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Publishi@jebatic model for electrochemical hydrogen evolution based on constrained DFT

configuration interaction

Nico Holmberg! and Kari Laasonen!:®
Department of Chemistry and Materials Science, Aalto University, P.O. Box 16100,
00076 Aalto, Finland

(Dated: 13 July 2018) Qw\
The accuracy of density functional theory (DFT) a% ic models for electro-

catalysis is diminished by spurious electron delbgalization effects, which manifest
as uncertainties in the predicted values of redction andiactivation energies. In this
work, we present a constrained DFT appr a.ci&%ﬂ iate overdelocalization effects
in the Volmer-Heyrovsky mechanism of, tthyd@en evolution reaction (HER). This
method is applied a posteriori to ¢ ﬁgksio s sampled along a reaction path to
correct their relative stabilities. C&:%&Q,

describing the reaction in terms £ a seteof diabatic states that are constructed by

the first step of this approach involves

imposing suitable density con \at‘lyt@ the system. Refined reaction energy profiles
are then recovered by per ing'a configuration interaction (CDFT-CI) calculation
within the basis span‘h%le diabatic states. After a careful validation of the
proposed method, e examinted HER catalysis on open-ended carbon nanotubes and
discovered tha %I increased activation energies and decreased reaction ener-
gies relativ DFT predictions. We believe that a similar approach could also be
adopted Q erdelocalization effects in other electrocatalytic proton-coupled
nsfe

electrgn t eactions, e.g., in the oxygen reduction reaction.
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Publishihg INTRODUCTION

Two prevalent paradigms steer the development of new catalyst materials in the field
of computational electrochemistry.!™ The first involves relating experimentally measured
catalytic activities of well-defined materials to a reduced set of simple and easily calculable
descriptive variables, such as the adsorption (free) energies of reagti I}b&\r\mediariesf“; New
catalyst candidates can subsequently be screened from a large grofip of materials by com-
puting the values of the descriptive variables. The approach.taken in the second paradigm is
totally opposite, where the ultimate goal is the developm%aecurate kinetic model of

-~

the catalytic process that mimics experimental reactign conditions as closely as possible.” 1

While both of these methods can be considered C:;co entary approaches, they suffer

from their own limitations and typically only eéne th:ebl is adopted depending on the spe-
-
cific application. Nevertheless, recent effortg)”i\lz‘\j;ﬁ begun blurring the boundary between

these approaches, and the advance towqiiqn unified treatment is likely to accelerate
D O

in the future through the broader utiliza \%achine learning methods.'2714

One of the strengths of the inem}o‘d’eling approach is that it attempts to address
phenomena that are extremel d&@“ resolve based on experiments alone owing to res-
olution limitations. As an example ofisuch an application, the method has elucidated the
effects of different surfage fﬂ\sygonallzations on the electrocatalytic activity of carbon nan-

otubes (CNTs) and gfher‘earbon-based materials towards the hydrogen evolution reaction

(HER), 2H* + 2 )15 4

The techno Q%:Nvance and the relative simplicity of HER have made the reaction a
vital proving srodnd for testing new catalyst models and assessing their accuracy. Density

functiondlthebry (BDFT) based simulations are at the core of these HER models, and resolv-

deficiencies of DF'T is an integral part on the path towards better catalyst

in rfacesﬁ’l8 one major issue that affects the quality of DFT simulations is the choice of
‘f‘hﬁ R ange-correlation functional. Specifically, commonly used functionals are prone to
ertors resulting from spurious electron delocalization effects, which are ultimately caused by
self-interaction error.!® This leads to uncertainty in the predicted values of reaction and ac-
tivation energies, which are the key quantities needed in the construction of reaction energy

diagrams — the cornerstones for gauging catalyst performance from simulations.
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Publishingln this work, we propose a constrained DFT (CDFT)**?* model for alleviating the effects
of spurious electron delocalization in the Volmer-Heyrovsky mechanism of HER, which is

comprised of the following two proton-coupled electron transfer (PCET) reactions

H* +e~ — H* (Volmer) /\

HY*+H" +e — Hy (Heyrovsky 5 (1)

where H* denotes a surface adsorbed hydrogen. T t s of this model involves

representing the reaction in terms of a set of diabagic, c ée\lbcalized electronic states

that are created by enforcing suitable charge and ma 11etiz;§jion density constraints on the

system. The choice of which diabatic electronic st@, to include in the model is motivated by

adapting the SoudackovHammes—SChiffer%%«f%S} Ltll}ory for concerted PCET reactions.
e

Subsequently, these CDF'T diabatic states K\b'\da the basis for a configuration interaction
i

(CDEFT-CI) calculation in order to reco r-a.ucic potential energy profiles for the Volmer-
Heyrovsky reaction. Van Voorhis a dgvo ers?0 originally developed a similar CDFT-CI

approach to treat static correlation, 1Ch\they later successfully applied to improve the
predictions of activation ener ie&ﬁgp e gas phase chemical reactions.?” Although there
are other methods for mitigMe effects of charge overdelocalization, the method we
propose in this work is aﬁ%’s cheap to apply as an a posteriori correction to existing DFT
reaction calculationg{ and the eéxplicit generation of the diabatic electronic states provides
grounds for additibnal*apalysis.

The remai fémpaper is structured as follows. First, we will establish the theoretical

basis for usin CDFT-CI model by discussing the SHS theory and its extension to the

roVsky Feaction in Sec. IT A. The algorithms that were implemented to construct
the diabatic T states and to perform configuration interaction simulations are then
detailed\in S)c. IIB. Sec. III summarizes the computational methods used in the present
study. B§nchmark calculations are carried out in Section IV A using a simple model system
Ya& ate the proposed CDFT-CI method. Subsequently in Secs. IV B-IV C, we apply the
thod to a more complex open-ended carbon nanotube based catalyst, originally studied

in Ref. 28, and compare the predictions of standard DFT and CDFT-CI for key catalytic
performance indicators. The causes for observed differences in DFT and CDFT-CI potential

energy surfaces are elaborated in Sec. IV D based on results from earlier sections. A critical


http://dx.doi.org/10.1063/1.5038959

! I P | This manuscript was accepted by J. Chem. Phys. Click here to see the version of record. |

Publishimglysis on the effects of the CDFT-CI active space size will also be presented. The main

conclusions of this study are summarized in Sec. V.

II. THEORY

A
To reiterate, our goal is to establish a theoretical foundation P?Mg the elementary
steps of HER with constrained DFT based configuration interactien in an effort to mitigate
Bn{m in the values of HER
H(}Tﬁ‘en theory?32® for concerted

‘ Withsdis inct proton/electron donor

the effects of spurious electron delocalization, which cause

reaction and activation energies. The Soudackov-Hamme
-

PCET reactions, formulated in a more general setti

and acceptor groups, provides the necessary to<{s(;f0r this<task. Consequently, in Section
ITA, we will first describe the main aspects of the @ model before adapting it to the
Volmer-Heyrovsky reaction. The algorithm% rming CDFT-CI simulations are then

detailed in Section IIB.
‘Y\
~

A. SHS model applied to ’&calytic HER

The SHS model?*2® for P \mctions uses an analogous theoretical framework to

Marcus theory of electr mﬁer (ET, see e.g. Ref. 29 for a recent review), which provides
t

a fruitful basis for degtribi model. The model can be considered completely general in

the sense that it{en e’;Lt b/oth sequential and concerted electron-proton transfer reactions
as well as the gpeciakgase of hydrogen atom transfer (HT'), where an electron and a proton
are transferr theen the same donor and acceptor groups, and the reaction does not

involve significant sedistribution of charge. The relation between Marcus, SHS, and other

related ‘theorieg {as previously been explored in depth in the excellent review article by

Mi

gl\io et ;,30 which also includes a comprehensive treatise of the theoretical concepts

olvedsn PCET reactions. We will therefore keep our treatment concise.

&

ing generic proton-coupled electron transfer reaction involving the transfer of one proton

ablish a connection between Marcus theory and the SHS model, consider the fol-

and one electron

D,—D,—H" + A,—A. — D—D,, + H*—A —A_ (2)

4
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Publishingwhere D, A; are the electron and Dy, A, the proton donating and accepting groups, re-
spectively. The direction for proton and electron transfer is assumed to be the same without
loss of generality. If this reaction featured only electron transfer, then according to Marcus
theory, it could be described as a transition between two charge localized diabatic electronic
states, which represent the initial and final states of the reaction (21(6 term ‘nonadiabatic’ is
used interchangeably in some publications), with solvent reorganization agting as the driving
force of the reaction.?? Analogous to the case of ET, the SHS‘n\lo\associates four diabatic

]a. T

electronic states with the PCET reaction as depicted in Ei@: he diagonal pathway in

Fig. 1a corresponds to the net concerted PCET reaction no-stable intermediate states,

_—

whereas the pathways along the sides of the square represent séquential mechanisms where
proton transfer (PT) either proceeds or follows the elec transfer step. The relative en-

ergies of the diabatic states and the coupling etweeLn- lem determine the actual reaction

mechanism. \d\

The transferring proton is treated a; ana\itional inner-sphere solute mode to the elec-
tronic subsystem and collective sol n_%oo inates are associated with both modes.?* The

on'is included explicitly in the model by replacing

N

quantum mechanical character offthe
the purely electronic states usﬂi&a s'theory with mixed electron-proton vibronic states

b) hydrogen
1S: [(H0),~H]* + Y —2ansfer o gy (g,0)F + H-Y]

electron
transfer

electron
transfer

electron
transfer

electron -
transfer / -
D, —D,—H* + A, %‘ D, —Dp + HY—A,—A7
I

ransfer

: — 5 FS: Yt
ET: [(H:0),~H] +Y Tydrogen FS: (H20), +[H-Y]

transfer

FIG. leua) The féur diabatic electronic states considered in the SHS model for PCET.2 The
diagor% ay represents the concerted reaction, whereas the off-diagonal pathways correspond
s;auen)tia ET/PT and PT/ET mechanisms. b) Extension of the SHS model to the Volmer
the initial step of the electrochemical hydrogen evolution reaction. The proton transfer

ps?i"om a) are replaced by hydrogen atom transfer steps. The diabatic states involved in the
reaction are denoted by the red labels. The depicted charge states apply to systems with a net unit
positive charge. If the system is charge neutral, the charges of all Y containing fragments must be

decreased by one.
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Publishipig,). The vibronic wavefunctions can be expressed as the product of a diabatic electronic
component |¢)7) and the proton vibrational wavefunction |y ), or more generally, as the lin-
ear combination of such products.3! The proton vibrational wavefunction can be evaluated
by discretizing the motion of the proton onto a grid that spans the appropriate reaction
coordinate, and by solving the nuclear Schrédinger equation in E}/e potential energy field

generated by the electrons.32734

is modeled as a diabatic

5 | LS> — |UES) | where

ey e far above the diagonal

In the basis of the vibronic wavefunctions, the PCET reagctio

transition between initial (IS) and final state (FS) wavefauct

the off-diagonal states from Fig. 1la are either ignoreg\ 1
states, or they can be combined with the diagonal states iito effective states using block
diagonalization (see Section IT B).?> Assuming ti\@he vibrenic coupling between the states
is small, Vj,, = (US|H|WES) <« kpT, and tha(\dc\ei& ditions® of the Fermi golden rule
limit hold, the rate of a vibronically diabaiR%CET action can be expressed in a form that

closely parallels the Marcus ET rate equation?? Concretely, the rate constant for a diabatic
PCET reaction at fixed proton acc tiﬁ?ﬂgr separation is given by3°

[ (AGS, + o)
Xp | —

- 40, kT

where the summatiofis p and v are over the reactant and product vibrational states,
respectively, P, is t oltzapaun probability of observing the vibrational state p, o, is the
solvent reorganizafion‘egergy; and AGY,, is the reaction free energy. The form of the vibronic

coupling V,, eN the degree of electron-proton adiabacity and it can be gauged e.g.

using the seniiglagsical diagnostic p = 7,/7., which relates the rates of proton tunneling and
eleCtrODié{iﬁo 2537 In the electronically diabatic limit, p < 1 < 7, > T7,, the electrons

are unlable to reatrange fast enough for the proton to stay on the ground electronic state, and
theuyibrenic )oupling is given by the product of the electronic coupling and the vibrational
overlap &diabatic =V (xulxv). In the opposite limit, p > 1, electrons respond instantly to

v

\\ton motion and the PCET reaction can be fully characterized by the ground adiabatic
N

electronic state.
Having summarized the main aspects of the SHS model, we are now ready to apply
the model to the electrochemical hydrogen evolution reaction proceeding via the Volmer-

Heyrovsky mechanism. The former reaction step will be primary focus of this paper. An
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Publishi«ppg‘ nsion of the model to the Heyrovsky reaction will be briefly covered in Section IV C.
In order to make the connection to the SHS model explicit, we rewrite the Volmer reaction

from Eq. (1) as follows

[(H0),—H]* +Y — (H,0), + [H-Y]* / (4)

where n is a positive integer whose value depends on how th sa\)ah\moton is modeled,
e.g., n = 1 for the hydronium and n = 2 for the Zundel catign, respectively, and Y is the
electron donating catalyst surface. We would like to em am the value of n includes
only those water molecules that actively participate dm.th eﬁon; the system may well
contain additional ‘bystander’ molecules for modeling draﬁ')on effects. Comparison of Egs.
(2) and (4) shows that the only difference bet centhe Teactions is the apparent lack of
electron transfer in the Volmer reaction. This&ﬁ @he fact that the proton is reduced
to a hydrogen atom in the reaction: as K'o’co traverses the reaction coordinate, the

proton accepts an electron from the d @ch Y and simultaneously forms a covalent

bond with the surface. Consequen ,%he cess positive charge that is initially (mostly)
delecta
O

located on the proton becomes fudly lized over the reaction product H — Y in the final
state. We have emphasized t@

elocalization by using square brackets in Eq. (4).
Fig. 1b shows the four diabamronic states that can be associated with the Volmer
reaction. The states od thediagonal are analogous to the SHS model and represent the
reactant (IS) and p d@ states of the reaction, where both the electron and proton
are either localizgt o /he donor or acceptor species. Continuing with the connection to
the SHS model V\Ni entify the ET diabat as a state where the donor Y has already

reduced the p
proton domord(H

-t}n to a hydrogen but the atom still remains (loosely) associated with the
To complete the sequential reaction pathway IS — ET — FS, the
final gtep now“itivolves a hydrogen atom transfer step in contrast to the SHS model where
proten transfer was the concluding step. The last diabatic state, labeled HT, represents the
in rme(f)ary configuration of the opposite sequential HT /ET mechanism. It is worth noting
‘f‘h&t t\ e state associated with proton transfer in the SHS model, Fig. 1a, is fully equivalent

h the reactant (IS) state in the Volmer model due to the CDFT methodology used in
creating the diabatic states (vide infra).

At first glance, the off-diagonal states in Fig. 1b, especially the HT state, appear some-

what artificial because the existence of the required intermediate configurations is improbable

7
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Publishiimgelectrocatalytic hydrogen evolution. Glancing forward to Sections IV A-IV C, these states
will indeed be high energy states compared to the reactant and product states. However,
the off-diagonal diabats should not be interpreted as true observable states. They are pri-
marily included for completeness in the active space of the CDFT configuration interaction
calculation, and as subsequent Sections will show, the states Will{ﬁainly play a small role
in the transition state region. First, however, we shall addre ow tQ_reliably generate
the diabatic electronic states defined in Fig. 1b, which will be 4)(
accuracy of the Volmer model. \

<
_—
B. Configuration interaction based on c straine 5DFT

i

-
As shown in the previous section, app y&ﬁggl:; HS model to describe the elementary
steps of HER requires both the adia ti&\ batic electronic states associated with

could, in principle, be obtained from the adi-

ey step controlling the

the reaction. The necessary diabati

abatic wavefunction with localiziti\on hiiques.®® However, since HER catalyst models

N

‘\cfhsystems are routinely tractable with current compu-

typically require the use of large due to their complexity (see e.g. Ref. 7), only
GGA level DFT calculations o

tational resources, whi nown to suffer from spurious electron delocalization due to
In

self-interaction error effort to mitigate these errors, we have opted for an alternative

approach where 0246 i gatiystates are first explicitly constructed by means of constrained
DFT, and the adiabatic electronic states are subsequently calculated from the diabatic states
tDl interaction. The theoretical foundations of CDFT?%22 and CDFT-CI%6:27

using confi
have beedl diseussed extensively in the literature. Here, we will present only the main at-
tributés-of t d{gorithm that we have implemented to perform CDFT-CI simulations of
H lil solv&ed environments, as an extension of our earlier implementation® which was
litlnited ﬂg systems with a single constraint and two diabatic states.

\ I

m energy expression with suitable external potentials in an extended Lagrangian ap-

FT, a diabatic electronic state is constructed by supplementing the standard Kohn-

proach. The role of these constraint potentials is to enforce the desired charge and spin lo-
calization conditions in atom centered regions of the system. Assuming M arbitrary density

constraints, the CDFT energy functional can be written as the dual optimization problem??
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p(r)

EPY T p(r), €] = max min (EKS |+ ch [Z / r)dr — N, ] ) (5)

where & are the Lagrange multipliers associated with the constr ints, w’(r) is an atom
centered real space weight function that enforces the constraint b tmg on the densfuy,
and N, is the constraint target value. The conventions w] = w} = w, are
adopted to treat total (p + p*) and magnetization (p! — p*) de ty )straints, respectlvely

The Becke*® population analysis method with atomic Sl@\%@ ts has been selected as
entati

the weight function w, in the present CDFT impl A detailed description of

publication.?’

the properties and efficient construction of the Bf ig tSfunctlon is given in our earlier
The constraint target value, N., is a measureof the desired number of electrons per
molecular group in each of the diabatic TN states. Because the formal number of

electrons per molecule is poorly deﬁn%zqnolecules interact strongly,>”* we employ
so called fragment based constraint Weﬁ the constraint target values. This process

involves first splitting the full S)‘Qx o two isolated fragments, I = {A B}, depending
e

on the modeled diabatic sta xample, to simulate the state labeled IS in Fig 1b,

the system would be split-into the ragments [(H,O), —H]* and Y. The spin densities, py,

of these isolated frag % hen separately optimized and saved to disk. Subsequently,

the constraint tar @Qs in, the true interacting system are computed from the isolated
to

densities accordi

=14

Q =3 [ wle) + By ©)
umber

emarks are in order to further elucidate the fragment constraint approach.

hou forsnotatlonal convenience the active proton and electron are associated with the

dowor orSacceptor fragments in Fig. 1b, we wish to emphasize that the fragment constraint
Tcrjna 1sm imposes no actual chemical bonds between the components. Instead, the CDFT
coustraint target values for each diabat are fully determined by the superposition of the
reference fragment densities p/ through Eq. (6), which in turn are the self-consistent DFT
minimum energy densities of the isolated fragments with a selected exchange-correlation

functional. Three consequences follow directly from the use of the fragment constraints.
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PublishiRg:tly, the partial charges of the reacting proton and other components of the system will
in general be fractional in contrast to the simplified picture depicted in Fig. 1b. Secondly,
the CDFT target values and hence the partial charges are not fixed quantities but will
vary along the reaction coordinate. Finally, as the system transitions from diabatic state
to another, the partial charges will exhibit non-integer changes W?{h slightly obfuscate the
interpretation of the different CDFT diabats. These distinction espegially important in
the transition state region — a matter we will discuss in mor dea‘?in Section IV D.

The optimization problem defined by Eq. (5) can Mt ratively using a two

6glr'g'yhminimizations along p(r)

and maximizations along £. Standard SCF algorithras can de employed for the inner loop

tiered self-consistent field (SCF) approach of alternating
—

energy minimization with a fixed value of £.4? a‘erlve algorithm for the outer energy

maximization along &, observe that the exact S\lon‘)tlsﬁes the following identity

= z\&)dr Ny, | =0 (7)

l T\L
In the above expression, the funct d\p nds on & parametrlcally for any fixed value

of &, the inner loop mlmmlzatlon ohn-Sham energy produces a unique density p(7)
and hence a new value of cﬁwng to Eq. , the outer loop energy maximization
can be viewed as a root finding problem that can be terminated when a value of £ is found

that satisfies max |e(€)] <. at Some fixed convergence threshold . O’Regan and Teobaldi*?

have analyzed the
Newton-Raphs ‘Khoo ¢an be applied to iteratively solve the root finding problem by
generating a e@uess r &, at step n according to

£
-~ / €n = £n—1 - aJ:Llc<£n—1) (8)

wheége o %O is a step size, whose magnitude is optimized with backtracking line search,
ﬂ

cesSary econditions to guarantee the uniqueness of this solution. The

and Jl¢is the inverse of the Jacobian matrix. The elements of the Jacobian matrix are

w%,gg imated with finite differences, e.g., using a first order forward difference stencil
N

dei €+ 9;) — ai(€)
3 19| ®)

where §; is a small perturbation of the jth component of §&. The computational cost

Jij =

of calculating the Jacobian matrix amounts to a sizable fraction of the total cost of the

10
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Publishiﬁ@ -T method when multiple constraints are imposed on the system. Different strategies
can be adopted to mitigate the computational cost: the same Jacobian matrix can be
reused for multiple iterations, or the matrix can be iteratively updated after the first step
by leveraging a quasi-Newton method, such as Broyden’s method. These strategies are,
however, unnecessary in the current context where the diabatic elgécronic states defined in

nsjute ontinuously along
a reaction coordinate. With the exception of the first at%nﬁguration, the CDFT
reste

Fig. 1b are solved for a discrete set of atomic configurations tr
energy optimization of any subsequent configurations ca: rted from the converged
solution of the previous configuration, which results in_a siguificant reduction in the number
of required iterations with respect to &, see Section I Er further details.

Configuration interaction can be employed tccicove adiabatic energy surfaces and
corresponding Slater determinants, |®), from ‘ se o@abatic CDFT states {|®PFT)}, 26

Specifically, the adiabatic state is expanded\{t\he asis of the constrained states

N
|) @’%Zcﬁ =1 (10)
~ 1

Here, the squares of the expa \ fficients, ¢?, can be interpreted as the weight each
CDEFT state contributes to ti‘\ﬁ?&tl state |®). The adiabatic states and their energies

are obtained by solving the generaliged eigenvalue equation

@ HC = SCA (11)
where H is té ectl

4

Hamiltonian matrix with elements H;; = (®FP"" [Hyg|DFPFT),
Hks is the o@Sha Hamiltonian, C is the matrix of expansion coefficients, A =
diag(\;) él:%l\n he eigenvalues \; of H, and S is the overlap matrix comprised of terms
Sij = A@FPELBEPTT). The diagonal of H contains the energies of the diabatic CDFT
states; Wheréys the off-diagonal elements are calculated according Eq. (12) to ensure H is

-

S mmetygc.

\I<
E@CDFT _|_E.CDFT
H,; =H;: = 5 Sij - > <‘I>? o

[

cwe(r) + &wi(r)
2

)

We will conclude this section by summarizing the main steps of the proposed strategy

for applying CDFT-CI to model the electrochemical hydrogen evolution reaction on the

11
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Publishih;gs s of the SHS model. First, the reaction is discretized into a set of configurations along
the reaction coordinate. For each atomic configuration, the necessary isolated fragment
densities are then optimized and used as input in CDFT simulations for solving the diabatic
electronic states defined in Fig. 1b. Finally, the adiabatic energy profile along the reaction
coordinate can be constructed by performing CDFT-CI multirefereg(e calculations on the set

of obtained diabatic states. In general, the full set of four diabaticstatessshould be included

in the CDFT-CI calculation for accuracy reasons. Howevey, beéeatise the SHS model is a
w@h\go der to compute other

two state model, the number of diabatic states must be

d?zib’aeity parameter p.2>37 This

quantities defined in the SHS model, e.g., the semiclassica
—_—

can be achieved by completely ignoring the ET and HT diakat
before higher in energy than the IS and FS statg:or by“eombining the (IS, ET) and (FS,

states, which are as noted

HT) pairs into two effective diabatic states that es@e the reactant and product states

using block diagonalization. The block diageualizabion process has been illustrated in Fig.

2. The effects of using different sets of diabatiestates in CDFT-CI will be explored in detail
\

in Section IV.
The block diagonalization pro essis%‘)\advantageous for including the effects of explicit
solvation in the model. Explicit solvation has typically been considered in reaction path

simulations of HER due to the i}ance of hydrogen bonding. At the same time, explicit

diagonalize
Higps Higur| Hiser
Hgrps Hpppr| Hrsur

1S Hpsps Hrsur
uT,18, Hurer Hurrs HuruT Hi ;Q: 5 = S1,5Qq jA1Ls
Hps ur

otate
/ . = |AsEgT
— / T ” H=
= Qs grHir Qrs ur Aps uT
ﬂ

olved in the reaction are shown in Fig. 1b and the couplings between them are computed

’tth. (12). The diagonal blocks (His g1, Hrs ar) are diagonalized yielding eigenvectors that
are used to rotate the off-diagonal block Hip. In practice, only the lowest energy eigenvalues and
eigenvectors of the diagonal blocks are retained, reducing the rank of the resulting matrix H in

half.
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Publishi:n“gs ation is problematic to include in fragment based CDFT constraints because only one
of the fragments can be solvated, causing any solvation effects associated with the opposing
choice to be fully ignored. Moreover, there is no clear reason to favor solvating one fragment
over the other which leads to a degree of ambiguity in the model. This issue can be avoided

altogether by taking advantage of block diagonalization during CDX‘F—CI, since the diabatic

CDFT states for both solvation cases can be modeled and combi one effective state
which would require a

ut this paper.

with the method. The permutation where neither state is s lva
total of three fragments instead of two, has been ignored %“K

II1. COMPUTATIONAL METHODS KS

The CDFT-CI method described in Section een implemented in a development
version of the open source quantum chemi N re CP2K.*45 We validated our imple-
mentation by reproducing some of thede 1 f Hammes-Schiffer et al.#*® for the PCET
self-exchange reaction in the phenoxgls \ksystem The exact details and results of these
simulations are presented in the upp.'%er?c‘cxry Material.

To confirm that the model nt&hec in Sec. IT A is applicable to the study of eletrocat-
alytic hydrogen evolution, extens%nchmark calculations were carried out for the Volmer

reaction in a system c

talm ' a hexa-peri-hexabenzocoronene CyoHyg (HBC, see Fig. S2

in the Supplement / i molecule as a model catalyst. The impact of using dif-
ferent proton do Ors (hydrofiium H30" vs Zundel H5O,"cation) and the choice of which

diabatic elect 1c\sht{8 to include in the CDFT-CI calculation were investigated in these

effects in"thedeaction model was also tested. The main results of this manuscript are sub-

snnulatlongN efproposed block diagonalization strategy for considering explicit solvation

sequefitly’ ed by applying the model to HER catalysis in solvated open-ended carbon
nanotu sy ems with a Zundel proton donor, which have been originally studied in Ref.
Con&etely, we gauge how key catalytic performance indicators, i.e., the reaction and
}eﬁvatlon energies, are affected when standard DFT methods are contrasted with the devel-
oped CDFT-CI model. The examined surface sites and hydrogen coverage conditions have
been detailed in Table S3 in the Supplementary Material. Explicit solvent molecules are

included in both systems with a droplet model, as depicted in Fig. S2 in the Supplementary
Material for HBC.

13
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Publishin glior the benchmark simulations, the axis connecting one of the central six ring carbon
atoms and the proton donor oxygen was selected as the reaction coordinate. A sequence of
atomic configurations was created by translating the proton in 0.06 A increments along this
axis. When the proton donating species was described by a Zundel cation, the axis connect-
ing the two oxygen atoms was defined as a second reaction coordinaté, and the corresponding

\Qe Two alternate

reaction coordinates were considered in the CNT systems: %Kcalculated minimum en-

hydrogen atom was translated along this axis with the same 0

ergy pathways from nudged elastic band*® simulations w;

r?em oved directly, or a set of

configurations were constructed by translating the transitien state configuration along the

—
imaginary vibrational mode corresponding the reaction coordinate.?® Both of these reaction
coordinates involve the movement of several otksr;‘atom i addition to the proton that is
reduced in the reaction. The impact of using‘\)i\e:,r@eaction coordinate representations

has been studied in Refs. 50 and 51 in rela e original SHS model.

The diabatic electronic states defin

1\ were constructed by imposing suitable

charge and magnetization density gonstraimts on the system. For the explicitly solvated

carbon nanotube systems, separate cong
the reaction, namely, the reacting .

. If the total number of electrons in the system was

aints were applied to each component involved in

he two water molecules that comprise the proton

donor, and the electron donatin
even, magnetization de 1t%$stra1nts were not applied to the diabatic states representing
uc

the reactant (IS) a states because these constraints were automatically

satisfied. Moreov
(ET, HT) were.converged
CNT and p Qonor molecular fragments.

malp'tam net spin parity in such systems, the other diabatic states

broken symmetry solutions with opposing spin densities on the

The diabatic states at the reaction transition state were solved by using unconstrained
DFT @ensities«as the initial guess. Subsequent configurations were restarted from the opti-

ized FTssolution of the previous configuration along the reaction coordinate, typically

ucingSthe number of CDFT SCF iterations needed to reach convergence to 2-4. For the
‘H%C systems, more approximate constraint definitions were employed to reduce computa-
tignal cost, because evaluating qualitative trends was our primary objective in these systems.
The specifics and an analysis of the effects have been presented in the Supplementary Ma-

terial.

Throughout this paper, constraint target values are calculated using isolated fragment

14
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PubliShi'lI[g] igurations as reference values, see Sec. IIB. A constraint is deemed converged when
its value deviates from the target value by at most 1072 electrons. The additive single
bond covalent radii®? for oxygen and hydrogen atoms, and double bond radii®® for carbon
atoms were employed in the construction of the Becke® weight functions that define the
CDFT constraints. The constraints were optimized using the Newtofi-Raphson method with
backtracking line search and an initial step size a« = 1. The J ian matrix is calculated
on each iteration by sequentially perturbing each constraint La O>gian & by 5x 107 and
minimizing the energy self-consistently. \

Electronic structure optimizations used the spin pola‘giz formalism of the Gaussian and

2 minimizer. The

planewaves method**** in conjunction with the orbital tretsls rmation*
PBE® exchange-correlation functional was adoﬁééd for “mest simulations. Some qualita-
lo

tive tests were conducted with the MPW1K5\\:1LE brid functional. The valence elec-

trons of atoms were expanded using mole UW mized double ¢ basis sets,>” while core
electrons were treated with norm cons v%@eu opotentials.?¥ % DFT-D3 van der Waals
corrections® were applied to the P Emns. A 500 Ry cutoff was selected for the
auxiliary planewave basis in the B

&

a higher 550 Ry cutoff and nenl
the CNT systems. The Studied%ﬁs were placed in vacuum with at least 10 A vacuum
surrounding the atoms j direction. Interactions with periodic images were decoupled
with a wavelet base P&gfg&lver.63 The CNT systems were all charge neutral, while a
unit positive chz?geé@;ﬂied to the HBC systems.

N\

IV. RE AND DISCUSSION
/

In forder to 1{fy that the CDFT-CI method is suitable for studying the Volmer reaction,

systéms. For consistency with the original study,?

corrected pseudopotentials®® were employed in

benehntagk calculations were first conducted using HBC as a model electron donating cata-

. Th% results for systems with a hydronium cation proton donor in vacuum are reported

1neSec. A1, while the effects of solvation are explored Sec. IV A 2 using a Zundel cation

~N
preton donor. The method is subsequently applied to HER catalysis on open-ended CNTs.
Adiabatic energy profiles for the Volmer reaction are computed with standard DFT and
contrasted with CDFT-CI results in Sec. IV B. An extension of the CDFT-CI model to the

Heyrovsky reaction step is then presented in Sec. IV C. We conclude with a short discussion
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Publishinrg he differences between CDFT-CI and DFT predicted energy profiles and analyze the
impact of using different diabatic bases for the CDFT-CI model in Sec. IV D.

A. Volmer reaction on HBC

PR

1. Hydronium cation in vacuum 3\

The Volmer reaction model defined in Sec. II A was f n‘njate in terms of four diabatic
electronic states, which were depicted in Fig. 1b. The adi atic Kohn-Sham determinants

-~

and the associated ground state energy profile along the Vo‘Sner reaction coordinate can be

recovered by performing a configuration interactfon calculation in the basis of these states.
To estimate the importance of each diabatic statg in t@l expansion, we will first compare
the energy profile obtained with the full;se %batic states and the results from two
alternate two state representations, w er]\N.y the reactant (IS) and product (FS) states
are considered, or the (IS, ET) an (N pairs are combined into two effective states

via block diagonalization (see F%:gﬂ?é comparison is carried out by examining the

Volmer reaction in a system gompuyis f a hydronium cation proton donor and a HBC

electron donor. The hydronium% is placed 3.2 A above the surface, as measured from

the oxygen atom, and tife reagting proton is translated in 0.06 A increments along the axis
between the oxygen éd\a rbon atom in the HBC molecule. The adiabatic energy profiles
@

calculated with uding different sets of diabatic states are compared to standard

include in the '€l expansion. This result is natural given that the DFT curve was obtained
withath Bé functional which is known to suffer from spurious electron delocalization. In
a itionbwe find that CDFT-CI also alters the reaction energy, which in the present case is
‘d’eﬁr(ased (more exothermic) in the forward reaction direction. Comparison of the different
séts of diabatic states included in the CDFT-CI model shows that the barrier is largest with
the two state model, which includes only the IS and FS states, and smallest when all states
are included, although the values differ only by 0.06 eV. The barrier obtained with the two

effective states constructed by block diagonalization resides in between these two.
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—— CDFT-CI (4 states) j
CDFT-CI (4 states, block)

CDFT-CI
(2 states)

i (IS, ET)
0.6F (FS, HT)

[ o IS (2 state)
FS (2 state)

0.2

FIG. 3. a) Adiabatic energy pr le&xlqt d with standard DFT and CDFT-CI for the Volmer
reaction in the HBC/hydronium sm a fixed 3.2 A proton acceptor-donor separation. Positive

values of the proton coorlinat ndlcate that the proton is closer to the water molecule than to

HBC. The CDFT-CI nerﬁy es are computed using different sets of diabatic states from Fig.
1b in the expansgé set/)f four states (denoted 4 states), two effective states obtained by
combining (IS FS HT) pairs with block diagonalization (4 states, block), and only

the IS and &S ates (2 states). The data has been smoothed using cubic splines. b) Weight

of each di

-ﬁ
modellare la

“d{c s}ate in the CDFT-CI ground state determinants. States in the full four state
led IS, FS, ET and HT, the labels IS (2 state) and F'S (2 state) denote states in the

del co ised of the reactant and product diabats, while the effective two states in the block
diagenalization model are indicated by the (IS, ET) and (FS, HT) labels.

NI

To understand the observed trends in CDFT-CI barrier height, the weight, ¢?, each
diabatic state contributes to the ground state CDFT-CI determinant is plotted against the
reaction coordinate in Fig. 3b. This figure demonstrates that the ground state determinant

is mostly described by the linear combination of the reactant and product states since their
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PubliShi'lI[g] bined weight exceeds ~ 95 % everywhere. However, in the transition state region around
0.2 A, we observe a small peak (~ 5 %) in the weight of the ET state which can be attributed
to the observed reduction in barrier height when the full four state diabatic representation
is used. As noted in Sec. ITA, the ET state represents a configuration where the electron

donating HBC surface has already reduced the reacting proton, bg(f which still is (loosely)

bound to the water molecule that originally constituted the h riumecation. When the
off-diagonal states from Fig. 1b are omitted from the CDFZ-Clexpansion, the transition
from the reactant (IS) state to the product (FS) state isgngre gradual than with the four

state model. —~—

The differences between alternate diabatic represe ations)zxre not limited to ground state
tg. 3 are shown in Fig. S4 of the
Supplementary Material for the first excited s@&&l‘t‘s}mmarize, this figure demonstrates

that there are significant quantitative ang&litatl e differences between excited state en-
ergy profiles when the size of the CDF —QQ& e space is contracted. As a consequence,

large variances are also expected indhe prédicted values of the electronic coupling V¢ (see
e
t

properties. Plots similar to those for the ground ftate-in

below), which is defined as half of th rgy splitting between the ground and first excited

state energy profiles at the tramsiti 54 The ET diabatic state is again the root cause
for the discrepancies betweergh\{m&e diabatic representations as its weight in the first
excited state is over 60 oﬁhsst everywhere along the reaction coordinate, which follows

naturally from the pfior interpretation that the state represents the reduction of the pro-

ton. Although alafming at fifst glance, the stark differences between the effective two state
and the full four state CDF'T-CI models are fully explained by the properties of the block
diagonalizati Dansformation. In particular, despite the inclusion of the ET state in the
construction of the'block diagonalized basis, it is important to note that the transformation

discaxds almo é{l information about the excited state behavior because the transformation

is Aumatgix Ank reducing operation: only the eigenenergies and eigenstates of the ground

ck dié}gonalized state, which is predominantly IS-like at the transition state, are retained

o

Because the rate of electron tunneling decays exponentially with distance,?® the electronic

o reduce the rank of the effective Hamiltonian matrix in half, as shown in Fig. 2.

coupling discussed above should exhibit the same decay trend when the proton acceptor-
donor distance is increased. To verify that the CDFT-CI method reproduces this result,

Volmer reaction energy profiles were generated analogously to Fig. 3 for a total of six proton
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FIG. 4. a) CDFT-CI energy profiles for the Volmi‘:act using the full set of four diabatic
r

states in the HBC/hydronium system at variou n ’z‘iaceptor—donor separations. b) Calcu-
L
lated values of the electronic coupling, V¢, as&nch'a n of the proton acceptor-donor distance.
Note the logarithmic scale. The electronig couplingshave been evaluated using different diabatic
. . . -\ . .
representations, which have been explained i e main text and Fig. 3.

acceptor-donor separations b r§g\k®\tr nslating the hydronium cation. The calculated
CDFT-CI energy profiles with t\l‘mﬁour state model are shown in Fig. 4a, while values of

the electronic coupling ted with all considered diabatic representations are presented
in Fig. 4b. Energy profile bt;ined with DFT and other considered CDFT-CI models are
n Fﬁe

=

0
shown for compari§o f 5 in the Supplementary Material.

The CDF I caleulated reaction and activation energies both exhibit an increasing
trend whenu t dronium cation is translated farther away from the HBC molecule. The
observat@:i tlte barrier grows as the distance increases is in full accordance with the
expecfed expo r{tial decay of the electron tunneling rate, because the electron has to tunnel

throughveverigreater distances prior to reducing the proton to a hydrogen atom. As shown
in Table§ S54-S5 in the Supplementary Material, CDFT-CI predicts systematically larger
‘fh}ri&rs than DFT as the proton acceptor-donor distance is varied. CDFT-CI reaction
engrgies are also more exothermic than DFT but the difference diminishes the greater the
separation. Overall, the results are quite insensitive to the employed CDFT-CI diabatic

representation: the reaction energies are identical and even the variance in barriers remains

within 0.07 eV, which is below the typical 0.1 eV resolution limit attributed to DFT based
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Publishimgthods. The trends discussed here for the PBE functional persist when the functional is
swapped for the MPWI1K global hybrid which includes ~ 40% exact exchange, see Figs.
S6-S8 and Tables S9-S10 in the Supplementary Material.

Fig. 4 also confirms that the correct trend is indeed recovered for the magnitude of the
electronic coupling. As noted above, there is a clear difference b?(fﬁr;;ﬂternate diabatic
-C

representations stemming from disparities in the first excited C ate: the values of

re not that important in

the electronic coupling are the smallest with the full four state medel and the decay is most
pronounced. However, the actual values of the electronic gbouplin

the current context because, irrespective of the diabat'q__l;e éseritation, the coupling is very

large compared to the thermal energy k7. This implies th?t he reaction is electronically

adiabatic with respect to all nuclear modes and t@eactl ccurs on the ground electronic

>

! -
All in all, the results discussed thus far \ section suggest that ground state properties
er i

(activation and reaction energies) are Kﬂ?sensitive to the choice of diabatic states in
tive

the CDFT-CI model, whereas quan ta} ifferences arise in excited state properties if the
size of the CI active space is re%:;d. he preferred safe strategy for applying CDFT-CI

state, see below for further analysis.

to the Volmer reaction, therefore, 3 10 be to include all diabatic states from Fig. 1b in

reevaluated in Sec. IV D once we have data from further
C?)First, however, we shall complete the adiabacity analysis

thathe/ground state potential energy profile suffices to characterize

the model. This conclusion will

systems (Secs. IV A2,

started above to veri
the Volmer reaction, which gvill be the primary quantity evaluated in subsequent sections.
This analysis involves treating the reacting proton quantum mechanically and subjecting

hotlel to the same semiclassical treatment which has been adopted with the

S shodelto, e.g., characterize PCET reaction mechanisms.?%37

original

The vibratieral wavefunctions that correspond to the reactant (IS) and product (FS)
diabati lec?ronic states as well as to the effective (IS, ET) and (FS, HT) states are de-
pieted inSFig. 5at a 3.2 A proton acceptor-donor separation. The vibrational wavefunctions
We \computed with the Fourier grid Hamiltonian method3?3* by discretizing the electronic
potential energy profiles onto a grid with 1024 points. The ET and HT states modify the
reactant and product states surprisingly much when the states are combined into effective

states with block diagonalization. This results in a broadening of the proton vibrational

wavefunctions, which in turn causes an order of magnitude increase in the value of the
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FIG. 5. Energies of the diabatic electronic states a; _a fu th")Of the proton coordinate in the

HBC/hydronium system at a 3.2 A acceptor-dono i') The solid lines correspond to the IS
and F'S states, while the dashed lines represent he effegtive (IS, ET) and (FS, HT) states obtained
with block diagonalization. The ground stat vibrational wavefunctions associated with
these electronic states are shown by the d curves. The minima of the diabatic states are

aligned on the energy axis because theha.t’konal wavefunctions should be degenerate for the

semiclassical analysis. \\

vibrational overlap. Th 1ﬁcat10ns are rationalized by the observation that the ener-
getic separation bet eﬂ:i} FS) and ET (HT) state pair decreases notably when the
hydrogen nucleu r{s.la fd away from energy minimum of the IS (FS) diabat.

The values mlc assical adiabacity parameter p have been estimated on the basis

atlc states as a function of the proton acceptor-donor separation. The
in Tables S6-S8 in the Supplementary Material for all consider diabatic
repregentation ote that the IS and F'S states were employed to compute the vibrational
S re)uted to the full four state model because the semiclassical analysis is based on
a o stye formalism. Irrespective of whether the IS and FS or the effective (IS, ET) and

) diabatic states are employed in the analysis, the value of adiabacity parameter
is arge p > 1, indicating that the proton tunneling time is significantly slower than the
electron transition time, 7, > 7.. In the context of more general PCET reactions given by
Eq. (2), this result could be interpreted as an indication that the reaction proceeds via the

hydrogen atom transfer mechanism instead of concerted PCET) i.e., that the proton actually
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Publishiregcts as a neutrally charged hydrogen atom and there is no significant rearrangement of
charge density.?> This mechanism is not directly transferable to the Volmer reaction but it
nonetheless offers interesting insight into the reaction. Looking back at Fig. 4, we see that
the transition state is attained at a positive value of the proton coordinate, that is, closer
to water than to HBC. The FS state becomes the predominant cog{ribution to the CDFT-
CI determinant at the same time. Together these observatio ggest that the reaction

mechanism, very loosely speaking, consists of a fast initial redcxt;\of the proton followed by
oV

slower hydrogen transfer. This interpretation is of course simplification because the
CDF'T-CI wavefunction is multiconfigurational: the syste nstions from a predominantly
—

[S-like state to a predominantly FS-like state through a seSue ce of intermediaries where

both states contribute notably. Note that no actx@"assu ions about the mechanism enter

into the CDFT-CI calculation because the wéight of L{Qh diabat is free to vary according

to Eq. (11). The second implication of result p > 1 is that the reaction can be

fully characterized by the adiabatic greund state potential energy surface (the reaction is

both vibronically and electronically dibamowever, as the results of this section have
1t

shown, standard DF'T calculatiorQ' m functionals might not be reliable in estimating

the energy profile. \\

2. Zundel cation

Having verified/thatsghe @DFT-CI model is applicable to the Volmer reaction in vacuum,
we next valid

based CDE

t M)posed strategy for including explicit solvation effects in fragment
btraints. As described in Sec. II B, the first step of this process is to treat
each diabaticdelectronic state in terms of two separate substates, where either the proton
donorf (hydroniuin/Zundel) or acceptor (HBC) is solvated. The substates are next combined
intowa Siugle/effective state with block diagonalization. Here, we will also evaluate the
effects oﬁJsing a different proton donor, namely, the Zundel cation H;O5". A second proton
?bﬁrd\inate axis is defined between the oxygen atoms of the Zundel cation. Note that the
preton/hydrogen moving along this axis is not reduced in the reaction. This two dimensional
treatment has been adopted to approximate the concerted motion of the two active hydrogen

nuclei participating in the Volmer reaction. The primary reaction coordinate describes the

motion of the proton that is reduced in the reaction as it moves from the Zundel cation
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Publishi“n”gﬁ 1BC surface, while the secondary coordinate models the motion of the hydrogen that
is initially delocalized between the Zundel oxygen atoms and becomes fully associated with
the proton donating oxygen in the product state. With this scheme, the costly calculation of
actual reaction paths can be avoided. Additionally, to estimate the effects of changing Zundel
cation oxygen-oxygen separation, the Volmer reaction energy profilés were computed at two
Zundel oxygen-oxygen separations, corresponding to the minin e%&conﬁgurations of
the Zundel cation (2.4 A) and a water dimer (2.8 A) in vacuu .{r:?qf)arison of the vacuum
and solvated energy profiles are shown in Fig. 6 for CDF -glq{la ions using the full set

of diabatic states. —~—

_—
Focusing first on the effects of explicit solvation, w. obseriy that the water shell stabilizes

the reactant state of the reaction, which leads tdf an increase in the values of the activation

and reaction energies when compared to vacu resqi?7 see Tables S11-S12 in the Supple-

mentary Material for the actual quantitai%walue The effects are more pronounced for
n dis

the system where the Zundel oxygen—oz(&gc?tance is set to the shorter value of 2.4 A. In
tem wi

fact, the reactant state of the other th the longer O-O distance has two local min-
ima separated by a shallow sadd oiSﬂ%se minima correspond to configurations where
both translated hydrogens ar, e&%@ ed to the same oxygen forming H30," - - - H,O,
or they both are bonded to d%xygens H,0, ---H30™, where O, denotes the oxygen
atom used in defining th€ primary reaction coordinate with the HBC surface. Neither state
truly represents a Z ndelm H;0,", and the actual proton donor in this system is a

: : S £ : i
hydronium cationdwithithe gther water molecule acting as an additional solvent molecule.

The additi

USNM causes a similar increasing effect to the value of the electronic
t

coupling calc d at the reaction transition state (Tables S11-S12 in the Supplementary

Material fywhich again is more pronounced for the system with the shorter Zundel O-O
separdtion. In‘erder to estimate whether the choice of diabatic states affects the results, the
a ia.b.a&‘@ gy profiles from Fig. 6 were reevaluated using the two state CDFT-CI models
1p0se§ either of the reactant (IS) and product (FS) states or the effective (IS, ET) and

) states. The resulting profiles are shown in Figs. S10-S11 of the Supplementary

terial, while data for standard DFT with the PBE functional is included for completeness
in Fig. S9. The energy parameters from these simulations have also been collected into
Tables S11-S12 in the Supplementary Material. Overall, the reaction and activation energies

computed with both two state models are in perfect quantitative agreement with the full four
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FIG. 6. Two dimensiona, -CI energy profiles for the Volmer reaction in the HBC/Zundel
system at two Zunde{ci oxygen separations, corresponding to the minimum energy configu-

rations of the Zu?él
separation is fi to

tion of the

— b)Jfand water dimer [c) — d)] molecules in vacuum. The HBC-Zundel
4 A'in both systems. The vertical reaction coordinate describes the mo-

r Dhat is reduced to hydrogen in the reaction and binds to HBC in the product

state, repfesented bynegative values of the reaction coordinate. The secondary horizontal reaction
coordihiate describes the motion of the hydrogen atom that is located on the axis connecting the
t y atoms of the Zundel cation, with negative values indicating that the atom is closer to
the oxygen which donates a proton to HBC. The profiles in [a) & c¢)] were calculated in vacuum,
We\explicit solvation was included in the profiles in [b) & d)]| by using the block diagonalization

strategy described in the main text. The full set of diabatic electronic states from Fig. 1b were

included in the CI expansion.

state model. By contrast, standard DFT predicts activation energies 0.1 — 0.3 eV smaller
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Publishitigin the CDFT-CI values depending on system, although reaction energies are consistent
with the other methods. The values of the electronic coupling exhibit the same increasing
trend discussed previously in Sec. IV A 1, growing in order four state model > effective two
state model > two state model. The effect of using the MPW1K functional instead of PBE
is briefly explored in Sec. S8 in the Supplementary Material. /

B. Volmer reaction on CNTs \

The previous section IV A demonstrated that the PLOp ¢d CDFT-CI method can suc-
cessfully be applied to the Volmer reaction using a simple mgde system. In this section, we
will consider a more complex HER catalyst mod 53/ assesSing how CDFT-CI influences the
catalytic performance of different surface sites“at thtgge of solvated open-ended carbon
nanotubes, which were studied in detail i é%nstead of translating the reacting pro-
ton along a one dimensional reaction 1n e we will consider two alternative reaction
coordinates where the entire systemds ra ted according to the minimum energy reaction
path, obtained via nudged elastl an NEB simulations, or where the transition state
configuration is translated al n t ction coordinate vibrational mode. CDFT-CI en-
ergy profiles were computed for of three surface sites using both reaction coordinate
representations. The r ul r two of these sites are compared to standard DFT PBE re-
sults in Fig. 7, whil data t e remaining site is shown in Fig. S13 of the Supplementary
Material. The Z de tlo;{ acts as the proton donating species in each system.

Applying t SBT\{C model causes substantial modifications of the Volmer energy

profiles. The“activation energies increase by up to 0.2 eV, while reaction energies in the

forward &igection
reacthiqiﬂls. he magnitude of these changes cannot be predicted a priori because CDFT-
odifies

éach reaction profile by a different amount. The barriers obtained when the

crease by 0.1 — 0.2 eV, when evaluated on the NEB minimum energy

Cleg

FT—O} determinant is expanded in the basis of the effective (IS, ET) and (FS, HT)
We& are consistently larger than with the full set of four diabats, or with the two state
bagis comprised of the reactant and product states. The reaction energies, conversely, are
identical with all diabatic representations. Although the contribution of the ET and HT
states to the four state CDFT-CI vector is small (< 5 x 107%), combining these together with

the reactant and product states yields effective states that are either lower or at most equal

25


http://dx.doi.org/10.1063/1.5038959

This manuscript was accepted by J. Chem. Phys. Click here to see the version of record.

AP

Publishing b)
0-6r —DFT ] 0.4 —rT
CDEFT-CI CDFT-CI (2 states)
(2 states) 1
CDFT-CI1 03[ CDFT-CI (4 states) ]
(4 states) - CDFT-CI (4 states, block) :
= CDFT-CI] = o2k ]
g (4 states, ] < i 1
& block) 9 i
E g oaf ]
\ _____ ] | :
] 0.0F -
1 1 ] 0 1 / '\ . . 1 " 1 " 1 " i
5 6 7 108 g ,}g 03 00 02 04 06 08
Nudged elastic band image ans 1 incrément along reaction coordinate
-\
c) d
0.8 ) 0.4
i —DFT - 1
i CDFT-CI ’ CDFT-CI (2 states)
0.6F (2 states) < r —— CDFT-CI (4 states) ]
i - CDFT-CI (4 states, block) 1
= 02F -

Energy (eV)
(e}
N
T

0.2

" \SY /\ :

0‘00 1 2 3 4 N 6 7 O—110 08 06 04 02 00 02 04 06 08 1.0
Nudged elastic band 1mage Translation increment along reaction coordinate

a)and DFT PBE energy profiles for the Volmer reaction evaluated

FIG. 7. Comparison of

at two different surfadesites (top fbottom) on the edge of solvated open-ended CNTs taken from Ref.
28. a, c¢) The sysZ translated along the minimum energy reaction path obtained from nudged
elastic band @ions. , d) The transition state geometries of these systems, i.e. the highest
energy c ﬁgtyatl from a) and c), are translated along the reaction coordinate vibrational
mode./The ﬂfCI results were computed with three alternate diabatic representations: all four
dialzi:c states from Fig. 1b, the two effective (IS, ET) and (F'S, ET) states obtained from the full

del bysblock diagonalization, or the two state model including just the reactant and product
St%tes.
-

in energy to the original IS and FS states, see Fig. S14 in the Supplementary Material. The

same figure also reveals that a part of the stabilization arises due to stronger mixing of the

IS and ET states around the transition state because the energetic separation between these
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Publishi“wg; states becomes narrower as the system traverses the reaction coordinate. The block
diagonalization treatment induces other slight modifications to the diabatic state overlap
matrix S as well. The joint influence of these factors leads to the observed increase in
reaction barriers. The energies of the diabatic states remain relatively unchanged outside
the transition state region which explains why the reaction energy predicted by both diabatic
representations is equal. The weight of the (effective) initial didbatic State varies between
0.5 to 0.8 depending on system at the transition state, as@ted in Fig. S14 of the

)

es the product state, where the

Supplementary Material.

The results discussed above indicate that CDFT-CI sg_zib
reduced proton is bound to the active site on the CNT Jor, equivalently, destabilizes the initial
state configuration in the considered systems. e CD onstraints were constructed in
a manner that prevents any extra charge tr&;‘fil&‘t}een the solvent, proton, and the
electron and proton donors beyond what ig needed tg satisfy the constraints. The ambiguity
of selecting the ‘correct’ admissible a @arge transferred was avoided by adopting
a fragment based approach (see Sec Mking all of these notions into account, we can
explain the observed results as follow }@dy, the decrease in the reaction energy suggests
that the PBE DFT descripti n&X& actant state deviates more from the CDFT-CI
solution than the product state.'\tﬁbcurrent systems, this manifests as a greater exchange
of charge between the eléctrom and proton donors in the reactant state with DF'T than with
CDFT-CI. Secondly,£he inereage in the activation energy is a direct result of the enhanced
charge localizatio to S‘/DFT, consistent with our earlier discussion in Sec. IV A and
the findings of \{ajl\kth et al.?” in relation to other chemical reactions.

CDFT- a'nodiﬁes the energy profiles that were constructed by translating the tran-
sition stdte gdometry along the reaction coordinate vibrational mode, see Figs. 7b,d. As
beford, réaction ‘energies in the forward direction are reduced by approximately 0.1 eV.
Howey th; impact on activation energies is not as pronounced: CDFT-CI calculations
p 'forméji within the basis of the effective block diagonalized states yield systematically

er activation energies than DFT PBE, whereas the full four state and the IS+FS two
s te\models show virtually no difference to DFT PBE in two out of three of the considered
systems.

Energy diagrams constructed on the basis of minimum energy reaction paths are a stan-

dard tool for comparing the catalytic performance of different surface sites without requiring
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Publishi:mrg input from experimental measurements. In this section, we have shown that CDFT-CI
significantly alters the relative stability of the Volmer reaction transition, reactant and prod-
uct states. As a result, it is obvious that the energy diagrams for the full Volmer-Heyrovsky
mechanism will also be modified. The theoretical treatment of the Heyrovsky reaction suf-
fers from the same adverse effects of spurious electron deloca,lizatio{/ as the Volmer reaction.

We can therefore expect CDFT-CI to influence the energetics ovsky reaction as

well. To complete our description of the entire reaction mechanism, we will briefly explore

how the proposed CDFT-CI model generalizes to the cas thestleyrovsky reaction in the
—~
Q
Generating a set of appropriate dlabat% nic states to represent the Heyrovsky

gh\\/o r reaction, because the reacting proton
mﬂate instead of binding directly to the elec-

next section.

C. Heyrovsky reaction on CNTs

reaction is not as straightforward as fo

forms a hydrogen molecule Hy in the pro
tron donating CNT. Moreover, it ,is n‘\lhnqo iately clear how to partition the system into
fragment configurations, especiall e'two fragment limit on the total number of configu-

\rmqple all possible permutations could be considered, we
ia_bﬁsta s that are fully analogous to the states employed for
is e

, we rewrite the Heyrovsky reaction from Eq. (1) as

rations is maintained. While 1

have opted for a set of

the Volmer reaction.

o

pression, the product Hs molecule has been associated with the electron

)n—H]+ + H-Y] — (HO),, + [Hs-- Y]+ (13)

donatin egies Y'* This choice does not however imply that hydrogen molecule is (cova-
lently) bondeds6 Y or that it carries any net charge in the product state; on the contrary,
it dsanerely a’ way to represent the reactant state in the CI expansion. The reaction in Eq.
( canSbe represented in terms of four diabatic states that are obtained by performing
‘f‘hﬁ E}Qpropriate substitutions into Fig. 1b, see Fig. S15 in the Supplementary Material for
the resulting states. Solvation effects are included in this model as before by adopting a
block diagonalization strategy. The diabatic CDFT states are created by using a total of
four charge and four magnetization density constraints, which are applied separately to the

CNT, the water molecules that comprise the proton donor, and the two hydrogens that form
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Publishitlig hydrogen molecule in the product state (see Sec. III for notes on when the magnetization
density constraint can be omitted). CDFT-CI energy profiles were computed for two sur-
face sites using the same reaction coordinate representations considered previously in Sec.
IV B. The energy profiles are compared to data obtained with standard DFT and the PBE
functional in Fig. 8. The weight each diabat contributes to the C?P‘T—CI wavefunction has
been visualized in Fig. S16 in the Supplementary Material.

The main trends and observations noted for the Volmer rea&m\in ec. IV B are preserved

when CDFT-CI is applied to the Heyrovsky reaction. N@& he CDFT-CI treatment
1CS 0

appears to have a more profound impact on the energetic e latter reaction, at least in

the absence of additional data. This manifests agsa larger &rerall increase in the values of

.1&.3 %7 . The effect is particularly evident

in the values computed by including just t%:i‘\an‘r(IS) and product (FS) states or the
DR

full set of diabatic electronic states in the
with the four state model are slightly I&Q;Tn.with either two state model, whereas they

were indistinguishable from the IS+ CR te model in the case of the Volmer reaction.

Reaction energies in the forward&& are reduced roughly by a 0.1 — 0.15 eV constant
an

factor in both systems, in fuﬁ%h‘q% e with the results for the Volmer reaction. Here,

the influence of CDFT-ClL on reaction energy profiles is quantitatively similar for both of

the activation energies, now ranging between

expansion. Interestingly, the barriers

the considered reactio ordinates, contrary to the Volmer reaction case where minimum

energy path simulationsdvere'more affected.

Although 'hm\ite number of systems were examined in this section, the results
e
eécti/

have none s/demonstrated that the CDFT-CI model that we originally proposed for

r is also suitable to the Heyrovsky reaction, even without extensive mod-
ificatibns of the/set of diabatic electronic states included in the model. Summarizing the
findings-ef Sétions IV B-1V C, we believe that CDFT-CI could be a powerful tool for gener-
ating m@e accurate energy diagrams for the hydrogen evolution reaction in systems where
}hﬁ e2c ion proceeds via the Volmer-Heyrovsky mechanism. However, further studies with
additional systems and surface sites are necessary to verify these observations. The effects
of using a larger set of diabatic states in the CDFT-CI model for the Heyrovsky reaction

should be explored as well to ensure model convergence, which was beyond the scope of the

current work.
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FIG. 8. Comparison of T-Ch and DFT PBE energy profiles for the Heyrovsky reaction eval-

ites (top/bottom) on solvated open-ended CNT's taken from Ref.

uated at two differenf surface

lated along the minimum energy reaction path obtained from nudged

28. a, ¢) The sys w
tions.“b, d) The transition state geometries of these systems, i.e. the high-

elastic band gimu
est energy. on;ig tions from a) and c), are translated along the reaction coordinate vibrational

mode. Ahe FT/CI results were computed with three alternate diabatic representations: all four

DX Comparison of DFT and CDFT-CI potential energy surfaces

Sections IV A-IV C have demonstrated a clear difference between DFT and CDFT-CI
predicted reaction energy profiles. In CDFT-CI, the adiabatic ground state wavefunction
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Publishimg! the associated potential energy surface are created by expanding the wavefunction in
terms of charge localized diabatic states. It is therefore not surprising that the disparities
between CDFT-CI and DFT arise due to the fact that the charge density is partitioned
differently by these two methods. Quantitatively assessing these differences is, unfortunately,
limited by the lack of a ground state density for CDFT-CI (only ((ge diabat CI expansion
coefficients are available). Instead, to obtain a more qualitatiy, Ctu of the differences,

DFT partial charges are compared to CDFT charges in eac%mc state for a subset of
en

the investigated systems in Figures S17-S22 in the Sup aterial. The partial
charges are plotted separately for each component of the "‘m-.l e., the reacting proton,

proton donor, electron donor and solvent.

Examination of the partial charges reveals thdt DFT charges not only differ from CDFT
values in the transition state region but also im_the ‘Qctant and product reaction states,
where the CDFT-CI state is almost fully des S}%/ either the IS or F'S state, respectively.
Significant differences of DF'T partlal c ar es to the latter two reaction states correlate with
the observed reduction of reaction rgles i these systems. Moreover, the figures suggest
that according to CDFT-CI the lectr d\or HBC/CNT loses more charge density than
predicted by DFT during th cou e he reaction, reaching roughly 0.2 e in the CNT
systems if we assume that th S states fully determine the multireference reactant
and product states, respécti Large variances in CDFT and DFT charges are evident in
the transition states®f ea t-.VQLStem. Because multiple diabats contribute to the CDFT-CI
transition state, egfabh ﬁing/a direct relationship between these differences and the increased
barrier is however notpossible. As a reminder, the constraint target charges for CDFT were
obtained thr a fragment constraint approach by splitting the system into appropriate
isolated dgmpénents, see Sec. 11 B for additional details. This methodology has been shown
to be a‘I‘elia way of partioning charge density in strongly interaction systems, but it

27,41

is aot tlre immune to exchange-correlation functional effects particularly with complex
AQ@;@ e.g., explicitly solvated, elongated Zundel cation.

n this work, the CDFT-CI potential energy surfaces were evaluated by considering three
a crnate diabatic representations on the basis of Fig. 1b and Fig. S15 in the Supplemen-
tary Material. The diabatic states corresponding to the reactant (IS) and product (FS)
configurations of the investigated reactions are by far the most important contributions to

the CDFT-CI wavefunction, as evident by their combined weight to full four state model

31


http://dx.doi.org/10.1063/1.5038959

! I P | This manuscript was accepted by J. Chem. Phys. Click here to see the version of record. |

Publishitig: exceeds 95 % everywhere along the reaction coordinate in all systems. Qualitatively,
all diabatic representations produced consistent trends in comparison to DFT, namely, in-
creased barriers, and unchanged or reduced reaction energies depending on system. Minor
system specific quantitative differences were however observed, although they remain below
0.1 eV in each case. Whenever discrepancies between activation <élergies were noted, the
four state model always predicted the smallest values while t ‘dﬁw{of the two state
models varied. Reaction energies were less affected and exhibitedyio obvious trend, mainly
manifesting in a subset of the studied Heyrovsky reacti see Fig. 8 panels b and d.

These observations reflect the significant weight of the I d"FS states; larger differences

between diabatic representations are likely to arise 'n:ystfsm where the contribution of

the off-diagonal states is more pronounced. By c@ast, ited state properties indicated a

stronger dependence on the diabatic basis stenfming fr@ disparities in the first excited state

induced by the reduction of the CI active,s :,\aﬁmugh these differences had no bearing

diagonalization step that transformsgh state model into an effective two state model is

on the main conclusions regarding electronic adiabacity. The impact of the additional block
difficult to analyze in detail because t peated diagonalizations and rotations modify the
relevant CDFT-CI interactio max%e\ , S) in a nontrivial manner: the transformation
not only induces subtle Changes\ﬁr@. overall contribution of each diabat but also discards
some information as th resnl%)f the matrix rank reduction, see Sec. I B for details.

Based on the da 13 s.4 IV A-IV C, it remains unclear when it is sufficient to use
just the reactant dnd produef states in CDFT-CI and when additional diabats are required.

The use of on t\Mes without loss of accuracy would naturally be preferable owing to

the reduced ¢ Dutational effort. Decidedly, the issue of which diabatic representation to
employ rafits firther investigation. Future studies might benefit from the development
of a tgol to di 4}/ compare the electronic properties of CDFT-CI and DFT wavefunctions.
Censtruetion/ of a high quality reference database for the Volmer-Heyrovsky mechanism

would ogviously aid in this matter and also enable the systematic testing of exchange-

Xt?:el\a lon functionals, which was beyond the scope of the current manuscript where an
e

hasis was placed on typical system sizes found in surface electrocatalysis applications.
Another research direction that might further elucidate the properties of the CDFT-CI
wavefunction could be to compare the method to block-localized DFT based CI,°6:57 where

valence bond type diabatic states are constructed directly in terms of localized orbitals.
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PublishiWg CONCLUSIONS

In computational electrochemistry, the electrocatalytic performance of catalyst materials
is often measured by constructing energy diagrams on the basis of minimum energy reaction
paths, which are calculated for the elementary steps that compri?é reaction. The relative
stability of configurations along DFT simulated reaction paths s Cwspurious electron
delocalization effects, which leads to inaccuracies in the esti Q values of reaction and

activation energies.

In this paper, we proposed a constrained DFT model fo ‘Peﬁ&t.ing the effects of spurious
electron delocalization in the simulation of the Volmer gfro sky mechanism of the hydrogen
evolution reaction, building upon the general treatiment ofiproton-coupled electron transfer
reactions by Soudackov and Hammes-Schiffer. 3§‘Fhig)nodel involves representing atomic
configurations sampled along the reaction coerdina ?I-l.terms of a set of diabatic electronic
states constructed by imposing suitablesdensiy constraints. The diabatic states correspond
to the reactant and product states of the N\ctTcTn as well as two intermediate states where
electron transfer either proceeds or foms“hydrogen transfer. Refined adiabatic minimum
energy reaction profiles are su squQN{ covered by performing a configuration interaction

calculation in the basis of the Wiabatic states.

The CDFT-CI meth, d%ﬁirs‘c extensively benchmarked by investigating the effects of

explicit solvation and using,different proton donors for the Volmer reaction with a simple

£

model catalyst. We t eXﬁfmined the full Volmer-Heyrovsky reaction mechanism in open-
ended carbon manotube systems originally characterized in Ref. 28. These simulations
demonstrate }Q CDFT-CI alters the relative stability of the reaction transition, product
and reactant statesywhich lead to an increase in activation energies and a decrease in reaction
energies m t e4amined systems. Reduced electron delocalization and the prevention of

eXeessl cha}ge transfer between different components of the system were deemed to be the

in cat%es for the observed trends.

WE proposed CDFT-CI approach is an a posteriori correction method. It thus offers
a'gelatively cheap way for improving DFT calculated energy diagrams by considering only
the relevant reaction states. In principle, the reaction minimum energy paths could also
be optimized directly at the CDFT-CI level if the necessary nuclear gradients were im-

plemented, which might lead to further accuracy improvements.®® Given the success we
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Publishioigserved in generalizing the model from the Volmer to the Heyrovsky reaction, we expect
similar CDFT-CI models with suitably selected diabatic electronic states to be applicable to
other electrocatalytically interesting PCET reactions as well, e.g., to the oxygen reduction

reaction.

SUPPLEMENTARY MATERIAL 3\

See supplementary material for method validation calculatigns, further computational

s‘(; dn Secs. IVA-IVD presented

as tables and figures. QS
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