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Abstract—This paper describes the first purely digital approach to reduce the receive band noise in digitally-intensive RF transmitters. The proposed solution applies bandpass delta-sigma modulation and dynamic element matching (DEM) to the receive band (RX-band) instead of the transmit band. This enables selective attenuation of the noise originating from amplitude quantization and static mismatches of the digital-to-analog converter (DAC), which would otherwise reach the transmitter output almost unattenuated. A highly configurable 4th-order noise transfer function is designed to achieve optimum attenuation in the programmable RX-band, while ensuring negligible degradation of the transmitted signal quality as well as stable operation of the tree structure DEM encoder. A general validation of DEM, independent from the duration of the DAC impulse response, is also presented. The proposed solution is verified through system-level simulations with LTE signals. In the presence of typical amplitude and timing mismatches, the RX-band noise can be reduced below –160 dBc/Hz without filtering after the DAC, thus potentially enabling SAW-less operation of all-digital transmitters.

Index Terms—All-digital transmitter, RX-band noise, bandpass delta-sigma modulation, dynamic element matching (DEM), mismatch shaping, programmable noise transfer function (NTF).

I. INTRODUCTION

DURING the last 15 years, the trend in the design of radio-frequency (RF) integrated circuits (ICs) has been to move from analog to digital and mixed-signal circuit solutions [1]–[11]. The main reasons behind this change come from the increasing transmission bandwidth and flexibility needed in modern wireless communication systems, as well as the continuous development of sub-micron CMOS technologies. The ultimate target of this digitalization trend is the so-called “all-digital radio transceiver”, where most of the RF functions are performed by digital circuits, and the interface with the analog domain is located just in front of the antenna.

In the context of radio transmitters, digitalization started first with digital baseband modulators [1], [2]. However, the first true effort towards an all-digital solution is the direct-digital RF-modulator (DDRM) [3]–[5]. Fig. 1 compares the DDRM with the classical direct-conversion transmitter. In the DDRM, the digital-to-analog converter (DAC) and upconverting mixer are combined into a single circuit block, also known as RF-DAC. This combination is enabled by the increasing speed of modern CMOS processes, which allows to interpolate the baseband signal to very high sampling rates in the digital domain. As a consequence, the analog reconstruction filter after the DAC is no longer needed, because the digital images are located far enough from the transmitting band, where they are highly attenuated by the sinc response of the converter’s zero-order hold.

In frequency-division duplexing (FDD) systems, the transmitter (TX) and the receiver (RX) are usually constrained to share the same antenna. Because of limited duplexer isolation, an excess of transmit power leaking to the receive band (RX-band) can interfere with the reception of weak signals, thus degrading the receiver sensitivity. The TX-RX isolation can be boosted through the use of Surface Acoustic Wave (SAW) filters. These filters are bulky, expensive, and their frequency response is fixed, which is very undesirable in the context of increasing flexibility demand.

Digitally-intensive TX architectures (like the one shown in Fig. 1(b)) tend to make this interference problem even worse. Because there is no analog reconstruction filter after the DAC, the quantization noise reaches the TX output almost
unattenuated. Theoretically, the problem could be straightforwardly solved by increasing the effective number of bits (ENOB) of the converter [5]. However, the maximum ENOB that can be achieved without calibration is typically around 10-12 bits, which is not sufficient to meet the tight RX-band noise requirement [6]. Hence, such a solution is controversial to the objectives of digital RF, i.e. simplification of the analog part and relaxation of its performance requirements.

Recently, a few alternative methods have been proposed to reduce the out-of-band quantization noise of digital-like TX architectures. For example, the concept of semi-digital finite impulse response (FIR) filtering was demonstrated in [7] for single-bit, and in [8], [9] for multibit RF-DACs. This approach consists of connecting many converters with different weights in a FIR-like configuration, in order to reduce the quantization noise floor at a programmable distance from the main channel. Because the filter coefficients are implemented by means of tunable current sources, the design of this circuit is essentially analog, and the maximum achievable performance is thus limited by mismatches among different converters. Other techniques to improve the resolution of the amplitude path of all-digital polar transmitters, thus decreasing the out-of-band noise, are presented in [10], [11]. However, these methods cannot be fully implemented within DSP, as they make use of e.g. adaptive predistortion and variable delay chains.

This paper describes the first ever purely digital approach to alleviate the problem. Purely digital methods benefit more of CMOS process evolution, and are therefore preferable over the semi-digital approaches discussed above. The method presented here exploits tunable bandpass \( \Delta \Sigma \) modulation to push the quantization noise outside the programmable RX-band, instead of the main signal band [12]-[18]. Dynamic element matching (DEM) is similarly used to shape the noise originating from amplitude and timing mismatches of the DAC, that would otherwise degrade the maximum achievable performance [19]-[26]. In order to perform highly tunable noise shaping, a flexible 4-th-order noise transfer function (NTF) is developed, with emphasis on pole placement. The designed NTF achieves optimum attenuation in the programmable RX-band, while ensuring negligible degradation of the transmitted signal quality as well as stable operation of the tree structure DEM encoder. Moreover, this paper extends the existing theory on DEM with a more general analysis, which is independent from the duration of the DAC impulse response. The robustness of the proposed approach in the presence of realistic amplitude and timing DAC mismatches is accurately verified through system-level simulations, performed with Long Term Evolution (LTE) signals in a number of different channel configurations and mismatch scenarios.

The paper is organized as follows. Section II introduces bandpass \( \Delta \Sigma \) modulation, illustrates the proposed NTF design method, and shows that simple noise shaping is not sufficient to solve the out-of-band noise challenge in the presence of mismatch induced DAC nonlinearities. Section III reviews and extends the theory of DEM from a signal processing perspective. Various system-level simulations to demonstrate the effectiveness of the proposed method are presented in Section IV. Finally, Section V concludes the paper.

II. TUNABLE BANDPASS \( \Delta \Sigma \) MODULATION

\( \Delta \Sigma \) modulation is an established and effective technique to enhance the linearity of analog-to-digital and digital-to-analog data converters [12]-[18]. The main idea behind \( \Delta \Sigma \) modulation is to connect an amplitude quantizer in a properly designed feedback loop, which enables the spectral density of the quantization error (resulting from the quantizer’s finite resolution) to be shaped according to a predetermined noise transfer function (NTF). Traditionally, the noise shaping capabilities of \( \Delta \Sigma \) modulation have been exploited in data conversion applications, to augment the converter’s signal-to-noise ratio (SNR) in the frequency band occupied by the main signal. In this paper, we explore the possibility to use \( \Delta \Sigma \) modulation to remove the quantization noise from the RX-band, which is located at a programmable distance from the main signal band.

A wide variety of loop architectures can be used to implement \( \Delta \Sigma \) DACs [12]. Among them, one of the simplest and hence most attractive is the error-feedback (EF) structure (Fig. 2). In this architecture, the quantization error is evaluated by subtracting the quantizer input from its output, and it is then fed back to the input through the loop filter \( H(z) \). If the quantizer is replaced by its linear model, consisting of additive random white uniformly-distributed quantization noise \( e[n] \), linear analysis results in

\[
Q(z) = U(z) + (1 + H(z))E(z),
\]

where \( Q(z) \), \( U(z) \) and \( E(z) \) are the \( z \)-transforms of the modulator output, input and quantization error respectively. Therefore, the modulator output contains a replica of the input signal, i.e. the signal transfer function (STF) is unity. Furthermore, the noise transfer function is given by

\[
\text{NTF}(z) = 1 + H(z).
\]

Hence, the spectral properties of the noise appearing at the modulator output can be altered by properly designing the loop filter \( H(z) \).

The feedback loop in Fig. 2 is physically realizable only if there is at least one delay between the input and the output of the loop filter. It can be demonstrated that this requirement translates into the important NTF realizability condition

\[
\frac{1 + \sum_{i=1}^{N} b_i z^{-i}}{1 + \sum_{i=1}^{N} a_i z^{-i}},
\]

where \( N \) is the modulator order, and \( \{b_i, a_i\} \) is the set of NTF coefficients [12].
The topic of NTF design is thoroughly treated in the literature on ΔΣ modulation [12]–[17]. However, very little can be found regarding the design of a highly tunable NTF in the discrete-time domain. One example is the method adopted in [18], which uses the discrete-time lowpass-to-bandpass transformation to shift a prototype lowpass NTF to a programmable center frequency. In this paper, we describe how to design a tunable NTF by directly placing the poles and zeros on the z-plane, thus giving more insight into the synthesis process.

The RX-band noise reduction technique proposed in this paper assumes that the quantizer resolution is large enough to represent the transmitted signal with sufficient performance overhead, but too low to achieve the RX-band noise requirement. This allows to design the NTF for noise removal only from the RX-band, as long as the NTF gain in the transmit band is less than the SNR overhead. In addition, because the EF structure has STF = 1, the transmitted signal is not affected by the shape of the NTF.

In order to attenuate the quantization noise in the RX-band, the NTF must contain at least one programmable zero. In the z-domain, the function

\[ N_i(z) = 1 - (2 \cos \omega_i) z^{-1} + z^{-2} \]  

(4)

realizes a digital notch filter (Fig. 3(a)), where the position of the zero \( \omega_i \) can be programmed over the whole Nyquist range \([0, \pi]\) by adjusting the coefficient of \( z^{-1} \). By cascading several such single-notch filters, attenuation can be provided over a wider range of frequencies. For example, Fig. 3(b) shows the frequency response of the filter given by

\[ N(z) = N_1(z) \cdot N_2(z), \]  

(5)

over the same band, expressed by the function

\[ I(\omega_1, \omega_2) = \int_{-\omega_0}^{\omega_0} |N_1(e^{j\omega}) \cdot N_2(e^{j\omega})|^2 d\omega, \]

(6)

where \( \omega_0 \) and \( \omega_R \) are the center and the width of the RX-band respectively [12], [13]. The above integral can be solved in closed form under the following simplifying assumptions:

- the two zeros \( \omega_1 \) and \( \omega_2 \) are equidistant from the RX-band center (that is, they are located at \( \omega_0 \pm \omega_Z \)), and
- the relationship \( \omega_R \ll \omega_0 \) holds, allowing the squared magnitude of each single notch function \( N_i(e^{j\omega}) \) to be approximated around \( \omega_i \) as

\[ |N_i(e^{j\omega})|^2 \approx \left| 1 - 2 \cos \omega_i e^{-j\omega} + e^{-2j\omega} \right|^2 \]

(7)

where \( \kappa_i \triangleq |1 - e^{-j\omega_2}|^2 \) is a constant. The optimal zero location is found by setting

\[ \frac{d}{d\omega_Z} I(\omega_0 + \omega_Z, \omega_0 - \omega_Z) = 0, \]

(8)

which yields

\[ \omega_Z = \frac{\omega_R}{2\sqrt{3}}. \]

(9)

In practice, an EF ΔΣ modulator with NTF given by (5) can be implemented with extremely low complexity. Our synthesis results in a 28nm CMOS process show that the system can be realized with less than 2000 gates, it works at least up to 1 GHz clock frequency (worst case corner), and consumes about 2000 μm² silicon area and 1.5 mW power. These results were obtained for a modulator with 8-bit quantizer implemented in fixed-point arithmetic. The wordlengths of input signal \( u[n] \) and programmable NTF coefficients were chosen to be 15 and 8 bits respectively, which are sufficient to achieve low round-off noise and fine tuning resolution.

Fig. 3(b) shows that the filter \( N(z) \) provides good attenuation around \( \omega_1 \) and \( \omega_2 \), but the gain increases rapidly outside the stopband, up to a maximum exceeding 20 dB. This translates into large quantization noise amplification outside the RX-band, which may cause degradation of the transmitted signal quality, as well as violation of the spectral mask requirements of some radio standards. In order to reduce the out-of-band filter gain, the poles of the transfer function must be moved away from the point \( z = 0 \), closer to the zeros.

The poles of the NTF are usually arranged in a Butterworth or Chebyshev configuration [12]–[17]. However, due to the high range of tunability needed in our application, here we follow a more intuitive and flexible approach. The concept is illustrated in Fig. 4(a). The basic idea is to place each pole at the same angle of the corresponding zero, on a circle of radius \( r < 1 \) (necessary stability condition). As \( r \) approaches 1, the poles approach the zeros, resulting in more effective zero/pole compensation that reduces the out-of-band gain of the filter. Correct pole placement is achieved by modifying (5) into

\[ R(z) = \frac{N(z)}{D(z)} = \frac{N_1(z) \cdot N_2(z)}{D_1(z) \cdot D_2(z)}, \]

(10)
where the \( N_i(z) \) factors are still given by (4), while each \( D_i(z) \) term is in the form
\[
D_i(z) = 1 - (2r \cos \omega_i) z^{-1} + r^2 z^{-2}.
\]

Note that the modified transfer function still satisfies (3).

Fig. 4(b) shows the frequency response of (10) for different values of \( r \). Although the out-of-band filter gain is effectively reduced as \( r \) approaches 1, an increasing sharpness of the two notches around \( \omega_1 \) and \( \omega_2 \) is also observed. The net effect is a degradation of the average stopband attenuation performance of the filter. Thus, the parameter \( r \) can be used to trade-off the levels of the quantization noise floor inside and outside the RX-band.

Fig. 5 compares (10) with a classical 4th-order Chebyshev filter of the second kind, designed to achieve the same zero location and stopband ripple (and properly scaled as to fulfill (3)). It can be seen that the two transfer functions yield a comparable performance. Thus, we finally select (10) as the NTF for our \( \Delta \Sigma \) modulator, as it enables the additional flexibility to use very simple closed form expressions for filter coefficient calculation. The optimal zero location is still given by (9), provided that the denominator of the NTF is approximately constant over the entire RX-band. This condition holds well for values of \( r \) up to about 0.9.

**B. Sensitivity to DAC Mismatches**

A preliminary system-level simulation was performed, in order to evaluate the effectiveness and feasibility of \( \Delta \Sigma \) modulation for RX-band noise removal. In the simulation, a 20 MHz LTE signal (with sampling rate \( f_s = 983 \) MHz) is fed to the cascade of a \( \Delta \Sigma \) modulator and a 10-bit DAC. No upconversion to RF is performed at this point. The RX-band center frequency is located at 190 MHz offset from the main signal band, which is the duplex distance used in E-UTRA Band 1 [27]. The target average noise floor level in the RX-band is –160 dBc/Hz [5], [28].

The 10-bit DAC was modeled as an array of conversion cells. The function of each cell is to convert to analog a single 1-bit signal \( b_i[n] \) from the digital circuitry. In the discrete-time domain, the cell output is given by
\[
y_i[n] = \begin{cases} 
K_i \frac{1}{2} + \varepsilon_i & \text{if } b_i[n] = 1 \\
-(K_i \frac{1}{2} + \varepsilon_i) & \text{if } b_i[n] = 0,
\end{cases}
\]
where \( \Delta \) is the DAC’s minimum step size, \( K_i \) is the weight of the conversion cell, and \( \varepsilon_i \) models the inevitable amplitude error due to CMOS process variations. The two output values are assumed to be symmetrical because of differential implementation. The conversion cell array is split into a 6-bit binary-coded Least Significant Bit (LSB) segment, and a 4-bit thermometer-coded Most Significant Bit (MSB) segment. The amplitude error of each cell is independently taken from a Gaussian distribution with zero mean and standard deviation
\[
\sigma(\varepsilon_i) = \sigma_{LSB} \cdot \sqrt{K_i},
\]
where \( \sigma_{LSB} \) is the reference deviation in the LSB cell (with weight 1). This expression is justified by the fact that a cell with weight \( K_i > 1 \) can be thought as the sum of \( K_i \) cells with weight 1, driven by the same 1-bit signal.

The simulation results are displayed in Fig. 6. The black line is the spectrum at the output of the ideal DAC (with \( \sigma_{LSB} = 0 \)). The \( \Delta \Sigma \) modulator implements the NTF given by (10) through the EF structure of Fig. 2. For reference, the spectrum with no \( \Delta \Sigma \) modulation (i.e., uniform quantization only) is also shown in Fig. 6. In both cases, the chosen
resolution of 10 bits provides excellent transmitted signal quality, as measured by the Error Vector Magnitude (EVM) and Adjacent Channel Leakage Ratio (ACLR) [27], [28]. However, the average RX-band noise can be reduced below the target level only through ΔΣ modulation, reaching a theoretical value of –172 dBc/Hz. The pole radius of 0.8 keeps the maximum NTF gain around 3 dB, thus ensuring a negligible ACLR and EVM penalty compared to the case with no ΔΣ modulation.

The dark gray line in Fig. 6 is the spectrum of the DAC output, when \( \sigma_{LSB} = 3\% \) relative to \( \Delta \). The shown curve was obtained from a single simulation run, since the small variation that can be observed when using different sets of randomly generated static mismatches is irrelevant at this point. Despite the high-order nonlinearity resulting from amplitude errors, the EVM and ACLR of the transmitted signal undergo only a slight degradation, which still leaves a large margin to LTE specifications. However, the notch at the RX-band is almost totally “filled”, with the noise floor degrading to –148 dBc/Hz.

The reason for this performance degradation lies in the reconstruction mechanism of the analog signal at the DAC output. Even though the spectral density of the digital input is effectively shaped by the ΔΣ modulator, all the \( b_i[n] \) signals driving each conversion cell show a nearly white spectrum, as they have little or no correlation with the input. Therefore, if the recombination of these 1-bit signals is not exact, their spectra will leak to the DAC output. The resulting “mismatch noise” will fill the notch at the RX-band, thus vanishing the action of the ΔΣ modulator.

III. DYNAMIC ELEMENT MATCHING

Dynamic element matching (DEM) denotes a set of popular techniques, that have been used to boost the linearity of multibit digital-to-analog converters for over 20 years [19]–[26]. The basic idea behind DEM is to scramble the order of the conversion cells in a DAC on a sample-by-sample basis, in order to convert the nonlinearity caused by static mismatches into pseudorandom noise. Optionally, the power density of this noise can be also spectrally shaped, a process known as mismatch error shaping. Like for ΔΣ modulation, in this paper we propose to apply these established techniques to improve the noise floor in the RX-band, rather than the SNR in the main signal band.

Among the various architectures that have been developed over the years to realize DEM, the tree structure encoder is highly attractive, due to its ability to implement a wide range of mismatch noise filtering profiles, as well as the ease with which the structure can be pipelined for high-speed digital implementation. The structure, shown in Fig. 7, applies to segmented DACs with unary-weighted MSBs and binary-weighted LSBs [21]–[23]. Note that each conversion cell in the LSB segment has to be duplicated, in order to create sufficient redundancy for DEM to work properly.

The tree encoder of Fig. 7 consists of a cascade of segmenting and nonsegmenting switching blocks. The function of a nonsegmenting switching block (Fig. 8(a)) is to split its input signal into two components, according to

\[
\begin{align*}
x_{k-1,2r-1}[n] &= \frac{1}{2}(x_{k,r}[n] + s_{k,r}[n]), \\
x_{k-1,2r}[n] &= \frac{1}{2}(x_{k,r}[n] - s_{k,r}[n]),
\end{align*}
\]

where \( s_{k,r}[n] \) is a switching sequence generated within the block, which must satisfy

\[
s_{k,r}[n] = \begin{cases} 
0 & \text{if } x_{k,r}[n] \text{ is even} \\
\pm 1 & \text{if } x_{k,r}[n] \text{ is odd.}
\end{cases}
\]

Likewise, the outputs of a segmenting switching block (Fig. 8(b)) are given by

\[
\begin{align*}
x_{k-1,1}[n] &= 1 + s_{k,1}[n], \\
x_{k-1,2}[n] &= \frac{1}{2}(x_{k,1}[n] - 1 - s_{k,1}[n]),
\end{align*}
\]

where the switching sequence \( s_{k,1}[n] \) is now constrained by

\[
s_{k,1}[n] = \begin{cases} 
0 & \text{if } x_{k,1}[n] \text{ is odd} \\
\pm 1 & \text{if } x_{k,1}[n] \text{ is even.}
\end{cases}
\]

The theory behind the tree structure encoder has been explained rigorously [19], [23]. The basic working principle can be intuitively understood as follows. Let \( x[n] \) be the encoder input, which is a linear mapping of the ΔΣ modulator output to the set of nonnegative integers belonging to the encoder’s maximum linear range (defined as in [23]). By applying recursively (14) and (16), it can be demonstrated that
where the ideal cell output \( y_i[n] \) can be written as

\[
b_i[n] = \alpha_i \cdot x[n] + \sum_{(k,r) \in P_i} \beta_{k,r} \cdot s_{k,r}[n] + \gamma_i,
\]

(18)

where \( \alpha_i, \beta_{k,r} \) and \( \gamma_i \) are constants, and \( P_i \) is the set of switching block indexes found along the path from \( x[n] \) to \( b_i[n] \) (for example, referring to Fig. 7, \( P_3 = \{(10,1), (9,1), (1,2)\} \)). Therefore, if the spectral densities of all switching sequences \( s_{k,r}[n] \) show a notch at the RX-band similar to that of \( x[n] \), then the 1-bit outputs share the same property, due to the linear combination in (18). In addition, (14)–(17) ensure that

\[
\sum_{i=1}^{M} K_i b_i[n] = x[n],
\]

(19)

where \( M \) is the total number of conversion cells, and \( K_i \) is the weight of the cell driven by \( b_i[n] \). This constraint is known as number conservation rule.

### A. Switching Sequence Generation

A block diagram of the sequence generator internal to each switching block (segmenting and nonsegmenting) is shown in Fig. 9. At the signal processing level, the structure differs from the generic EF \( \Delta \Sigma \) modulator discussed in Section II only in the following:

- it has no signal input;
- the quantizer has only two output levels \( \{-1, +1\} \);
- the loop includes an additional LSB multiplier.

Note that the upper input of the LSB multiplier changes whether the sequence generator belongs to a nonsegmenting or segmenting switching block. This causes either (15) or (17) to be satisfied, respectively.

With good approximation, the quantizer and multiplier together can be seen as introducing additive random error. This error is shaped by the loop, with NTF still given by (2). Furthermore, because there is no other input to the system, the output sequence consists only of the shaped error. This generation mechanism is sufficient to ensure that each \( s_{k,r}[n] \) has the desired spectral properties.

From an implementation perspective, the complexity of the sequence generator (which is essentially equivalent to the EF \( \Delta \Sigma \) modulator) is an important factor. Indeed, the complexity of a single switching block (Fig. 8) is largely determined by that of the sequence generator. In turn, the overall complexity of the DEM encoder is proportional to the total number of switching blocks. For example, the encoder of Fig. 7 contains 27 switching blocks, thus leading to the overall implementation complexity of 27 parallel \( \Delta \Sigma \) modulators. Still, by extrapolating our synthesis results in 28nm CMOS reported in Section II, we estimate that such a DEM encoder could be realized within less than 0.1 mm² of silicon area, with a power consumption in the order of 50 mW.

Because the quantizer in the sequence generator has only two output levels, the \( \Delta \Sigma \) loop is highly prone to instability. Even though there is no signal input, implementing the 4th-order NTF given by (10) can easily lead to unbounded growth of the modulator’s states. Fortunately, it is known that the stability of 1-bit \( \Delta \Sigma \) modulators can be strengthened by reducing the maximum gain of the NTF [12]–[14]. Hence, the flexible NTF pole placement criterion discussed in Section II can be successfully exploited to stabilize the switching sequence generators. This is the key enabling factor of 4th-order tunable DEM with a tree structure encoder. Nevertheless, the reader is reminded that there exists a trade-off between the maximum NTF gain and the average attenuation in the RX-band (Fig. 4(b)). In practice, this limits the maximum achievable performance of the DEM approach, especially with wideband signals.

### B. Correction of DAC Nonlinearities

The mechanism that underlies the operation of DEM has been thoroughly explained in some good theoretical papers [23]–[26]. Here, we further extend the existing analysis with a more general validation. Because our derivation is independent from the duration of the conversion cell impulse response, the results apply to a wider class of DAC types.

Static amplitude mismatches in a DAC can be modeled as follows. In the discrete-time domain, the output \( y_i[n] \) of a single conversion cell is given by

\[
y_i[n] = \begin{cases} 
K_i \frac{1}{2} + e_{hi} & \text{if } b_i[n] = 1 \\
-(K_i \frac{1}{2} + e_{li}) & \text{if } b_i[n] = 0,
\end{cases}
\]

(20)

where \( e_{hi} \) and \( e_{li} \) are the amplitude mismatch errors for the positive and negative cell state respectively. The only difference between this expression and (12) is that here \( e_{hi} \) and \( e_{li} \) are not necessarily constrained to be the same. Hence, the validity of the theory discussed in the following is not restricted to differential DAC implementations.

Equivalently, (20) can be written as

\[
y_i[n] = K_i \Delta \left( b_i[n] - \frac{1}{2} \right) + e_{hi} b_i[n] + e_{li} (b_i[n] - 1),
\]

(21)

where the ideal cell output \( y_{ID,i}[n] \) and the mismatch error signal \( e_{DAC,i}[n] \) are highlighted. The overall DAC output is
given by summing (21) over all \( M \) conversion cells, yielding

\[
y[n] = \sum_{i=1}^{M} y_{ID}[n] K_i \Delta \left( b_i[n] - \frac{1}{2} \right) + \sum_{i=1}^{M} \left\{ e_{hi} b_i[n] + e_{li}(b_i[n] - 1) \right\},
\]

(22)

where again the ideal DAC output \( y_{ID}[n] \) and the total mismatch noise \( e_{DAC}[n] \) are marked. Note that \( y_{ID}[n] \) is linearly related to \( x[n] \), since the \( b_i[n] \) signals satisfy the number conservation rule.

As anticipated at the end of Section II, static amplitude mismatches cause the spectra of the \( b_i[n] \) signals to leak to the overall DAC output \( y[n] \). For a given static mismatch profile, (22) now indicates that the relation between \( y[n] \) and the \( b_i[n] \) signals is linear. Therefore, if DEM is implemented as described above, the spectral density of \( y[n] \) will show the desired notch at the RX-band, regardless of the mismatch statistics.

The results derived above can be generalized to the continuous-time domain. It is sufficient to modify (20) to

\[
y_i(t, n) = \begin{cases} 
  u(t - nT)K_i \frac{1}{2} + e_{hi}(t - nT) & \text{if } b_i[n] = 1 \\
  -u(t - nT)K_i \frac{1}{2} + e_{li}(t - nT) & \text{if } b_i[n] = 0,
\end{cases}
\]

(23)

where \( T \) is the sampling period, \( u(t) \) is the ideal, unity-weighted impulse response of all conversion cells, and \( e_{hi}(t) \) and \( e_{li}(t) \) are error pulses that can now include not only amplitude mismatches, but also timing and pulse shape mismatches. This equation shows how the \( n \)-th sample of the discrete-time 1-bit driving signal \( b_i[n] \) is converted to a continuous-time analog signal. The complete output signal of the conversion cell is found by convolving (23) with \( b_i[n] \), leading to

\[
y_i(t) = \sum_{n=-\infty}^{+\infty} \left\{ u(t - nT) \cdot K_i \Delta \left( b_i[n] - \frac{1}{2} \right) \right\}
+ \sum_{n=-\infty}^{+\infty} \left\{ e_{hi}(t - nT) \cdot b_i[n] + e_{li}(t - nT) \cdot (b_i[n] - 1) \right\},
\]

(24)

which is the equivalent continuous-time form of (21). The overall DAC output can be again found by summing (24) over all \( M \) conversion cells, yielding an expression similar to (22).

The theory presented in [23]–[26] is developed under the assumption that \( u(t) \), \( e_{hi}(t) \) and \( e_{li}(t) \) are zero outside of \( 0 < t < T \). Here, it is shown that DEM works properly regardless of the shape and duration of the impulse response. This result follows immediately by rewriting the expression of \( e_{DAC,i}(t) \) from (24) as

\[
e_{DAC,i}(t) = \left\{ e_{hi}(t) + e_{li}(t) \right\} \otimes c_i[n]
+ \sum_{n=-\infty}^{+\infty} \frac{e_{hi}(t - nT) - e_{li}(t - nT)}{2},
\]

(25)

where \( c_i[n] = (b_i[n] - 1/2) \) is the 1-bit digital signal shifted to the zero-mean range \( \pm 1/2 \), and the convolution operation is explicitly marked with \( \otimes \). The second term in (25) only contains harmonics at the multiples of the sampling frequency if \( e_{hi}(t) \) and \( e_{li}(t) \) differ from each other. By neglecting this term, the frequency-domain form of (25) becomes

\[
E_{DAC,i}(f) = \left\{ E_{hi}(f) + E_{li}(f) \right\} \cdot C_i(f).
\]

(26)

Hence, because \( C_i(f) \) is shaped by the tree encoder described above, it follows that our system always “filters” the spectra of \( e_{hi}(t) \) and \( e_{li}(t) \) around the RX-band, regardless of their extension beyond \( [0, T] \). Nevertheless, as the attenuation performance is limited by the instability problems mentioned earlier, the energy of the error pulses must be kept within reasonable bounds.

In conclusion, DEM can effectively correct all nonlinearities arising from static amplitude, timing, and pulse shape mismatches among different DAC conversion cells. On the other hand, this approach is ineffective against those nonlinearities arising from phenomena that are common to all conversion cells, such as the nonlinear output impedance in current-steering DACs. Fortunately, the relatively high immunity to mismatch problems enabled by DEM allows to specifically optimize the DAC with respect to these phenomena [21]. The many successful implementations of DEM realized over the years have undoubtedly demonstrated the performance advantage enabled by this technique. Last, it must be also mentioned that our solution does not take into consideration the possible nonlinearities introduced after the digital-to-analog conversion, for example if an external power amplifier (PA) is needed in the TX chain. The linearization of the PA response is a topic of its own, which is out of scope of this paper.

IV. System-Level Simulations

In order to verify the validity of the proposed method, a system-level model of the ΔΣ DEM RF-DAC was created. The system block diagram is shown in Fig. 10. Both the ΔΣ modulator and DEM encoder implement the same programmable NTF given by (10). Similarly as in Section II, the RF-DAC has been modeled as an array of conversion cells with 10 bits of resolution, segmented into 4 unary-weighted MSBs and 6 binary-weighted LSBs. This segmentation choice represents a balanced trade-off between the total number of

Fig. 10. Complete functional block diagram of the proposed solution.
switching blocks in the DEM encoder, the complexity of the RF-DAC circuitry, and the sensitivity to static mismatches [3].

The impulse response of each RF-DAC conversion cell is a waveform designed to fulfill (23). Fig. 11 plots the ideal and real responses for \( n = 0 \) and \( b_i[0] = 1 \). A differential implementation of the conversion cell is assumed, meaning that the waveforms with \( b_i[0] = 0 \) are the exact negation of those shown in Fig. 11. In order to avoid systematic glitches in the RF output, the sampling period of the digital input signal \( T \) should be a multiple of the carrier period \( T_c \) [4]. In Fig. 11, as well as in all simulations presented in the following, \( T = 2T_c \) is assumed (i.e. the carrier frequency \( f_c \) is twice the digital sampling rate \( f_s \)). A configurable fractional interpolation chain that efficiently converts the base sampling rate of LTE signals to the gigahertz-range carrier-dependent sampling rate needed at the RF-DAC input has been published in [6].

The real impulse response differs from the ideal waveform in that it has finite rise and fall times defined by the time constant \( \tau_i \), is delayed by an amount \( d_i \), and settles to an incorrect full-amplitude value determined by the amplitude error \( \epsilon_i \). These static parameters are used to model, respectively, the RC settling transient of the cell output, the nonzero propagation delay of the clock distribution network, and the inaccuracy of the circuitry determining the steady-state cell output value. Furthermore, note that the real waveform in Fig. 11 extends beyond the time window \([0, T]\).

Fig. 12(a) and (b) show the spectra of the analog output of the RF-DAC, when converting two LTE signals of bandwidths 20 and 15 MHz to E-UTRA bands 1 and 3 respectively [27]. Similarly as in Fig. 6, these spectra result from single simulation runs. Here, the delay mismatches \( d_i \) are taken from a Gaussian distribution with \( \sigma_d = 0.05\% \) relative to \( T \), resulting in a worst case cell-to-cell delay difference of a few picoseconds. The time constant of all cells in the LSB segment is \( \tau_{LSB} = 3\% \) of \( T \), whereas that of the MSB cells is 5% higher (i.e. \( \tau_{MSB} = 1.05 \cdot \tau_{LSB} \)). This models a nonlinear scaling of the cell drivers between the two segments. The amplitude mismatches \( \epsilon_i \) are still modeled by (13), with \( \sigma_{LSB} = 1\% \) relative to \( \Delta \). This value has been decreased compared to the simulation of Fig. 6, because now timing mismatches are also present. Nevertheless, in the authors’ design experience, the chosen quantities are representative of the matching accuracy that can be achieved through careful analog design in current deep sub-micron CMOS technologies.

The simulations shown in Fig. 12 prove that DEM is capable of recovering the performance loss due to static DAC mismatches. Therefore, reducing the RX-band noise below –160 dBc/Hz is still possible without analog or semi-digital filtering. Note that, when DEM is activated, the shape of the spectral density follows closely that of the ideal signal, since the \( \Delta \Sigma \) modulator and the switching sequence generators implement the same programmable NTF.

Similarly as in Section II, it has been verified that, with a pole radius of 0.8, the quality of the transmitted signal (in terms of ACLR and EVM) always remains well above the minimum LTE requirements. More importantly, the chosen pole radius also guarantees the stability of the sequence generation loops, thus demonstrating the feasibility of 4th-order tunable DEM with a tree structure encoder. Even though only two tuning settings are shown here, the authors have checked that stable operation can be achieved for all possible band-
Fig. 13. Simulated RX-band noise as a function of the standard deviation of (a) the amplitude mismatch, and (b) the delay mismatch among different RF-DAC conversion cells, with all other nonidealities set to zero.

bandwidth combinations specified in the LTE standard.

Fig. 13(a) shows the dependence of the RX-band noise on the standard deviation of the amplitude mismatch, with no timing mismatches present. Likewise, Fig. 13(b) depicts the RX-band noise level when only delay mismatches are taken into consideration. Each point in the curves is averaged from 10 simulation runs. In both cases, for a given value of \( \sigma \), activating DEM yields a \( 10 \sim 15 \) dB improvement in the RX-band noise. Equivalently, DEM allows to meet a given noise target when the mismatch deviation is \( 3 \sim 5 \) times larger. The performance improvement can be even larger when different mismatch sources are combined, as can be seen from the simulated noise levels in Fig. 12. Therefore, the combined effect of \( \Delta \Sigma \) modulation and DEM boosts the RX-band noise performance considerably, without increasing at all the design effort of the analog circuitry.

The simulations presented above were performed with LTE signals of largest bandwidths (15 and 20 MHz). The bar graph of Fig. 14 illustrates the RX-band noise level for all six supported LTE bandwidths. This simulation was performed with the same mismatch scenario as in Fig. 12. Each bar results from the average of 10 simulation runs. The improvement brought by DEM grows remarkably with narrower bandwidths, as can be expected from the increase in oversampling ratio. This feature supports well frequency-division multiple access schemes such as LTE, because in most practical scenarios only a fraction of the total LTE bandwidth is assigned to a single user [28]. Hence, the NTF notches can be dynamically placed around the frequencies corresponding to the allocated band, thus further increasing the robustness of the transceiver.

V. Conclusion

In this paper, a new approach to reduce the RX-band noise in all-digital transmitters was described. The proposed solution applies bandpass \( \Delta \Sigma \) modulation and DEM to the RX-band instead of the transmit band, in order to shape the quantization and mismatch noise of the DAC. A method to design a highly flexible NTF was described, with emphasis on pole placement. The designed NTF enables stable 4th-order tunable DEM with a tree structure encoder. Moreover, this paper presented a general analysis of DEM. The effectiveness of the proposed approach was verified through a number of accurate system-level simulations, showing a very good robustness against typical amplitude and timing DAC mismatches. Even though the simulations were performed in an LTE environment, the results would be equally valid in other FDD systems.

Unlike semi-digital methods, our fully digital approach inherits all the advantages of digital RF, such as simplification of the analog circuitry and relaxation of its performance requirements. Because the trend in RF IC design is to move to digitally-intensive architectures, our technique is a good candidate to reduce the filtering requirements at the TX output, eventually allowing to replace altogether the bulky and expensive SAW filters in the TX chain.
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