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ABSTRACT: CO₂ can be reduced electrochemically to form valuable chemicals such as hydrocarbons and alcohols using copper electrodes, whereas the other metal electrodes tested so far mainly form CO or formate, or only the side product, H₂. Accurate modeling of electrochemical reaction rates including the complex environment of an electrical double layer in the presence of an applied electrical potential is challenging. We show here that calculated rates, obtained using a combination of density functional and rate theory, are in close agreement with available experimental data on the formation of the various products on several metal electrodes and over a range in applied potential, thus demonstrating the applicability of the theoretical methodology. The results explain why copper electrodes give a significant yield of hydrocarbons and alcohols, and why methane, ethylene, and ethanol are formed in electroreduction rather than methanol, which is the main product when H₂ gas reacts with CO₂ on copper catalyst. The insight obtained from the calculations is used to develop criteria for identifying new and improved catalysts for electrochemical CO₂ reduction.
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INTRODUCTION

The development of systems capable of reducing CO₂ can help establish a carbon-neutral economy.¹ A particularly appealing approach is to use CO₂ as a reactant and a renewable energy source such as geothermal, wind, or solar energy to make synthetic fuel in small-scale, decentralized devices.² This can be an efficient way to store surplus electrical energy as chemical energy that can be utilized when needed in mobile as well as stationary applications. An understanding of the electrochemical reduction of CO₂ can, furthermore, help in the development of artificial photosynthesis.

The possibility of direct electrochemical CO₂ reduction reaction (CO₂RR) has been demonstrated in laboratory experiments.³–⁶ A significant yield (70% current efficiency) of CH₄, C₂H₂, and C₂H₅OH has been obtained by using copper electrodes and an applied potential of ca. −1 V (all values are given with respect to the reversible hydrogen electrode, RHE). Other metal electrodes tested so far do not produce a significant yield of either hydrocarbons or alcohols. Electrodes made of Ti, Fe, Ni, or Pt form hydrogen almost exclusively, while CO is the major product on Ag, Au, and Zn electrodes and formate is mainly formed on Pb, Hg, Ti, In, Sn, Cd, and Bi electrodes.⁷ Most of the experiments have been carried out with polycrystalline electrodes, but some experiments have been done using single crystal electrodes with either Cu(111) or Cu(100) surface exposed.⁸–¹⁶ The primary difference between the reaction at the two facets lies in the C₂H₄ formation which occurs more readily on Cu(100).⁷

While the results obtained for copper electrodes is encouraging, catalysts with smaller overpotential, higher activity, and greater selectivity need to be developed to make electrochemical reduction of CO₂ commercially viable. Theoretical calculations could help identify the reaction mechanism and predict which materials are likely to be a better electrocatalyst than Cu for this important reaction. However, the first task is to test whether the currently available theoretical methodology for describing such systems is accurate enough by comparing calculated results with the various available experimental results.

Calculations using density functional theory (DFT) have become a powerful tool for studying catalytic processes and have helped identify new and improved catalysts.¹⁷–²⁰ The results of such calculations can give mechanistic insight that is hard to obtain from experiments alone. Electrochemical systems are complex, however, and the modeling of electrocatalytic processes is still undergoing rapid development.²¹–²⁶ In addition to the usual aspects of catalysis, such as the binding of intermediates to the catalyst surface and activation energy of the elementary steps, it is important to take into account the...
interaction with the electrolyte and the presence of an applied potential.

Most computational studies of electrochemistry in recent years have been carried out using a model where the binding free energy of intermediates is evaluated and shifted according to the applied voltage without evaluating reaction paths and activation energy of the elementary steps. We will refer to this as the thermochemical model (TCM). The TCM approach has been successful and has led to suggestions of improved catalysts for the hydrogen evolution reaction (HER) and oxygen reduction reaction (ORR). For these reactions, the mechanism is quite well-known. The TCM approach has also been applied in calculations of CO2RR. The reaction mechanism for CH4 formation predicted by TCM on flat Cu(111) and stepped Cu(211) surfaces is

\[ \text{CO}_2 \rightarrow \text{COOH} \rightarrow \text{CO} \rightarrow \text{CHO} \rightarrow \text{CH}_2\text{O} \rightarrow \text{CH}_3 \rightarrow \text{CH}_4 \]

The CO2RR is a more complex system than HER or ORR. At least 15 different carbon-containing final products have been identified experimentally in addition to the side reaction, H2 formation, and product selectivity and reaction rates have been shown to vary strongly with applied potential.

Several calculations have been carried out where the activation energy of reaction steps is calculated at near zero voltage and the value then shifted by \(-peU\), where the parameter \(p\) has a value between 0 and 1 (usually around 1/2), to take into account the effect of applied potential. These calculations have given a different mechanism of CO2RR past CO on Cu(111): \(\text{CO} \rightarrow \text{COH} \rightarrow \text{C} \rightarrow \text{CH} \rightarrow \text{CH}_2 \rightarrow \text{CH}_3 \rightarrow \text{CH}_4 \)

and on Cu(211): \(\text{CO} \rightarrow \text{CHO} \rightarrow \text{CHOH} \rightarrow \text{CH} \rightarrow \text{CH}_2 \rightarrow \text{CH}_3 \rightarrow \text{CH}_4 \)

A more detailed calculation of CH4 formation, based on the evaluation of the activation energy of each step as a function of applied potential and including the presence of water molecules and hydronium ions, has given a substantially different reaction mechanism on Cu(111) electrodes at around \(-1\) V.

\[ \text{CO}_2 \rightarrow \text{COOH} \rightarrow \text{CO} \rightarrow \text{COH} \rightarrow \text{CHOH} \rightarrow \text{CH}_2\text{OH} \rightarrow \text{CH}_2 \rightarrow \text{CH}_3 \rightarrow \text{CH}_4 \]

Other calculations have more recently given the same mechanism.

Calculations have also been carried out to investigate the possibility of C–C bond formation in, for example, CO–CO, CO–CHO, or CO–COH species on Cu(111), Cu(100), and Cu(211) surfaces. The calculations have shown that C–C bond formation is indeed more facile on the Cu(100) facet.

The microscopic structure of the solid–liquid interface in the presence of applied potential and an electrolyte is not well known. Recent experimental and theoretical work has addressed how the presence of anions and cations affects CO2RR. The distance of these ions from the surface can differ depending on the metal and the applied potential. For Cu(111), it has been concluded that neither I– nor K+ are adsorbed on the surface at the applied potential relevant for CO2RR. Most experiments on CO2RR have been performed with 0.1 M KHCO3 solution with pH = 6.8. While the pK_a value for hydrolysis of the hydrated potassium ion is 14.5, the effect of electrical field close to the Cu electrode at \(-1.0\) V is predicted to drop to 8.5 and change the pH to 7.5. Hydrolysis could then occur near the electrode to form hydronium ions that can be transferred via Grotthuss mechanism. Overall, these model results indicate that the potassium ions are located in the outer Helmholtz layer, and they facilitate the hydrolysis of water providing hydronium ions for the double layer.

We present here results of a comprehensive study involving detailed simulations for a number of metal electrodes (Cu, Pt, Au, Ag, Ni, Fe, Rh, Ir) where the current efficiency of CO2RR formation of various products has been estimated over a range in applied potential. DFT and rate theory is used to calculate the energetics and estimate the rates of the various electrochemical processes using an atomic scale model of the charged solid–liquid interface where the effect of the applied potential on the activation energy for each proton–electron transfer step is obtained. The results are found to be in excellent agreement with the available experimental data. From these results, the reason for the special catalytic activity of copper electrodes can be identified and a two-parameter criterion formulated for identifying a better catalyst for electrochemical CO2 reduction to hydrocarbons and alcohols.

### METHODS

The methodology used here has previously been applied in theoretical studies of electrochemical reactions: The hydrogen evolution reaction (HER) and the oxygen reduction reaction on Pt(111), as well as CH4 formation by CO2RR on Cu(111). In order to reduce the size of the simulated system as much as possible, the solvent is included as bilayer of ice with variable concentration of hydronium ions. The electrical double layer is simulated by adding H atoms to create solvated protons and excess electrons in the metal electrode. Every H2O molecule at the interface points one of its H atoms toward the electrode while the other H2O molecules are in the plane of the surface, consistent with reducing conditions. We have chosen to use the same bilayer model for all the metals investigated here since the main focus is to compare the effect of the metals and the applied potential on the catalytic rate and selectivity in CO2RR, even though classical trajectory simulations have shown that the ice bilayer is not stable at inert surfaces, such as Au(111) and Ag(111), but brakes up on the time scale of a few ps. By varying the number of H atoms added to the bilayer, the corresponding electrostatic potential difference over the double layer can be tuned (see further Figure S1 in the Supporting Information). The more H atoms are added, the more negative the potential becomes. The work function is evaluated from the charge density at the surface and the Fermi level. The work function is adjusted by adding H atoms to the bilayer. The work function is then adjusted by adding H atoms to the bilayer. The work function is adjusted by adding H atoms to the bilayer. The work function is adjusted by adding H atoms to the bilayer.
minimum of the parabola corresponds to zero voltage vs SHE.\textsuperscript{28,59,60} The potential of zero charge calculated in this way for several close-packed transition metal electrodes has been found to be in reasonable agreement with experimental measurements.\textsuperscript{62} We convert the applied potential scale from SHE at $pH = 0$ to the RHE scale at $pH = 6.8$ with $U_{RHE} = U_{SHE} + k_BT \cdot pH = U_{SHE} + 0.059 \ V$ pH at room temperature. Because of the finite size of the simulated system, a change in the number of protons present results in a change in the corresponding potential. An extrapolation scheme involving calculations of several systems of different size but corresponding to the same electrical potential initially is used to estimate the activation energy of each step at a fixed potential (Figure S2).\textsuperscript{28,59} An extrapolation is carried out to an infinite system where the potential does not change as a proton reacts. The coverage of hydrogen adatoms is adjusted according to the applied potential. For 0 to $-1 \ V$, the coverage is nearly a full ML on Cu(111), but a full ML coverage and beyond can be reached when the applied potential is more negative than $-1 \ V$ (see Figure S3). The admolecules formed from CO$_2$ are added to the surfaces below or in the middle of the honeycomb bilayer except for the species that undergo reduction resulting in a release of a water molecule. There, one of the water molecules is removed to make room for the water molecule that is formed during the reaction. This is done for the following reactions: $\text{^*COOH + (H^+ + e^-) \to ^*CO + H_2O}$, $\text{^*COH + (H^+ + e^-) \to ^*C + H_2O}$, $\text{^*CHOH + (H^+ + e^-) \to ^*CH + H_2O}$, and $\text{^*CH_2OH + (H^+ + e^-) \to ^*CH_3 + H_2O}$. Calculations were carried out for all possible intermediates of CO$_2$RR on all the metals discussed and the activation energy evaluated for each of the possible elementary reduction steps. The rate of each elementary step was estimated using the harmonic approximation to transition state theory, where the rate constant is expressed as

$$k = \nu_{eff} e^{-E_f/k_B T}$$

The activation energy, $E_f$, was calculated by determining the MEP using the climbing image nudged elastic band (CI-NEB) method.\textsuperscript{63} The calculations were considered to be converged when the magnitude of the gradient of the energy at the climbing image had dropped below 0.03 eV/A. In some of the cases the Hessian was evaluated to verify that it had one or only one negative eigenvalue. The highest energy along an MEP minus the energy of the initial state minimum gives the activation energy.

The rate of an elementary step at a reactive site on the surface is the rate constant times the probability of having the reactants present at the site. The value of the pre-exponential factor, $\nu$, was taken to be $10^{33}$ s$^{-1}$site$^{-1}$, and the fact that reactants are not present at all sites was taken into account roughly by using the following values of an effective pre-exponential factor ($\nu_{eff}$) (in units of s$^{-1}$site$^{-1}$), Cu: CO$_2$RR = 10$^8$ and HER = 10$^{12}$, Pt: CO$_2$RR = 10$^{16}$ and HER = 10$^{19}$, Fe: CO$_2$RR = 10$^{10}$ and HER = 10$^{13}$, Ni: CO$_2$RR = 10$^9$ and HER = 10$^{12}$, Au: CO$_2$RR = 10$^{12}$ and HER = 10$^{15}$, Ag: CO$_2$RR = 10$^{11}$ and HER = 10$^{17}$. For a given metal, the same value of the $\nu_{eff}$ was used for the whole range in applied potential and for all CO$_2$RR products. Note, the $\nu_{eff}$ is never higher for CO$_2$RR than HER because the coverage of carbon-containing species is not expected to be as high as the proton coverage at the double layer. This small variation in the value of the $\nu_{eff}$ does, however, not change any of the trends deduced from the calculations and would correspond to a 0.1 eV variation in calculated activation energy, i.e. within the uncertainty of DFT calculations (Figure S4). The surface area (in units of cm$^2$) per site, A/N, on Cu(111), Au(111), Ag(111), Pt(111), Ni(111), Ir(111), Rh(111) and Fe(110) is 6.13 x 10$^{-16}$, 6.97 x 10$^{-16}$, 6.95 x 10$^{-16}$, 6.64 x 10$^{-16}$, 5.88 x 10$^{-16}$, 6.39 x 10$^{-16}$, 6.36 x 10$^{-16}$, and 4.81 x 10$^{-16}$, respectively. The current density is evaluated as $j = i eN/A$, where $i$ is the electron charge and $k$ is calculated by eq 1.\textsuperscript{28} The current efficiency for a given product is the current density corresponding to that product divided by the total current density. In this work, we take the total current density to be the current density of a given product (methane or CO) and the current density of H$_2$ formation, both for the experimental data and the calculated results.

Experimentally, it has been shown that mass transport effects are negligible for all the reported applied potentials for Cu electrodes, while for Au and Ag mass transport limitations start at $-1.0$ and $-1.3 \ V$, respectively.\textsuperscript{14} We did not correct for mass transport effects in the theoretical calculations because they have been estimated to be negligible in the range of the applied potential reported here.

The electronic structure calculations were carried out using density functional theory (DFT) within the RPBE generalized gradient functional approximation\textsuperscript{66} using the VASP software.\textsuperscript{67} A plane wave basis set with a cutoff energy of 350 eV was used in the representation of the valence electrons and projector augmented wave (PAW) used to represent core electrons.\textsuperscript{68} Test calculations using a cutoff energy of 400 eV gave the same results to within 20 meV. The electrodes were first represented by slabs of three layers of metal atoms during searches for minima and saddle points, and the metal atoms in the top layer were allowed to move as well as the adsorbed species and the water layer. Single-point calculations with 9 metal layers were subsequently carried out in order to converge the energetics with respect to the number of layers (Table S1). The electrodes were represented by periodically repeated slabs with (2 x 3), (4 x 3), and (4 x 6) surface cells combined with (6 x 4 x 1), (3 x 4 x 1), and (3 x 2 x 1) k-point sampling, respectively. The RPBE optimized lattice constants for the metal crystals were used (Cu: 3.71, Au: 4.22, Ag: 4.21, Pt: 4.02, Ni: 3.56, Ir: 3.87, Rh: 3.85, and Fe: 2.91), and the slab was separated from its periodic images by at least 12 Å of vacuum. The dipole correction was used in all cases to remove electrostatic interaction between the periodic images of the slab. The atomic structure of the various reactants and products was found by minimizing the energy until the magnitude of atomic forces had dropped below 0.03 eV/Å.

In some of the calculations presented here, the TCM model was used (Figure 2 and Figures S3 and S5–S6). There the change in free energy of the system at each elementary step was estimated by first calculating the free energy without applied potential. This involves calculating the energy of the system, zero-point energy (ZPE) and vibrational entropy of adsorbed species using the harmonic approximation and using table values for the ZPE and entropy for gas-phase species.\textsuperscript{69,70} The free energy was then adjusted for the presence of the applied potential by adding a free energy contribution of $-neU$ for each electron that reacts, where $-e$ is the charge of the electron and $U$ is the applied potential.\textsuperscript{27} In the TCM, this procedure is used to estimate the onset potential of a reaction, assuming the rate becomes appreciable when no elementary step is uphill in free energy.\textsuperscript{50,52,56} However, in the calculations presented here, the activation energy of each elementary step was evaluated.
RESULTS AND DISCUSSION

Mechanism of CO$_2$RR to Hydrocarbons and Alcohols on Cu(111). The first elementary step of CO$_2$RR is the addition of a proton to CO$_2$ and extraction of an electron from the electrode to form $^*$COOH (an asterisk, $^*$, indicates adsorption to the surface). For the relevant range in applied potential, around $-1.0$ V, this step has low activation energy ($0.2$–$0.35$ eV) for all the metal electrodes studied, except Au and Ag where the value is between $0.6$ and $1.0$ eV. On Au and Ag it turns out to be the rate-limiting step (Figure S7). Several of the following steps on Cu(111) are slower. The simulated system and the atomic scale mechanism of two of the slowest steps in CO$_2$RR on the Cu(111) surface are illustrated in Figure 1 (other steps are shown in Figure S8). The MEPs for several proton−electron transfer reactions are shown. A solvated proton gets transferred by a Grothuss-type mechanism toward the electrode and attaches to the admolecule at the same time that an electron is brought in from the electrode. The assumption here is that the coupling is strong enough for the process to be adiabatic so the MEP on the ground state electronic surface gives the reaction path with highest statistical weight. As can be seen from Figure 1, the process involves large relaxation of the reactant molecule as well as the neighboring H$_2$O molecules and even some of the H-adatoms on the surface. Some of the Cu surface atoms move by more than 0.3 Å along the path.

One of the critical steps is the reduction of CO. The activation energy for the formation of $^*$CHO turns out to be significantly higher than for $^*$COH formation, as can be seen from Figure 1. The reason is that the path the solvated proton takes to reach the O atom is shorter than the path to reach the C atom of $^*$CO and also the fact that the electronegativity of the O atom is greater than that of the C atom. Without applied potential, $^*$CHO can form with a lower activation energy by a surface hydrogenation reaction, where an H-adatom attaches to the $^*$CO, but the proton−electron transfer reaction to form $^*$COH is favored when a potential of $U < -0.6$ V is applied (Figure S9).

The reduction of $^*$COH could lead to the formation of a C-adatom and a water molecule, as has previously been proposed,$^{39}$ but the activation energy is significantly lower for $^*$CHOH formation by a proton−electron transfer step, only 0.07 eV (see Figure 1 and Figure 2).

The calculated free energy diagram for CO$_2$RR to form CO, CH$_4$, C$_2$H$_6$, CH$_3$OH, and C$_2$H$_5$OH on Cu(111) in the presence of $-0.9$ V potential is shown in Figure 2 along with the calculated activation energy for each step (see also Figure S10). The highest activation energy for methanol formation is 0.45 eV for the reduction of $^*$CO to $^*$COH. This reaction mechanism for CH$_3$ formation by CO$_2$RR had been presented earlier,$^{33,34}$ as was mentioned in the Introduction. Here, the mechanism for several other products is presented. The activation energy for CH$_3$OH formation by reduction of $^*$CH$_3$OH is 0.39 eV and involves a surface hydrogenation reaction step. There, a proton is first transferred to the surface where it combines with an electron via a Volmer reaction and then $^*$CH$_3$OH is hydrogenated to methanol. As discussed below, the Volmer reaction has an even higher activation energy of 0.75 eV at $-0.9$ V, and becomes the rate-limiting step for methanol formation. The alternative step at this stage is the formation of $^*$CH$_2$ and H$_2$O, which has an activation energy of only 0.21 eV at $-0.9$ V. As discussed above, the rate-limiting step for methane formation has an activation energy of 0.45 eV at $-0.9$ V. As a result, methane is mainly formed rather than methanol in CO$_2$RR, unlike the industrial process where CO$_2$ reacts with H$_2$ gas. The O atom that sticks out from the surface is more accessible to the solvated proton coming in from the water phase than the C atom which is bound to the surface.

The presence of $^*$CH$_2$ as an intermediate explains how C−C bond formation can occur on the Cu(111) surface. Two $^*$CH$_2$...
ad molecules can combine to form \( \text{C}_2\text{H}_4 \) with an activation energy that is only 0.11 eV higher than the reduction of \( ^*\text{CH}_2 \) to \( ^*\text{CH}_3 \) (Figure 2 and Figure S10). As a result, the rate of methane formation is predicted to be only slightly higher than ethylene formation. The intermediates \( ^*\text{CH}_2\text{OH} \) and \( ^*\text{CH}_3 \) can also combine to make a C–C bond to form \( ^*\text{C}_2\text{H}_5\text{OH} \) which then gets hydrogenated to \( \text{C}_2\text{H}_5\text{OH} \). The reaction path presented here for C–C bond formation on the Cu(111) surface is different from previously proposed mechanisms based on CO–CO, CO–CHO, or CO–COH species. It is known, however, from experiments that the overpotential for ethylene formation on the Cu(100) surface is lower than for HCA formation on the Cu(111) surface. The mechanism of ethylene formation appears to be entirely different for the Cu(100) and Cu(111) surfaces.

**Comparison with Experiments.** The relative abundance of products deduced from the calculations described above is in good agreement with experimental measurements. First of all, the fact that formaldehyde (\( \text{CH}_2\text{O} \)) is not predicted to be an intermediate (unlike a previously proposed mechanism) agrees with experimental observations of Schouten et al. A quantitative comparison between the calculated activation energy and experimental measurements of current density associated with each of the products can be made by assuming a typical pre-exponential factor in the Arrhenius rate expression and using the rate-limiting step approximation (see Methods section). The difference in activation energy of methanol vs methane formation at \(-1.1 \text{ V}, 0.60-0.40 \text{ eV}\), then predicts a 3 orders of magnitude difference in the current density associated with these two products at room temperature, in close agreement with measurements on Cu(111), where a difference of 2.5 orders of magnitude was obtained. The calculated current density for the various products is shown in the inset of Figure 2, where we normalize the current density with respect to methane. The agreement with the experimental measurements is excellent, considering that the calculations contain no adjustable parameters except that we assume a typical value of the pre-exponential factor, the same for all the elementary steps. Since the calculations can only be done at discrete values of the applied potential, an interpolation is made between \(-0.9\) and \(-1.3 \text{ V}\) to obtain the values reported from the experimental measurements, \(-1.04\) and \(-1.1 \text{ V}\).

The activation energy of proton–electron transfer reaction steps is strongly dependent on the strength of the applied potential. One example is the protonation of \( ^*\text{CO} \) to \( ^*\text{COH} \), shown in Figure S9. The rate-limiting step (i.e., the step for which the highest saddle point is reached with respect to the reactants or the lowest energy of a preceding intermediate), also changes as the applied potential is varied, as shown in Figure 3a. For Cu(111), a crossover occurs at \(-0.6 \text{ V}\) as the activation energy for \( \text{CO}_2 \) reduction to methane becomes lower than for hydrogen evolution. The applied potential at this calculated crossover corresponds well to the potential at which methane starts to form at a significant yield in the experiments. The current density associated with \( \text{CH}_4 \) formation is predicted to increase by 7 orders of magnitude as the applied potential is varied from \(-0.3\) to \(-0.9 \text{ V}\). The variation of the activation energy, current density, and current efficiency with applied voltage is shown in Figure 3, and comparison made with experimental results on both Cu(111) and polycrystalline Cu. Again, the calculations reproduce well the various experimental measurements. This good agreement lends strong support for our simulation methodology, the model used here for the electrode/electrolyte, and the reaction mechanism we have identified. Similar close agreement between calculations and measurements has been obtained for the other metals (see Figure 3 and Figures S11, S12).

**Hydrogen Evolution Reaction on Cu(111).** A key issue for the \( \text{CO}_2 \text{RR} \) to hydrocarbons and alcohols is the rate of the competing reaction, HER, where a proton does not attach to the carbon containing admolecule but rather adsorbs on the surface (the Volmer reaction) and then forms an \( \text{H}_2 \) molecule either by reacting with a solvated proton (Heyrovsky reaction), or another adsorbed \( \text{H} \)-adatom (Tafel reaction). We have calculated the activation energy and the current density of HER either by reacting with a solvated proton (Heyrovsky reaction), or another adsorbed \( \text{H} \)-adatom (Tafel reaction). We have calculated the activation energy and the current density of HER either by reacting with a solvated proton (Heyrovsky reaction), or another adsorbed \( \text{H} \)-adatom (Tafel reaction). We have calculated the activation energy and the current density of HER either by reacting with a solvated proton (Heyrovsky reaction), or another adsorbed \( \text{H} \)-adatom (Tafel reaction). We have calculated the activation energy and the current density of HER either by reacting with a solvated proton (Heyrovsky reaction), or another adsorbed \( \text{H} \)-adatom (Tafel reaction). We have calculated the activation energy and the current density of HER either by reacting with a solvated proton (Heyrovsky reaction), or another adsorbed \( \text{H} \)-adatom (Tafel reaction). We have calculated the activation energy and the current density of HER either by reacting with a solvated proton (Heyrovsky reaction), or another adsorbed \( \text{H} \)-adatom (Tafel reaction). We have calculated the activation energy and the current density of HER either by reacting with a solvated proton (Heyrovsky reaction), or another adsorbed \( \text{H} \)-adatom (Tafel reaction). We have calculated the activation energy and the current density of HER either by reacting with a solvated proton (Heyrovsky reaction), or another adsorbed \( \text{H} \)-adatom (Tafel reaction).
H-atoms start to occupy on-top sites where the binding is weaker than at 3-fold hollow sites\(^2\) (Figure S3). The activation energy for associative desorption of \(\text{H}_2\) depends strongly on which sites the H-atoms occupy (Figure S14d). As long as the on-top sites are not populated, the activation energy for \(\text{H}_2\) formation is high. However, when H-atoms are present at on-top sites, the HER by Tafel reaction becomes fast. A special feature of the Cu(111) surface is the low differential adsorption energy of H atoms at on-top sites. An applied potential of \(-1.3\) \(\text{V}\) is required in order to populate the on-top sites (Figure S3). As a result, CO\(_2\)RR has lower activation energy than HER on Cu(111) over a range of applied potential from \(-0.6\) to \(-1.6\) \(\text{V}\), see Figure 3a. When the applied potential becomes more negative than \(-1.6\) \(\text{V}\), the electrode is predicted to be fully covered with H-atoms and no carbon containing species present (Figure S3). The Volmer reaction then becomes the rate-limiting step (Figures S11, S14b, and S15).

**Comparison with Other Metals.** Calculated results for Pt(111) electrodes are shown in Figure 3. From the TCM, one could conclude that Pt(111) is an even better CO\(_2\)RR catalyst than Cu(111) because the onset potential is predicted to be only \(-0.35\) \(\text{V}\) as compared with \(-0.85\) \(\text{V}\) on Cu(111) (Figures S5 and S6). The onset potential predicted for the stepped Pt(211) and Cu(211) surfaces are, however, more similar (see Figure S6c and ref 32) and in reasonable agreement with experiments.\(^3\) The activation energy for CO\(_2\)RR is larger than for HER on Pt(111), for the whole range in applied potential as shown in Figure 3d. The calculated current density for HER is in close agreement with experimental measurements and is orders of magnitude larger than for CO\(_2\)RR, see Figure 3e,f. This is in stark contrast to the trends observed on the Cu(111) electrode, where the rate of CO\(_2\)RR becomes higher than the rate of HER at around \(-0.85\) \(\text{V}\) (Figure 3b).

Similar calculations were carried out for Au(111), Ag(111), Ni(111), Fe(110), Ir(111), and Rh(111) surfaces (Figure 4 and Figures S3, S5, S6, S7, S11, S12, S13, S14, and S15). The reaction paths for methane and CO formation are found to be more or less the same for all the metals studied at around \(-1.0\) \(\text{V}\), whereas the rate-limiting steps may differ. However, the reaction paths are highly sensitive to the applied potential. Below, the calculated rate and current efficiency for various metals is presented as a function of applied potential. Calculated current efficiency corresponding to CO\(_2\) reduction to methane or CO formation at the various metals is shown as a function of applied potential and compared with the experimental results of Kuhl et al.\(^3\) in Figure 4 (see also Figures S11 and S13). The current efficiency is now shown as a function of both CO adsorption energy and applied potential. Calculated current efficiency corresponding to CO\(_2\) reduction to methane or CO formation at the various metals is shown as a function of applied potential and compared with the experimental results of Kuhl et al.\(^3\) in Figure 4 (see also Figures S11 and S13). The current efficiency is now shown as a function of both CO adsorption energy and applied potential. Calculated current efficiency corresponding to CO\(_2\) reduction to methane or CO formation at the various metals is shown as a function of applied potential and compared with the experimental results of Kuhl et al.\(^3\) in Figure 4 (see also Figures S11 and S13). The current efficiency is now shown as a function of both CO adsorption energy and applied potential. Calculated current efficiency corresponding to CO\(_2\) reduction to methane or CO formation at the various metals is shown as a function of applied potential and compared with the experimental results of Kuhl et al.\(^3\) in Figure 4 (see also Figures S11 and S13). The current efficiency is now shown as a function of both CO adsorption energy and applied potential.
energy on the close packed surfaces and a linear interpolation applied between the data points. The agreement between the calculated results and the experimentally measured data is remarkably good.

An important result of these calculations is the similarity of the rate of CO$_{2}$RR on all the metals studied while the rate of HER is quite different (see Figure S14a,b). The reason is that CO$_{2}$RR reactions involve direct proton–electron transfer to the carbon-containing admolecule on the metal surface and hence the metal surface does not play a vital, catalytic role. In HER, however, the protons are first added to the surface (Volmer reaction), and once the applied potential is such that on-top sites become populated (Figure S3), the H$_{2}$ is produced rapidly in a Tafel reaction. The metal surface, therefore, plays an important role in determining the rate of HER. The Heyrovsky reaction becomes the preferred mechanism of HER only at even larger negative potentials. Cu, Au and Ag have a small differential H-adsorption energy at on-top sites so a large negative potential is needed to populate those sites (Figure S3). As a result, the rate of HER remains relatively low on Cu, Au and Ag electrodes even when large enough negative potential is applied to make the CO$_{2}$RR rate significant. This is the key reason why CO$_{2}$ can be reduced to methane on Cu(111) and to CO on Au(111) and Ag(111) while the other metal surfaces mainly give H$_{2}$. An important indicator of a good CO$_{2}$RR catalyst is, therefore, small H-adsorption energy at on-top sites.

Descriptors for High Yields of Hydrocarbons and Alcohols. Since full electrochemical simulations—as the ones described above where the solid/liquid interface is modeled and activation energy evaluated as a function of applied voltage—are computationally demanding, it is important to develop a simple descriptor that can help identify the more promising catalyst materials. Previously, the CO binding energy has been used as a descriptor, and more recently both CO and H adsorption energies have been used as a two-parameter descriptor. There, the H binding energy descriptor was computed for a low H coverage. Our results show, however, that in order to describe well enough the rate of the competing reaction, HER, it is necessary to use the differential adsorption energy of H-adatoms at on-top sites while all the 3-fold hollow FCC sites are occupied by H atoms (beyond 1 ML H coverage). Only when the binding energy of H-adatoms at on-top sites is weak enough can the large negative potential needed for CO$_{2}$RR be applied without HER becoming the dominant reaction (Figures S3 and S16a,b). For some of the metals considered here, the calculated differential hydrogen binding energy indicates that H atoms can occupy some of the subsurface sites before on-top sites become occupied, see Table S2. This has only a minor effect on the binding energy of H atoms at on-top sites, the key descriptor proposed here, and does not change the trends and conclusions obtained here. Figure 5 shows the ratio of CO$_{2}$RR and HER for 24 metal electrodes as a function of two descriptors: The CO binding energy and the differential adsorption energy of H-adatoms at on-top sites. The combination of these two descriptors predicts the ratio correctly for the 24 metal electrodes that have been tested experimentally. Most metals, including Pt, are located in the region where H-adatom binding at on-top sites is strong and as a result H$_{2}$ gas is mainly formed (blue region). For metals with weaker H-adatom binding at on-top sites, the H$_{2}$ formation is smaller. Cu lands in the region where formation of hydrocarbons and alcohols is of the same order as the formation of

![Figure 4. Contour graph showing (a) calculated and (b) measured current efficiency of CO$_{2}$ reduction to either CH$_{4}$ or CO as a function of applied potential. The red dashed line indicates the binding energy of CO at which adsorbed CO is in equilibrium with CO$_{2}$ (at a partial pressure of 0.01 atm). CO is predicted to desorb when the binding energy is smaller. For Cu, Ni, Pt, and Fe, the current efficiency for CH$_{4}$ formation is shown, while CO formation is shown for Au and Ag. The current density for CO$_{2}$ reduction and H$_{2}$ formation is calculated from the activation energy of the rate-limiting steps for each of the metals as a function of applied potential (Figures S13a,b). The metals are arranged according to the calculated binding energy of CO on the close packed surfaces and a linear interpolation applied between the data points. Significant current associated with CO$_{2}$ reduction is obtained for Cu, Ag, and Au (yellow and red regions), while mainly H$_{2}$ forms at other metals (blue region).](https://doi.org/10.1021/acscatal.7b03308)
$\text{H}_2$ (green). None of the pure metals are located in the region where formation of hydrocarbons and alcohols dominates over $\text{H}_2$ formation (dark yellow). For metals where the CO binding is weak, the reduction stops at CO because the molecules desorb, as is observed for Ag, Zn and Au electrodes. For even weaker CO binding, the reduction stops at HCOO$^-$ (black). Large differential adsorption energy of H-adatoms at on-top sites leads to $\text{H}_2$ formation (blue area) rather than CO$_2$RR.

The two-parameter descriptor summarizes well the experimental observations and can serve as a first indicator of a good CO$_2$RR catalyst. In order for CO$_2$ to be reduced to hydrocarbons or alcohols, the CO binding energy needs to be strong enough for the molecule to stay on the surface and the differential binding energy of $*\text{H}$ at on-top sites needs to be small enough for the side reaction, $\text{H}_2$ formation, not to dominate. The two parameters are somewhat correlated, as can be seen from Figure 5, but the scatter is large, which means that it should be possible to find a catalyst with higher CO$_2$RR catalytic efficiency than Cu. The goal is to find a catalyst that leads to hydrocarbon or alcohol formation at a lower overpotential and less $\text{H}_2$ formation.

**CONCLUSIONS**

The calculations of CO$_2$RR and HER presented here for various close-packed electrode surfaces, such as Cu, Pt, Au, Ag, Ni, Rh, Ir, and Fe, using a realistic model of the electrochemical interface and including the effect of applied potential on the activation energy of the various elementary steps, show why Cu is the only metal studied so far for which the reduction goes beyond CO to form hydrocarbons and alcohols. The reason is a crossover in activation energy at around $-0.6$ V where for CO$_2$RR becomes more facile than HER, until ca. $-1.4$ V where the activation energy of HER again becomes lower as the mechanism for HER switches from Volmer–Tafel to Volmer–Heyrovsky. The activation energy for HER remains high for large negative potential because the on-top sites on the Cu(111) surface cannot easily be occupied by H adatoms.

A variation in applied potential also results in shifts in the reaction mechanism of other steps. For example, when the applied potential is around $-0.6$ V, there is a crossover in the hydrogenation of $*\text{CO}$. For a potential of $U > -0.6$ V, the $*\text{CO}$ to $*\text{CHO}$ step has lower activation energy, while for $U < -0.6$ V the $*\text{CO}$ to $*\text{OH}$ has lower activation energy.

It is essential to include the effect of the applied potential on the activation energy of the various elementary steps. As has been pointed out before, the optimal mechanism for CH$_4$ formation at $-0.9$ V on Cu(111) is entirely different from what the TCM model predicts for all intermediates after $*\text{CO}$: namely $*\text{COH}$, $*\text{CHOH}$, $*\text{CH}_2\text{O}$, $*\text{CH}_2$, $*\text{CH}_3$ and CH$_4$ as compared to $*\text{CHO}$, $\text{CH}_2\text{O}(g)$, $*\text{OCH}_3$, $\text{CH}_4(g) + *\text{O}$, $*\text{OH}$, and H$_2$O obtained with the TCM model. The direct proton–electron transfer reaction turns out to have a lower activation energy than the surface hydrogenation reaction for the reduction of all CO$_2$RR intermediates in CH$_4$ formation.

The mechanism and rate of formation of other carbon-containing species on Cu(111) are also presented here. Methanol is formed by surface hydrogenation of $*\text{CH}_2\text{OH}$. Ethylene is formed when two $*\text{CH}_2$ intermediates combine and desorb as C$_2$H$_4$. Ethanol is formed when $*\text{CH}_2\text{OH}$ and $*\text{CH}_2$ intermediates combine and form $*\text{C}_2\text{H}_4\text{OH}$ followed by a reduction to ethanol via a direct proton–electron transfer step. The calculated current density corresponding to these products as well as hydrogen formation is found to agree well with the various experimental measurements that have been reported. Cu is unique among these metals in that CO binds strongly enough (while CO desorbs from Ag and Au electrodes), and the binding energy of H-adatoms on Cu(111) is entirely different from what the TCM model predicts for all intermediates after $*\text{CO}$.
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