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Abstract

Background: Genome-wide high-throughput sequencing (HTS) time series experiments are a powerful tool for
monitoring various genomic elements over time. They can be used tomonitor, for example, gene or transcript expression
with RNA sequencing (RNA-seq), DNA methylation levels with bisulfite sequencing (BS-seq), or abundances of genetic
variants in populations with pooled sequencing (Pool-seq). However, because of high experimental costs, the time
series data sets often consist of a very limited number of time points with very few or no biological replicates, posing
challenges in the data analysis.

Results: Here we present the GPrank R package for modelling genome-wide time series by incorporating variance
information obtained during pre-processing of the HTS data using probabilistic quantification methods or from a
beta-binomial model using sequencing depth. GPrank is well-suited for analysing both short and irregularly sampled
time series. It is based on modelling each time series by two Gaussian process (GP) models, namely, time-dependent
and time-independent GP models, and comparing the evidence provided by data under two models by computing
their Bayes factor (BF). Genomic elements are then ranked by their BFs, and temporally most dynamic elements can
be identified.

Conclusions: Incorporating the variance information helps GPrank avoid false positives without compromising
computational efficiency. Fitted models can be easily further explored in a browser. Detection and visualisation of
temporally most active dynamic elements in the genome can provide a good starting point for further downstream
analyses for increasing our understanding of the studied processes.
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Background
Advances in high-throughput sequencing (HTS) tech-
nologies have facilitated carrying out genome-wide time
series experiments which contain more information on
the dynamics of biological processes than static experi-
ments do. With these experiments, thousands or millions
of genomic elements can be simultaneously measured at
a number of time points, allowing us to study the changes
in their abundances over time, and hence to model their
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responses to various external stimuli such as a drug treat-
ment or a change in environment. Furthermore, detection
of temporally most active elements in the genomes, tran-
scriptomes, or epigenomes of the organisms can lead to
a subset of genetic elements which are potentially bio-
logically more relevant to the studied process than those
which stay unchanged. This subset of genetic elements
can then form a basis for further downstream analyses
to elucidate and validate their functions in the studied
processes.
On the other hand, despite the huge potential of HTS

time series experiments, analysis of the currently available
HTS time series data sets is complicated due to various
factors depending on the experimental design and the
properties of the HTS platforms used. First of all, these
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time series often consist of small number of time points
which are irregularly sampled, making the estimation of
the underlying temporal function challenging, and they
have too few biological replicates for accurate estima-
tion of biological variance. Moreover, the properties of
the HTS platforms such as short read lengths and varying
sequencing depth levels lead to uncertain quantification
of the genetic elements.
Taking these characteristics of the data as well as the

sources of uncertainty into account in the downstream
analyses such as differential expression (DE) analyses is
very important for avoiding large numbers of false posi-
tives or false negatives. This becomes especially important
in large-scale studies like genome-wide experiments, as
finding differentially expressed genes among tens of thou-
sands of genes requires robust statistical methods which
can differentiate true changes from changes occurring due
to noise.
Detection of differentially expressed genes from HTS

time series is handled in different ways by different meth-
ods. For example, somemethods treat time points as inde-
pendent factors and apply statistical hypothesis testing
to detect statistically significant changes in gene expres-
sion between different time points. For example, edgeR
[1], DESeq2 [2], limma-voom [3], next maSigPro [4] are
commonly used methods to detect DE between differ-
ent time points by modelling RNA-seq read counts with
generalized linear models which treat the time points as
unordered factors.
Recently, methods which take into account the tempo-

ral correlation between observations in RNA-seq experi-
ments have been developed by using hiddenMarkovmod-
els (HMMs) [5], cubic spline regression [6], and Gaussian
process (GP) regression [7–12].
Similarly, in population genetics, several methods taking

into account the temporal correlations between allele fre-
quencies in successive generations have been developed
by using HMMs based on the Wright–Fisher model [13,
14], which usually assume a large population size and a
long time span. Recently developed CLEAR method [15]
improves the HMMmodels by making them applicable to
data sets obtained from small populations such as Pool-seq
time series in evolve and resequence (E&R) [16] studies.
GPs provide a powerful technique for modelling sparse

time series which are encountered frequently in genomic
studies where the number of replication and the length of
time series are limited by the experiment budget. How-
ever, most of the existing methods employing GPs for
HTS time series modelling are either not available as soft-
ware, or the existing software such as DyNB [10] has been
implemented inMatlab, limiting the public accessibility of
the software.
In our earlier papers [17, 18], we applied GP modelling

to multiple short time series in RNA-seq and Pool-seq

applications, and identified temporally most active
genomic elements by using Bayes factors (BFs), which
measure the evidence provided by the data for being gen-
erated by a temporally-changing model rather than a con-
stant model. GPmodels were further strengthened against
model over-fitting by incorporating uncertainty informa-
tion obtained from data pre-processing stages into the GP
models.
In this paper we present GPrank, a user-friendly R [19]

package which provides a unified interface to GP mod-
elling of different types of genomic time series. GPrank
builds upon the gptk package by [8], and introduces a
clean interface for incorporating the pre-processing vari-
ances and includes improvements in the optimization.

Implementation
Figure 1 illustrates a typical workflow for the GPrank
analysis. GPrank requires that the HTS time series data
have gone through the pre-processing stages, and the
abundances of the genomic elements have been estimated
by probabilistic methods, leading to two matrices, one
of which contains the estimated mean abundances of
genomic elements and the other contains corresponding
variance levels. GPrank then utilises this information in
the GP models of time series.
Depending on the application, different methods can be

used to obtain the mean and variance information which
is required for GPrank. For example, transcript isoform
quantification can be handled by methods like RSEM [20],
MISO [21], MMSEQ [22], BitSeq [23] or Kallisto [24] in
RNA-seq applications, and allele frequencies can be esti-
mated by methods like CRISP [25] and PoPoolation [26]
in Pool-seq applications.
Once the genomic elements have been quantified with

some degree of confidence at the given time points,
GPrank can be used to model the time series by util-
ising the obtained mean and variance information. The
method underlying the GPrank package works such that
each time series is modelled by GP regression with
two different models, namely, time-dependent and time-
independent models. The time-dependent model assumes
that the observations at different time points are corre-
lated with each other. This temporal correlation is cap-
tured by using a squared exponential, i.e., radial basis
function (RBF) kernel [27] which has two free hyper-
parameters: length-scale � and the signal variance σ 2

f .
The observation noise is assumed to be normally dis-
tributed with zero-mean and variance σ 2

n + vi where
σ 2
n is a free hyper-parameter denoting the global noise

variance, and vi is the fixed variance obtained from pre-
processing. The time-independent model, i.e. the null
model, assumes that the observations are independently
distributed around a constant function with the obser-
vation noise having the same distribution as in the
time-dependent model.
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Fig. 1 GPrank analysis workflow. Application of HTS at n time points produces millions of short reads. These short reads are then aligned to a
reference sequence (e.g., genome or transcriptome) and then the abundances of the genetic elements are estimated. GPrank requires two matrices
as input data: a matrix Y which contains the mean abundances ofm genetic elements estimated at n time points and a matrix V which contains the
corresponding variances for the estimated abundances

Free hyper-parameters are then estimated by maximiz-
ing the marginal likelihoods, and BFs are computed by the
ratio of the maximum marginal likelihoods under the two
alternative models. When maximizing the marginal likeli-
hood, the minimum sampling distance is introduced as a
lower bound to the length-scale of the RBF kernel in order
to satisfy the compatibility with the sampling regime of the
time series [28], and the fixed variances serve as a lower
bound for the global noise variance σ 2

n . Introducing these
bounds helps to guarantee that the marginal likelihood
surface is well-behaved, and hence alleviates over-fitting
problems which can lead to inflated BFs [28].
Higher BF corresponds to higher support for the time-

dependent model. According to [29], ln(BF) > 3 indicates
strong evidence in favour of the time-dependent model.
This cut-off roughly corresponds to 95% posterior prob-
ability for the time-dependent model when equal prior
probabilities are assumed for both models, which would
directly translate to 5% false discovery rate in multiple
testing. However, different cut-off values can still be spec-
ified depending on the study and the expertise of the
researcher. BFs do not have a uniform distribution under
the null like p-values, and hence they do not require
multiple testing correction.
For the technical details of GP models, we refer to [27],

and for performance evaluation of the GP models with
and without variance incorporation, we refer to our earlier
papers [17] and [18] where it was shown that the variance
incorporation in the GP models can yield a higher preci-
sion by alleviating the over-fitting problems and helping
to reduce the number of false discoveries. This is espe-
cially an important issue in genome-wide studies where

interesting genomic elements usually account for a very
small fraction of the whole data.
As reference to our earlier papers, GPrank directly

supports incorporating uncertainty information from a
beta-binomial model of the allele frequencies depending

Fig. 2 An illustrative example of the fitted GP models for three
transcripts originated from RHOQ gene. GP models and the
observations for each transcript are differentiated by different shades
of gray. Relative frequencies of the transcripts are given on the y-axis
and the transformed time points are given on the x-axis. Error bars
denote 2 standard deviations which were obtained from
pre-processing and the shaded areas denote 2 standard deviations
confidence region for the fitted GP models. Higher log-BF indicates
more evidence for a time-dependent model. The time series RNA-seq
data have been provided in [33] and also analysed in [18] where
log(5 + t) transformation was applied to the time points
t =[ 0, 5, 10, 20, 40, 80, 160, 320, 640, 1280] prior to GP modelling
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Fig. 3 Schema displaying the use of GPrank functions. Time series data of each genetic element in the data set are represented by three
one-column matrices: t: time points; y: estimated abundances at the corresponding time points; v: variances of the estimated abundances at the
corresponding time points. These matrices are then given as input to the apply_gpTest() function. apply_gpTest() function optimises
the time-dependent (m) and time-independent (m0) models and computes the natural logarithm of BF. The kernel structures are specified by
default as (“rbf”, “white”, “fixedvariance”) in the time-dependent model, and as (“white”, “fixedvariance”) in the
time-independent model. Fitted GP models can be plotted by plotGP() function. Finally, an SQL database can be created with
createDatabase() function, allowing inclusion of the figures and additional information (e.g., BFs, fold changes) for visualisation, ranking, and
filtering purposes. The created database can be viewed using tigreBrowser [30]
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on the number of allele counts and the sequencing depth
in Pool-seq experiments [17], and the uncertainty on the
gene and transcript expression levels estimated by BitSeq
[23] from RNA-seq reads [18]. Figure 2 shows an exam-
ple of the fitted GP models for three transcripts from [18]
whose relative expression levels have different uncertain-
ties at different time points. Users can also implement
their own variance estimation methods depending on the
nature of the data which may be in discrete or continuous
values, or in ratios, andmay have undergone different data
acquisition and pre-processing procedures.
GPrank allows to visualize GP profiles of the time

series and it supports exporting the results to tigreBrowser
[30, 31] for further exploration. Genomic elements can
then be filtered by using their BFs or any other criteria
specified by the user. Similar filtering approaches have
been employed, for example, in [32, 33].
The main functions of GPrank have been briefly

described in Fig. 3. More detailed explanations about the
usage of the functions and further examples can also be
found in the vignette inside the package.

Results and discussion
Existing software packages which perform DE analysis
from RNA-seq time course data have recently been eval-
uated in a comparison study [34]. Each of these packages
employs its own strategy for normalization and variance
modelling for a particular data type, and hence fails to be
flexible enough to be used in wider range of applications.
Although GPrank includes examples on mean and vari-
ance modelling in RNA-seq and Pool-seq data, it is also
flexible to be used with any kind of HTS data by allow-
ing users to first apply their own method to estimate the
mean and variance information by choosing themost suit-
able method based on the characteristics of their data and
their expertise.
Our package can then be used to fit GP models by tak-

ing into account the provided variances on the estimated
quantities, and ranks the genomic elements according to
their temporal activity levels. By doing this, we aim at
obtaining the most plausible ranking under the limita-
tions and characteristics of the data set. This makes our
method robust against the uncertainty in the data and
proves useful to avoid high numbers of false positives.
It is also worth mentioning that our method currently

models time series of each genomic element indepen-
dently of the time series of other genomic elements in
the data set, which might lead to information loss. Multi-
locus analyses which also account for the correlations
between different genetic elements could be an interest-
ing venue for further software development. For exam-
ple, multi-locus approaches have recently been employed
for modelling allele frequency changes in evolutionary
processes by [35, 36]. However, more research should be

done to make these methods computationally efficient
and practical to use in real-life problems.

Conclusions
Here we presented the GPrank package which can be
used to identify dynamic elements which show significant
and consistent temporal changes among many candidate
elements. The method is based on GP modelling of mul-
tiple short time series by utilizing the available variance
information on the observations. Variance incorporation
strengthens the models against over-fitting and it proves
useful in needle-in-a-haystack-like problems in which the
number of interesting elements is very small in compari-
son to the number of all candidate elements in the whole
genome.
Allowing for visualization and filtering, we believe that

our package will be useful for researchers to gain insight
into the temporal structures of the time series involved in
their experiments and to form a basis for further down-
stream analyses.
Our method can be applied not only in RNA-seq time

series, but also in other genome-wide time series such as
DNA methylation time series in epigenomics studies and
Pool-seq time series in population genetics studies.

Availability and requirements
Project name: GPrank,
Project home page: https://CRAN.R-project.org/package=
GPrank,
Operating system(s):Windows, Linux, MacOS,
Programming language: R,
Other requirements: Python,
License:MIT License,
Any restrictions to use by non-academics: No
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BF: Bayes factor; BS-seq: Bisulfite sequencing; DE: Differential expression; E&R:
Evolve and resequence; GP: Gaussian process; HMM: Hidden Markov model;
HTS: High-throughput sequencing; Pool-seq: Pooled sequencing; RBF: Radial
basis function; RNA-seq: RNA sequencing
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