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SUMMARY

Electrical sheets of electrical machines are laminated to reduce eddy current loss. However, a series of punching and pressing processes form random galvanic contacts at the edges of the sheets. These galvanic contacts are random in nature and cause an additional eddy current loss in the laminated cores. In this paper, a stochastic Galerkin finite element method is implemented to consider random interlaminar contacts in the magnetic vector potential formulation. The random interlaminar conductivities at the edges of the electrical sheets are approximated using a conductivity field and propagated through the finite element formulation. The spatial random variation of the conductivity causes the solution to be random and hence it is approximated by using a polynomial chaos expansion method. Finally, the additional eddy current losses due to the interlaminar contacts are estimated from a stochastic Galerkin method and compared with a Monte Carlo method. Accuracy and computation time of both models are discussed in the paper. Copyright © 2017 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Punching and pressing of electrical sheets form burrs and deteriorate the magnetic properties at the edges of electrical sheets. These burrs also deteriorate the insulation of adjacent sheets and make random galvanic contacts between the sheets [1, 2]. There are both experimental and analytical approaches to model the interlaminar short circuits of lamination stacks [3, 4]. In [5, 6] artificial galvanic contacts are applied to the opposite sides of a transformer limb, and additional losses are quantified through a measurement. However, the interlaminar galvanic contacts are random in nature and introduce uncertainties in the electromagnetic field solution. There are different stochastic models developed in the literature to account for uncertainties in numerical models, but these studies are mostly related to the fields of mechanical and civil engineering. Uncertainties in the model geometry and different stochastic methods are discussed in [7, 8, 9, 10, 11]. In the field of electromagnetism, stochastic studies are ongoing, and there are some studies done to quantify the uncertainties introduced in the magnetic properties of electrical sheets due to manufacturing effects.
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A stochastic model was proposed to take into account the uncertainty in the reluctivity due to the manufacturing process in the case of a slinky stator through experiment [14, 15, 16]. This stochastic behavior of magnetic properties is used as the input in stochastic finite element models [17] to study the variability in the losses of an electrical machine. Similarly, different stochastic methods are considered in [9] and the 3-dimensional spectral stochastic finite element method is tested for electrostatics applications with random permittivity.

In stochastic models, the uncertain data is treated as a random variable defined on a proper probability space. The solutions of those models are also random in nature, and typically these solutions are used to obtain statistical information about the physical system. Often, in the field of engineering application, the mean and the variance are the interesting properties. The first step in solving the stochastic models is to parametrize the stochastic input. The stochastic input can be characterized by either a finite number of system parameters or a random field depending upon the physical system. In the case of a finite number of system parameters, the parametrization can be done by the random variables. Often, for the Gaussian parameter, a Cholesky decomposition of their covariance matrix is done, and for non-Gaussian parameters, a Rosenblatt transformation is performed [18]. A Monte Carlo method is a successful statistical technique to approximate the output response with the stochastic input. It employs repetitive tests over a sufficiently large body of sampling and is extensively used to validate the different stochastic methods. Such method was implemented in [19] to study the effect of inter-laminar contacts on electromagnetic losses of an induction machine. However, this can be very time consuming and computationally expensive depending upon the convergence rate.

In this paper, the uncertainty introduced due to the formation of burrs during the manufacturing process of the electrical sheets is modeled by considering the conductivity at the edges of the electrical sheets as a random field. The conductivity field is a list of random numbers whose indices are mapped into the burred region. The burred region formed by the random galvanic contacts between the electrical sheets is shown in Figure 1. Often, the Karhunen-Loeve (KL) expansion is employed to represent the random conductivity field as an infinite linear combination of orthonormal eigenfunctions of the corresponding covariance operator. These non-statistical methods are widely used for uncertainty quantification. Similarly, other methods are studied in the literature. The perturbation method is used in determining the first and second order moments which are expansions of random quantities around their mean values [20, 21, 22]. The Neumann expansion is a method where the coefficients are expanded into Neumann series, but this method has low convergence rate [23, 24].

An alternative approach is a spectral method in which the statistical properties are approximated as a sum of certain basis functions and deterministic coefficients. The spectral method also has two categories, intrusive and non-intrusive approaches. The non-intrusive method employs some specific values or numbers of realizations to approximate statistical moments such as mean and standard deviation. The intrusive or Galerkin method introduces some suitable space or basis of polynomials and looks for surrogates for which the residual is orthogonal to that space in an appropriate sense [25]. In the ideal case, the Galerkin approach produces more accurate solutions than the non-intrusive method. The Galerkin method requires a modification to the current deterministic solver and is thus more tedious to work with than the non-intrusive methods [26]. However, the numerical methods suggest that the Galerkin approach has a high potential for large-scale analyses, so we afford to make that extra investment. Hence, for the sake of development of the accurate method, quasi-magnetostatic analysis of UI type electrical sheets is considered [1].

2. METHODS

2.1. Model formulation

The edges of the UI type electrical sheets are deteriorated due to punching, and random burrs are formed. These burrs will form the interlaminar contacts. It is assumed that these contact layers have the width of 5 mm for the sake of development of the model as shown in Figure 2. The interlaminar
contacts of UI electrical sheets are modeled using the magnetic vector potential and electric scalar potential formulation [27] as given by

\[ \nabla \times (\nu \nabla \times A) + \sigma \frac{\partial A}{\partial t} + \sigma \nabla \phi = J_s \]  

(1)

where \( \nu, A, \sigma, \phi \) are the reluctivity, magnetic vector potential, conductivity and electric scalar potential, respectively. In 2D problems, if the source current density has only \( z \) component then the magnetic vector potential also has only \( z \) component, i.e. \( J_s = J_s e_z \) and \( A = A e_z \). The \( \nabla \phi \) term which comes from the irrotational part due to electric charges and the polarization of dielectric materials has only a \( z \) component since \( J_s \) and \( A \) are in that direction. The assumption of two-dimensionality does not allow potential difference due to electric charges and the polarization of dielectric materials. Thus, the exact solution of the scalar potential \( \phi \) is not needed in the burred regions [27]. In the two-dimensional case, Coulomb’s gauge is satisfied automatically and considering linear material, the partial differential equation (1) becomes,

\[ -\nu \nabla^2 A + \sigma \frac{\partial A}{\partial t} = J_s, \text{ on } \Omega = \Omega_{\text{iron}} \cup \Omega_{\text{air}} \cup \Omega_{\text{burr}} \cup \Omega_{\text{copper}}, \]  

(2)

where \( \Omega \) is the region under study. It can be assumed that in any current carrying region, there is either a source current density \( J_s \), but no eddy current density (i.e. \( \sigma = 0 \)) or an eddy current density.
(i.e. $\sigma \neq 0$), but no source current density. The equations that are solved in different regions are given as

$$
-\nu \nabla^2 A = 0, \text{ on } \Omega_{\text{iron}},
$$

$$
-\nu_0 \nabla^2 A = 0, \text{ on } \Omega_{\text{air}},
$$

$$
-\nu \nabla^2 A + \sigma \frac{\partial A}{\partial t} = 0, \text{ on } \Omega_{\text{burr}},
$$

$$
-\nu_0 \nabla^2 A = J_s, \text{ on } \Omega_{\text{copper}},
$$

where $\nu_0$ is the reluctivity of air. $\Omega_{\text{iron}}, \Omega_{\text{air}}, \Omega_{\text{burr}}, \Omega_{\text{copper}}$ are the iron region, air region, conducting region and current source region, respectively. The UI type electrical sheets are spatially discretized using first order triangular elements. Each node of a triangular element constitutes three degrees of freedom. The total number of nodes obtained is 1154, and the Dirichlet boundary condition is imposed on the outer boundaries of air. The random conductivity is propagated through the mathematical model (2) and the response of random conductivity is obtained from the solution of the vector potential. The interlaminar eddy current loss is calculated in post-processing from the obtained solution. The two-dimensional and low-frequency assumptions allow studying the effect of random galvanic contacts along the boundary edges of electrical steels in the field solution. However, if the interlaminar contacts are present inside the electrical sheets then each laminate can be resolved as in [28] and the electromagnetic field solution inside the stack can be obtained. In such cases, the effect of random interlaminar contacts can be studied using a two-dimensional approximation of the random conductivity field.

2.2. Stochastic formulation

2.2.1. Uncertainty quantification The random conductivities at the burred region of the UI type sheets are approximated as a conductivity field. Often, the conductivity field is approximated as a spectral decomposition of its autocovariance function, and eigenvalues, as well as eigenfunctions, are solved. In this case, the random conductivities are approximated by a one-dimensional conductivity field. It has been studied in [2, 6, 19] that burrs are more likely to occur at the edges of electrical sheets and the burr width is relatively small. Hence, the random conductivities are approximated by a one-dimensional conductivity field, meaning that the interlaminar random conductivity field is varying only along the edges of the electrical sheets. The conductivity along the burr width is considered to be constant. The conductivity field will be used within the blue colored region in Figure 1 along the edge of the electrical sheet. The variations of the conductivity field depends on the covariance function. The finite dimensional approximations of the covariance function start by limiting the span of the data, for example, Mercers theorem assumes that the data extends over a small domain and Nystr"{o}ms approximation assumes the data is distributed according to the covariance function [29]. In the case of the restricted domain, the covariance function or the kernel can be made periodic by making copies of it with period $\Lambda$ and a finite approximation of the covariance function can be obtained from its Fourier spectrum [30]. In this case, the periodic length of eight is considered since there are eight restricted domains. The basis of the periodic covariance function is given as (4) where $L = \frac{2\pi}{\Lambda}, x$ is the spatial position and $\sigma_i$ is the discrete spectrum [31]. The orthogonality nature and the smoothness of sine and cosine basis functions improve the convergence rate to approximate the covariance function [32].

$$
\Psi_i(x) = \begin{cases} 
\sigma_i \sin\left(\frac{i}{2}Lx\right) & i > 0 \text{ even,} \\
\sigma_i \cos\left(\frac{i+1}{2}Lx\right) & i > 0 \text{ odd.} 
\end{cases}
$$

Hence, the conductivity field is given by

$$
\sigma(x, \zeta) = \sigma_0 + \sum_{i=1}^{M} \Psi_i(x) \zeta_i. 
$$

Here $\sigma_0$ is the mean value of the conductivity, and $\zeta_i$ are the independent random variables from a beta distribution with parameters $\alpha = 12, \beta = 2$. The conductivity distribution was assumed to...
be a beta distribution based on theoretical arguments and experimental observations [33]. The conductivity is a non-negative quantity which is ensured by maximization,

$$\sigma_0 \geq -\sum_{i=1}^{M} \psi_i(x)\zeta_i, \quad \sigma(x, \zeta) \geq 0.$$ (6)

The number of random variables to approximate the conductivity field depends upon the number of $M$ expansion terms. The conductivity field is varying according to the position, and the covariance function of the conductivity field at the same position is unity. Hence, the number of expansion terms is determined by minimizing the error of the exact covariance function and the approximated covariance function. The approximated covariance function is calculated according to,

$$\text{Cov}(x, x') = \sum_{i=1}^{M} \psi_i(x)\psi_i(x').$$ (7)

The number of expansion terms, however, depends on how the conductivities are correlated to each other. The number of expansion terms $M$ is determined based on the minimum error of the covariance function of the conductivity field as shown in Figure 3. The exact covariance function, and the solution difference of the approximated and the exact covariance functions are shown in Figure 4a and Figure 4b, respectively. The conductivity field as a function of periodic length is shown in Figure 5. The conductivity values of each domain are mapped from these periodic conductivity fields. The conductivity value at each integration points during the finite element assembly is obtained by mapping the integration point first into its global spatial coordinate, and then the conductivity value is obtained from the conductivity field depending on its domain and periodicity. For instance, the conductivity value in first domain of Figure 1 along $0 \rightarrow 1$ is obtained as, $\sigma(\hat{x}_1)$ and second domain along $1 \rightarrow 2$ is obtained as $\sigma(\hat{y}_2 + 1)$, where $\hat{x}$ and $\hat{y}$ are the spatial coordinates. Similarly, the conductivity values of all other domains are obtained.

2.2.2. Stochastic Galerkin Finite Element Method (SGFEM) The inclusion of random conductivities makes the solution of (2) to be random. Hence, the uncertain nodal magnetic vector potential is approximated using Jacobi polynomials ($\psi$) as given in (8). The size $P$ of the polynomials in the chaos expansion is provided by (9), where $M$ is the number of expansion terms in conductivity field expansion and $p$ is the order of the Jacobi polynomials. The choice of polynomials depends on the orthogonality relations to a probability distribution. The orthogonality relation of polynomials and probability distributions is listed in Table 1.

$$a = \sum_{j=0}^{p-1} a_j \psi_j(\zeta_1(\theta))_{i=1}^{M}$$ (8)
Equation (2) is discretized in space and then substituting (5) in (2) and applying the Galerkin method associated with the finite element method yields a system of equations,

\[ Sa + T \frac{da}{dt} = f. \]  

(10)
<table>
<thead>
<tr>
<th>Orthogonal polynomial family</th>
<th>Probability distribution function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hermite</td>
<td>Normal</td>
</tr>
<tr>
<td>Jacobi</td>
<td>Beta</td>
</tr>
<tr>
<td>Legendre</td>
<td>Continous uniform</td>
</tr>
<tr>
<td>Laguerre</td>
<td>Gamma</td>
</tr>
</tbody>
</table>

The entries of the matrices $S$, $T$ and $f$ are given by

$$
[S]_{n \times n} = \int_\Omega \nu(\nabla N^T) \cdot (\nabla N) d\Omega, \\
[T]_{n \times n} = \int_\Omega \sigma(x, \zeta) N^T N d\Omega, \\
[f]_{n \times 1} = \int_\Omega J_s N d\Omega,
$$

where $n$ is the total number of nodes in the entire domain ($\Omega$) and $N$ is the shape function of the first order triangular element. The current density $J_s$ is considered varying sinusoidally with time at low angular frequency $\omega$ so the vector potential also varies sinusoidally. The time derivative of the vector potential is replaced with $j \omega$ to derive (12) from (10).

$$
S a + j \omega T a = f
$$

The random conductivity field is in the matrix $T$ so as the first level of assembly, the mean and weighted global $T$ matrix is collected after the expansion of conductivity $\sigma(x, \zeta)$. It is given by

$$
[T]_{n \times n} = \int_\Omega \sigma_0 N' N d\Omega, \\
[T]_{i \times n} = \sum_{i=1}^{M} \int_\Omega \Psi_i(x) \zeta_i N' N d\Omega.
$$

The vector potential is approximated using (8), and the Galerkin method associated with SGFEM is implemented to the matrix $T$ and finally, it is written as,

$$
\sum_{i=0}^{M} \sum_{j=0}^{P-1} c_{ijk}(S_i + j \omega T_i) \cdot a_j = F_k, \\
L_{jk} = c_{0jk}(S + j \omega \bar{T}) + j \omega \sum_{i=1}^{M} \sum_{j=0}^{P-1} c_{ijk} T_i, \\
F_k = E[f \psi_k].
$$

Here $E$ denotes the expectation. The derivation of $c_{ijk}$ is given in the Appendix and the matrices are sparse in nature due to the orthogonality of basis functions. The coefficients of the matrix $c_{ijk}$ for the expansion ($M = 5$) are shown in Figure 6, where $nnz$ is the number of non-zero elements. The terms associated with $i = 0$ are the mean quantities. $T_0 = \bar{T}$, $S_0 = S$ and $F_0$ represent the source term which is the current density. Finally, the second level of assembly is implemented, where the first $T_{jk}$ matrices are computed and the terms associated to $c_{ijk} \neq 0$ are only summed up and plugged into the main matrix as shown in (15). In practice, there is no need to assemble the matrix. Here, however we have been content to use MATLAB default solver. However, $S$ is expanded only to
Figure 6. Coefficients of $c_{ijk}$.

match the matrix dimension and does not contribute to the conductivity field expansion.

$$\begin{bmatrix}
L_{00} & \cdots & L_{0,P-1} \\
L_{10} & \cdots & L_{1,P-1} \\
\vdots & \cdots & \vdots \\
L_{P-1,0} & \cdots & L_{P-1,P-1}
\end{bmatrix} \begin{bmatrix}
a_0 \\
a_1 \\
\vdots \\
a_{P-1}
\end{bmatrix} = \begin{bmatrix}
F_0 \\
0 \\
\vdots \\
0
\end{bmatrix}$$

(15)

The number of unknowns in the system (15) is $n \times P$. The dimension of the matrix obviously depends on the number of nodes in the finite elements, the degree of the polynomial basis ($p$) and the number of terms needed to approximate the conductivity field.

3. RESULTS AND DISCUSSION

The equation system (15) was solved for different $p$ at $M = 5$. The mean value and standard deviation obtained from SGFEM were compared with the Monte Carlo simulation as shown in Table II.

Table II. Mean and standard deviations of the interlaminar loss at 50 Hz

<table>
<thead>
<tr>
<th>Method</th>
<th>Mean loss</th>
<th>Standard deviation</th>
<th>Computation time</th>
</tr>
</thead>
<tbody>
<tr>
<td>MC</td>
<td>126.0583 W</td>
<td>13.232 W</td>
<td>3 hr 44 min</td>
</tr>
<tr>
<td>SGFEM at $M = 5$, $p = 2$</td>
<td>127.6256 W</td>
<td>13.512 W</td>
<td>14.25 min</td>
</tr>
<tr>
<td>SGFEM at $M = 5$, $p = 3$</td>
<td>127.2202 W</td>
<td>13.327 W</td>
<td>20.20 min</td>
</tr>
<tr>
<td>SGFEM at $M = 5$, $p = 4$</td>
<td>126.06166 W</td>
<td>13.291 W</td>
<td>52.92 min</td>
</tr>
</tbody>
</table>

Monte Carlo (MC) simulations were performed for 1000 realizations of random conductivities sampled using the random generator of MATLAB. The difference between these methods is that in MC method, the $n \times n$ matrix is solved for 1000 times whereas, in the SGFEM, the $nP \times nP$ sparse matrix is solved just once. Then, from the solutions of the magnetic vector potential, the eddy current loss was calculated. Based on the law of large numbers it can be stated that the Monte Carlo method converges almost surely to the expected value. The convergence of the Monte Carlo simulation is shown in Figure 10 and the expected values from SGFEM method are also compared. The probability density functions of the inter-laminar losses were also calculated using the solutions of both SGFEM and MC. It can be seen from Figure 7 and Figure 8 that at $p = 4$, SGFEM approximates close to MC. The investigation of different orders of the approximation, methods, accuracy and computation time is shown in Table II. The mean values of the interlaminar losses at different frequencies are also calculated and compared with the MC. The error is shown in Figure 9. It can be seen that as $p$ increases, the error reduces, but the error increases as frequency.
increases. However, these simulations were performed at $M = 5$, so at higher frequencies, the number of expansion terms should be increased for better accuracy.
4. CONCLUSION

The paper presents an SGFEM to model the random interlaminar contacts and to estimate the interlaminar losses in electrical sheets. The SGFEM is computationally more efficient compared to the Monte Carlo method provided the algorithms have not been parallelized. The interlaminar loss obtained using the solutions of the proposed method is compared with the MC method, and a deviation of 1.3% is obtained at 50 Hz at $p = 2$, $M = 5$ and a deviation of 1% at $p = 4$ and $M = 5$ at 50 Hz. In this paper, the burr width parameter was chosen greater than what it occurs in reality for the sake of development of the model. The developed model can be directly implemented with a smaller burr width which requires a denser mesh and a more expensive computation. However, the method has been applied to quantify the uncertainty and its propagation through the magnetic vector potential formulation. The implementation of the SGFEM reduces the computation time compared to the MC method by 76% with a deviation of 1% at 50 Hz at $p = 4$ and $M = 5$. It strongly suggests that the SGFEM has faster convergence than the MC method. Hence, this approach is suitable for finite element optimization under uncertain parameters.

APPENDIX

The residual of (12) after substituting (8), (5) in (10),

$$
\epsilon = \sum_{i=0}^{M} \sum_{j=0}^{P-1} S_i a_j \psi_j(\zeta_i(\theta))_{i=1}^{M} + j\omega \sum_{i=0}^{M} \sum_{j=0}^{P-1} T_i a_j \psi_j(\zeta_i(\theta))_{i=1}^{M} - f. \tag{16}
$$

The approximation of the exact solution in the space spanned by $(\psi_k)_{k=1}^{P-1}$ by minimizing the residual which is equivalent to the condition that the residual to be orthogonal to space spanned by $\psi_k$ [8], [26]. Finally, (16) is written as

$$
E[\epsilon \cdot \psi_k] = 0, \quad k = 0, \cdots P-1. \tag{17}
$$

The Jacobi polynomial on $(a, b)$ with parameters $\alpha > 0$ and $\beta > 0$ is defined as $\psi_j$ and $\psi_k$ and the probability density function of the beta distribution with shape parameters $\alpha, \beta > 0$ is given by $\rho(\alpha, \beta, a, b)$. Then, the expectation is given by

$$
E[\zeta_i \psi_j \psi_k] = \int \psi_i \psi_j \rho(\alpha, \beta, a, b) dx \tag{18}
$$
ACKNOWLEDGEMENT

The research leading to these results has received funding from the European Research Council under the European Unions Seventh Framework Programme (FP7/2007–2013) ERC grant agreement no 339380. Paavo Rasilo acknowledges the Academy of Finland for financial support.

REFERENCES


