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Abstract. A conductivity equation is studied in piecewise smooth plane domains and with measure-valued current patterns (Neumann boundary values). This allows one to extend the recently introduced concept of bisweep data to piecewise smooth domains, which yields a new partial data result for the Calderón inverse conductivity problem. It is also shown that bisweep data are (up to a constant scaling factor) the Schwartz kernel of the relative Neumann-to-Dirichlet map. A numerical method for reconstructing the supports of inclusions from discrete bisweep data is also presented.
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1. Introduction. In electrical impedance tomography (EIT) [36], [2], the conductivity equation

\[ \nabla \cdot (\sigma \nabla u) = 0 \text{ in } D, \quad \frac{\partial u}{\partial \nu} = f \text{ on } \partial D, \]

where \( D \) is a bounded domain in \( \mathbb{R}^2 \) or \( \mathbb{R}^3 \), is studied. A fundamental question, the so-called Calderón inverse conductivity problem, is whether a measurable conductivity \( \sigma \) can be determined from the Neumann-to-Dirichlet map (current-to-voltage map) \( \Lambda_\sigma : f \mapsto u|_{\partial D} \) or, equivalently, its inverse, the Dirichlet-to-Neumann map \( \Lambda_{\sigma}^{-1} \). In the plane, \( D \subset \mathbb{R}^2 \), a positive answer was given by Astala and Päivärinta [1] under the assumption that \( D \) has a connected complement and \( \sigma \) is essentially bounded away from zero and infinity (see (1.3a) below). This followed a number of uniqueness proofs in the case of more regular conductivities, e.g., [33], [3]. The problem has also been extensively studied in dimensions \( n \geq 3 \); see [36] and the references therein.

The conductivity equation is typically studied with boundary currents \( f \in H^{-1/2}(\partial D) \), but from a certain point of view it is also natural to consider more singular distributional values, in particular, various point distributions on the boundary of the object. The approach is inspired by the concept of point electrodes [17], which can be used as an alternative approximate physics model in place of the continuum forward model, the basis of many theoretical results and numerical methods in EIT. Another commonly used framework is the complete electrode model, which is highly realistic but its theoretical properties remain less studied [6], [2].

We study measurements of the form

\[ w(x, y, p, q) = \langle \delta_x - \delta_y, (\Lambda_\sigma - \Lambda_1)(\delta_p - \delta_q) \rangle, \]

Received by the editors July 11, 2013; accepted for publication (in revised form) December 27, 2013; published electronically March 18, 2014.
http://www.siam.org/journals/sima/46-2/92867.html
†Department of Mathematics and Systems Analysis, Aalto University, FI-00076 Aalto, Finland (otto.seiskari@gmail.com).

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.
where $\Lambda_\sigma$ is the Neumann-to-Dirichlet map for Laplace equation in $D$. In domains with a smooth boundary $\partial D$, this type of distributional measurements can be tangled using the techniques from [29] (cf. [18]). This paper presents an alternative approach, based on [27], that is also applicable in piecewise smooth domains. It appears that the point measurements $w$ are well-defined provided that

\begin{align}
C &\geq \sigma \geq c > 0 \text{ a.e. in } D, \\
supp(1 - \sigma) &\subset \subset D.
\end{align}

Thus, in addition to being bounded, $\sigma$ is assumed to be homogeneous near the boundary $\partial D$.

In dimension $n = 2$, there are recent results considering Calderón problem with partial data; is it possible to recover $\sigma$ from partial knowledge of $\Lambda_\sigma$ (or $\Lambda_\sigma^{-1}$)? It was shown by Imanuvilov, Uhlmann, and Yamamoto [25] that if $\sigma$ is a priori known to have smoothness of class $C^{4,\alpha}, \alpha > 0$ (this assumption is relaxed in [23]), then it can be recovered from the knowledge of $\{(v, (\Lambda_\sigma^{-1}v)|_{E}) : \text{supp} v \subset E\}$ for any (relatively) open subset $E$ of a piecewise smooth boundary $\partial D$. A similar result for the Neumann-to-Dirichlet map $\Lambda_\sigma$ and conductivities $\sigma \in W^{3,p}(D), p > 2$, in smooth domains $D$ is formulated in [24].

In this paper, we show that if the global smoothness assumptions in [25], [23], [24] are exchanged for another, arguably unwanted, restriction (1.3b), a measurable conductivity $\sigma$ is uniquely determined by various types of partial data. In particular, a result in [21] is generalized by showing that $\sigma$ can be recovered from the knowledge of $w(x, y, p, q), x, y \in \Gamma, p, q \in \Xi$ for arbitrary countably infinite $\Gamma, \Xi \subset \partial D$. In addition, $\sigma$ can be recovered from measurements of the type $(\Lambda_\sigma f)|_W, \text{supp} f \subset V$, where $V, W \neq \emptyset$ are arbitrary, possibly disjoint, relatively open subsets of $\partial D$.

Many numerical reconstruction methods in EIT are easiest to apply if $D = B$ is the unit disk. Together with numerical conformal mappings, the concept of bisweep data [21], $\varsigma_\sigma(x, y) := w(x, y, x, y)$, offers means of using any such reconstruction algorithm in other piecewise smooth, simply connected plane domains. In section 4, we formulate a method for applying unit-disk-based reconstruction algorithms in other domains and demonstrate it with the factorization method [4].

The main results of this article are outlined in the next section and proved in section 3. For completeness, auxiliary theorems about conformal maps are given in an appendix.

2. Setting and main results.

DEFINITION 2.1 (piecewise smooth domain). Let $D \subset \mathbb{R}^2$ be a bounded, simply connected Lipschitz domain with a simple boundary $\partial D$ consisting of a finite number $m$ of $C^{1,\alpha}$ smooth arcs (for some $0 < \alpha \leq 1$). We call such $D$ a piecewise $C^{1,\alpha}$ smooth plane domain.

Throughout this paper, the symbol $D$ is used to denote an arbitrary piecewise $C^{1,\alpha}$ smooth domain, which is also identified with the corresponding subset of $\mathbb{C}$ when necessary. Notice that, as a Lipschitz domain, $D$ cannot have any cusps, and the surface (Lebesgue) measure $s$ is well-defined. The symbol $\nu$ is used for the outward unit normal vector of $\partial D$, which is defined $s$-almost everywhere (cf., e.g., [14, section 1.5]). Sobolev and Lebesgue spaces in $D$ (resp., on $\partial D$) are defined with respect to the Lebesgue measure in $\mathbb{R}^2$ (resp., $s$).
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Let $\sigma \in L^\infty(D)$ satisfy (1.3), which is also assumed in what follows. For any $f \in H^{-1/2}_0(\partial D)$, let $u_f^j \in H^1(D)/\mathbb{R}$ denote the unique\(^1\) solution to the weak form of (1.1) [1], [2]:

\begin{equation}
(2.1) \quad \int_D \sigma \nabla u_f^j \cdot \nabla v \, dx = \langle f, \gamma v \rangle \quad \text{for all } v \in H^1(D)/\mathbb{R},
\end{equation}

where $\gamma : H^1(D)/\mathbb{R} \to H^{1/2}(\partial D)/\mathbb{R}$ is the continuous Dirichlet trace operator (see [34, section 2.5.4]). Neumann-to-Dirichlet map is the bounded and self-dual operator $\Lambda : H^{-1/2}_0(\partial D) \to H^{1/2}(\partial D)/\mathbb{R}$ defined by $f \mapsto \gamma u^f$. We also study the background Neumann-to-Dirichlet map, $\Lambda_1 : H^{-1/2}_0(\partial D) \to H^{1/2}(\partial D)/\mathbb{R}$, $f \mapsto \gamma u^f_1$, where $u^f_1 \in H^1(D)/\mathbb{R}$ is the unique solution to (2.1) with $\sigma \equiv 1$, i.e., the Laplace equation with Neumann boundary value $f$.

By $C^\prime(\partial D)$, we denote the Banach space of all finite, real, signed Borel measures supported in $\partial D$, equipped with the total variation norm (cf. [27]). It is the dual space of $C^\infty(\partial D)$ [10, Chapter IV, Theorem 6.2]. The subspace of measures $\mu \in C^\prime(\partial D)$ such that $\mu(\partial D) = 0$ is denoted $C^\prime_0(\partial D)$ and it can be identified with the dual of $C^\infty(\partial D)/\mathbb{R}$, the space of continuous functions on $\partial D$ defined up to a constant, which is complete and can be supplied with the norm (cf. [34, section 1.1.7])

$$
||f||_{C^\infty(\partial D)/\mathbb{R}} = \inf_{g \in f} ||g||_{C^\infty(\partial D)} = \inf_{C \in \mathbb{R}} \sup_{x \in \partial D} |f(x) + C|.
$$

The functions in $C^\prime_0(\partial D) = \{ f \in C(\partial D) : \int_{\partial D} f \, ds = 0 \}$ are dense in the weak* topology of $C^\infty(\partial D)$, that is, for any $\mu \in C^\prime_0(\partial D)$, there exists a sequence $\{ \mu_j \} \subset C^\prime_0(\partial D)$ such that (cf. Lemma 3.14)

$$
\int_{\partial D} f \mu_j \, ds \to \int_{\partial D} f \, d\mu \quad \text{for all } f \in C^\infty(\partial D)/\mathbb{R},
$$

which is denoted $\mu_j \overset{w*}{\to} \mu$.

Let $\mu \in C^\prime_0(\partial D)$. As a generalization\(^2\) of the conductivity equation for measure-valued boundary currents, the weak Neumann problem of finding a function $u^\mu \in W^{1,1}(D)/\mathbb{R} = \{ u + C : C \in \mathbb{R} : u, |\nabla u| \in L^1(D) \}$ such that

$$
(2.2) \quad \int_D \sigma \nabla u^\mu \cdot \nabla \varphi \, dx = \int_{\partial D} \varphi \, d\mu \quad \text{for all } \varphi \in C^\infty(\partial D)
$$

is studied. The corresponding background problem is

$$
(2.3) \quad \int_D \nabla u^\mu_1 \cdot \nabla \varphi \, dx = \int_{\partial D} \varphi \, d\mu \quad \text{for all } \varphi \in C^\infty(\partial D),
$$

\(^1\)Unique up to an addition of a constant, that is, in $H^1(D)/\mathbb{R} := \{ u + C : C \in \mathbb{R} : u \in H^1(D) \}$ (cf. [34, section 1.1.7], [30, section 1.1.13]). The solution exists if and only if the Neumann boundary value has zero mean, that is, $f \in H^{-1/2}_0(\partial D) := \{ g \in H^{-1/2}(\partial D) : \langle g, 1 \rangle = 0 \}$, which is the dual space of $H^{1/2}(\partial D)/\mathbb{R}$. The brackets denote dual evaluation. For the definition of $H^{1/2}(\partial D)$, see, e.g., [14], [34], where this space is denoted $W^{1/2}_2(\partial D)$.

\(^2\)If $\mu \in H^{-1/2}(\partial D) \cap C^\prime_0(\partial D)$, that is, $\mu \in C^\prime_0(\partial D)$ and $|\int_{\partial D} \varphi \, d\mu| \leq C||\varphi||_{H^{1/2}(\partial D)/\mathbb{R}}$, in which case $\mu$ can be identified with the continuous extension of $\varphi \mapsto \int_{\partial D} \varphi \, d\mu$ to $H^{-1/2}_0(\partial D)$, the definitions (2.1) and (2.2) coincide.
and, as shown in Lemma 3.6, one representative of the background solution is given by

\[
\mu(x) = \int_{\partial D} N(\Phi(x), \Phi(y)) \, d\mu(y),
\]

where \( N \) is the Neumann–Green function of the unit disk \( B \),

\[
N(x, y) = \begin{cases} \frac{1}{|x-y|} \left( \log |y-x| + \log \frac{|y|}{|y|} - |x| \right) & \text{if } y \neq 0, \\ \frac{1}{|x|} \log |x| & \text{if } y = 0, \end{cases}
\]

and \( \Phi : D \to B \) is a conformal map.

The main results of this paper are connected to the following concept.

**Theorem 2.2.** There exists a unique, linear, and bounded operator, \( \Lambda_\sigma - \Lambda_1 : \mathcal{C}_0'(\partial D) \to \mathcal{C}(\partial D)/\mathbb{R} \), called the relative Neumann-to-Dirichlet map, such that for all \( \mu, \eta \in \mathcal{C}_0'(\partial D) \),

\[
\int_{\partial D} ((\Lambda_\sigma - \Lambda_1)\mu) \, d\eta = Q_\sigma(\mu, \eta) := \int_D (1 - \sigma) \nabla u^\sigma \cdot \nabla u^\eta \, dx.
\]

The map is also self-dual in the sense that the bilinear form \( Q_\sigma : \mathcal{C}_0'(\partial D) \times \mathcal{C}_0'(\partial D) \to \mathbb{R} \) is symmetric: \( Q_\sigma(\mu, \eta) = Q_\sigma(\eta, \mu) \). Furthermore,

\[
Q_\sigma(\mu, \eta) = \lim_{j \to \infty} \langle \eta_j, (\Lambda_\sigma - \Lambda_1)\mu_j \rangle,
\]

where \( \{\mu_j\}, \{\eta_j\} \subset \mathcal{C}_0'(\partial D) \) are any sequences such that \( \mu_j \xrightarrow{w^*} \mu \) and \( \eta_j \xrightarrow{w^*} \eta \).

The function \( (\Lambda_\sigma - \Lambda_1)\mu \) is given by the Dirichlet trace \( \gamma(w^\mu - u^\eta_1) \), where \( w^\mu - u^\eta_1 \in H^1(\partial D)/\mathbb{R} \) (Lemma 3.10). Thus the restriction of \( \Lambda_\sigma - \Lambda_1 \) to \( H^{1/2}(\partial D) \cap \mathcal{C}_0'(\partial D) \) coincides with the difference of \( \Lambda_\sigma \) and \( \Lambda_1 \) as defined earlier, which justifies the notation. In smooth domains \( D \), the definition (2.6) likewise coincides with the continuous extension \( \Lambda_\sigma - \Lambda_1 : H^{-s}(\partial D) \to H^s(\partial D)/\mathbb{R} \) of the relative map to distributional Sobolev spaces with \( s > 1/2 \) (Lemma 3.3). The continuity of \( \Lambda_\sigma - \Lambda_1 : \mathcal{C}_0'(\partial D) \to \mathcal{C}(\partial D)/\mathbb{R} \) is proved with the aid of a factorization in Theorem 3.8.

**Definition 2.3.** The function \( \varsigma_\sigma : \partial D \times \partial D \to \mathbb{R} \),

\[
\varsigma_\sigma(x, y) = Q_\sigma(\delta_x - \delta_y, \delta_x - \delta_y),
\]

where \( \delta_x : f \mapsto f(x) \), is called the bisweep data of \( \sigma \).

Bisweep data can be seen as a point electrode model of the following two-electrode EIT measurement: the voltage required to maintain unit current between electrodes at \( x \) and \( y \) is measured. The same measurement is then performed with a homogeneous reference object of shape \( D \) (i.e., \( \sigma = 1 \) in \( D \)). The difference between these two measurements, as a function of the electrode positions, is modeled by the bisweep data. See [17] and [15] for a rigorous treatment of this argument in smooth domains.

Theorem 2.2 allows one to extend the partial data result [21] for the Calderón problem to piecewise smooth plane domains.

**Theorem 2.4.** Let \( \Gamma \subset \partial D \) be countably infinite and \( \sigma \) satisfy (1.3). The knowledge of \( \varsigma_\sigma \) on \( \Gamma \times \Gamma \) uniquely determines \( \sigma \).
This can be generalized as follows.

**Theorem 2.5.** Let $\Gamma, \Xi$ be (possibly disjoint) countably infinite subsets of $\partial D$. The knowledge of

\[
(2.8) \quad w(x, y, p, q) := Q_\sigma(\delta_x - \delta_y, \delta_p - \delta_q)
\]

for all $x, y \in \Gamma$, $p, q \in \Xi$ uniquely determines $\sigma$.

The above also relates to the next corollary, which can alternatively be proved directly using a unique continuation argument. (Cauchy data for Laplace’s equation in some neighborhood of the boundary is always available on a certain part of $\partial D$.)

**Corollary 2.6.** Let $V, W$ be (possibly disjoint) nonempty relatively open subsets of $\partial D$ and denote by $C^\alpha(\partial D) \subset C^\alpha(\partial D)$ (resp., $C^\alpha(\partial D)$) the continuous mean-free functions supported in $V$ (resp., $W$). The knowledge of

\[
\{(f, g, \langle f, \Lambda_\sigma g \rangle) : f \in C^\alpha(V), g \in C^\alpha(W)\}
\]

uniquely determines any conductivity $\sigma$ that satisfies (1.3). In other words, if $\langle f, \Lambda_\sigma g \rangle = \langle f, \tilde{\Lambda}_\sigma g \rangle$ for all $f \in C^\alpha(V), g \in C^\alpha(W)$, then $\sigma = \tilde{\sigma}$ almost everywhere in $D$.

These results are based on the fact that, in the unit disk $D = B$, bisweep data and its generalization in Theorem 2.5 are jointly analytic functions. Bisweep data also comprise (up to a scaling factor) the Schwartz kernel of the relative Neumann-to-Dirichlet map in the following sense.

**Theorem 2.7.** For any $\mu, \eta \in C^\alpha(\partial D)$,

\[
\int_{\partial D} [\langle \Lambda_\sigma - \Lambda_1, \mu \rangle] d\eta = -\frac{1}{2} \int_{\partial D \times \partial D} \zeta_\sigma \, d\mu \times \eta,
\]

and $\zeta_\sigma \in C^\alpha(\partial D \times \partial D)$ for some $\alpha > 0$.

Many of these relations can be proved by generalizing the corresponding result from the unit disk $B$ (or some other smooth domain) to an arbitrary piecewise smooth plane domain $D$ using the fact that point current sources $\mu = \sum_{j=1}^m \alpha_j \delta_{x_j}$ are moved naturally by conformal mappings (cf. [15]). In particular, bisweep data provide a natural method of “transporting” relative Neumann-to-Dirichlet maps between different domains. Namely, if $\tilde{\sigma} = \sigma \circ \Phi^{-1}$, where $\Phi$ is a conformal map from $D$ to the unit disk $B$, then

\[
(2.9) \quad \zeta_\sigma(x, y) = \zeta_{\tilde{\sigma}}(\Phi(x), \Phi(y))
\]

for all $x, y \in \partial D$. Notice that since $\partial D$ is a Jordan curve, $\Phi$ extends to a homeomorphism between $\overline{D}$ and $\overline{B}$. In fact, $\Phi$ is H"older continuous and its further smoothness properties are determined by the smoothness of the arcs of $\partial D$ and its vertex angles (cf. [35, Chapter 3] and Theorem A.2).

### 3. Proofs of the results

It follows from the Poincaré inequality and the boundedness assumptions on $\sigma$ that the left-hand side of (2.1) defines a bounded and coercive bilinear form in the Hilbert space $H^1(D)/\mathbb{R}$. The right-hand side is a continuous functional in $(H^1(D)/\mathbb{R})'$ due to the trace theorem [34, section 2.5.4]. Hence the unique solvability of (2.1) and continuity with respect to the data follow readily from the Riesz representation theorem (cf. [8, Chapter VII, section 1.2.2]).
In the case of (2.2) and (2.3) the above technique fails because the distributions defined by the right-hand sides are not generally bounded in $H^1(D)'$ (since $C(\partial D) \not\subseteq H^{-1/2}(\partial D)$). To the best knowledge of the author, the distributional theory studied by, e.g., Lions and Magenes [29] and Nečas [34] is not directly applicable either, due to the higher regularity requirements for the domain $D$.

This section shows an alternative approach, based on the work of Kráľ [27], for solving these problems.

### 3.1. Weak Neumann problems

The fact that the weak background Neumann problem (2.3) has a unique (harmonic) solution $u_1^\mu \in \mathscr{C}^\infty(D)/\mathbb{R}$ such that $|\nabla u_1^\mu| \in L^1(D)$ follows from [27] provided that certain geometric assumptions on $D$ are satisfied. It is stated in, e.g., [32] that piecewise $\mathscr{C}^{1,\alpha}$ smoothness is sufficient. Regarding the conductivity equation, there holds the following lemma.

**Lemma 3.1.** The weak conductivity equation (2.2) has a unique solution $u_1^\mu \in W^{1,1}(D)/\mathbb{R}$, given by $u_1^\mu = u_1^\alpha + w^\mu$, where $w^\mu \in H^1(D)/\mathbb{R}$ satisfies

$$
(3.1) \quad \int_D \sigma \nabla u_1^\mu \cdot \nabla \varphi \, dx = \int_D (1 - \sigma) \nabla u_1^\alpha \cdot \nabla \varphi \, dx \quad \text{for all } \varphi \in H^1(D)/\mathbb{R}.
$$

**Proof.** Due to the Poincaré inequality [34, section 1.1.7] and the boundedness assumptions in (1.3), the left-hand side of (3.1) is bounded and coercive. The right-hand side defines a continuous functional $\varphi \mapsto \int_D (1 - \sigma) \nabla u_1^\alpha \cdot \nabla \varphi \, dx$ in $(H^1(D)/\mathbb{R})'$, for $u_1^\alpha$ is smooth in supp$(1 - \sigma)$. As a result, there exists a unique solution $w^\mu$. Furthermore, $\mathscr{C}^\infty(\overline{D})/\mathbb{R}$ is dense in $H^1(D)/\mathbb{R}$ (cf. [30, section 1.1.6]) so (3.1) is satisfied for all $\varphi \in H^1(D)/\mathbb{R}$ if and only if it holds for all $\varphi \in \mathscr{C}^\infty(\overline{D})/\mathbb{R}$. It follows that $u_1^\alpha + w^\mu$ is the unique solution to (2.2).

Notice that $u_1^\alpha$ is also in $L^1(D)/\mathbb{R}$ by [30, section 1.1.11] and therefore $u_1^\alpha, u_1^\mu \in W^{1,1}(D)/\mathbb{R}$.

The following two lemmas state the relationship between the weak formulations presented above and a distributional Sobolev space formulation based on trace theorems, utilized in, e.g., [21].

**Lemma 3.2.** Let $D$ be a $\mathscr{C}^\infty$ smooth domain, $\mu \in \mathscr{C}_c(\partial D)$ arbitrary, and $s < 1$. Then $u_1 = u_1^\alpha$ solves (2.3) if and only if $u_1 \in X^s$ and

$$
(3.2) \quad \Delta u_1 = 0 \quad \text{in } D, \quad \gamma_1 u_1 = \mu \quad \text{on } \partial D,
$$

where $\gamma_1 : X^s \to H^{s-3/2}(\partial D)$ is the continuous extension of the normal derivative in, e.g., the Banach space $X^s = \{u \in H^s(D)/\mathbb{R} : \Delta u \in L^2(D)\}$ equipped with the graph norm (cf. [29, Chapter 2, Remark 7.2]).

**Proof.** Assume that $u_1 = u_1^\alpha$ solves (2.3) and $s \leq -2$. Clearly, $\Delta u_1 = 0$ in $D$. According to [30, Theorem 1.1.6.2] (and its proof), there exists a sequence $\{u_j\} \subseteq \mathscr{C}^\infty(\overline{D})$ that converges to (an arbitrary representative of) $u_1$ w.r.t. the norm

$$
\|v\|_* := \|v\|_{L^1(D)} + \||\nabla v||_{L^1(D)} + \|\Delta v\|_{L^2(D)}.
$$

Due to Sobolev’s embedding theorem,

$$
\|v\|_{H^{-2}(D)} = \sup_{\|\varphi\|_{\mathcal{H}^{-2}(D)} = 1} \left| \int_D \varphi v \, dx \right| \leq \sup_{\|\varphi\|_{\mathcal{H}^{-2}(D)} = 1} \|v\|_{L^1(D)} \|\varphi\|_{\mathcal{H}^{-2}(D)} \leq C \|v\|_{L^1(D)}
$$
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and consequently, \( u_j \to u_1 \in X^{-2} \frac{\partial u_j}{\partial \nu} \to \gamma_1 u_1 \) in \( H^{-7/2}(\partial D) \). For any \( \varphi \in \mathcal{C}^\infty(\partial D) \), let \( \tilde{\varphi} \) be an arbitrary extension of \( \varphi \) to \( \mathcal{C}^\infty(\overline{D}) \). Then, by Green's first identity,

\[
\langle \gamma_1 u_1, \varphi \rangle = \lim_{j \to \infty} \left( \frac{\partial u_j}{\partial \nu}, \varphi \right) = \lim_{j \to \infty} \int_{\partial D} \frac{\partial u_j}{\partial \nu} \varphi \, ds = \lim_{j \to \infty} \int_{D} (\nabla u_j \cdot \nabla \tilde{\varphi} + \tilde{\varphi} \Delta u_j) \, dx
\]

which means that \( \gamma_1 u_1 = \mu \). Thus \( u_1 \) solves (3.2).

Since the solution \( \tilde{u}_1 \) to (3.2) with \( s \leq -2 \) is unique, it follows that it can always be identified with a function (equivalence class) \( u_1 \) that satisfies (2.3). If \( u_1 \) solves (3.2) for \(-2 < s < 1\), this also remains true for \( s \leq -2 \). Furthermore, a unique solution to (3.2) exists for any \( s < 1 \) (because \( \mathcal{C}^s(\partial D) \subset H^{-1/2-s}(\partial D) \) for any \( \epsilon > 0 \)), which proves the general claim.

In smooth domains \( D \), it is possible to extend the operator \( \Lambda_{s} - \Lambda_1 : H_{\Sigma}^{1/2}(\partial D) \to H_{\Sigma}^{-1/2}(\partial D) / \mathbb{R} \) (as defined earlier) to a continuous mapping between the Sobolev spaces \( H_{\Sigma}^{-s}(\partial D) \) and \( H_{\Sigma}^{s}(\partial D) / \mathbb{R} \) for any \( s \in \mathbb{R} \) (cf. [18]). The next lemma shows that the result coincides with the definition (2.6).

**Lemma 3.3.** Let \( D \) be a \( \mathcal{C}^\infty \) smooth domain and \( s > 1/2 \). Then

\[
\langle \eta, (\Lambda_{s} - \Lambda_1)\mu \rangle = Q_{s}(\mu, \eta) = Q_{s}(\eta, \mu),
\]

where \( \mu, \eta \in \mathcal{C}^\infty(\partial D) \) are arbitrary and \( \Lambda_{s} - \Lambda_1 : H_{\Sigma}^{-s}(\partial D) \to H_{\Sigma}^{s}(\partial D) / \mathbb{R} \).

**Proof.** Fix an arbitrary \( s > 1/2 \) and let \( U \subset \subset D \) be such that \( \text{supp}(1 - \sigma) \subset \subset U \). For any \( \phi \in H_{\Sigma}^{-s}(\partial D) \), let \( u_1^\phi \) be the unique solution to (3.2) with boundary value \( \phi \), which is clearly equivalent to definitions (2.1) and (2.3) for smooth \( \phi \). Moreover, for any smooth functions \( \phi, \varphi \in \mathcal{C}^\infty(\partial D) \), the “Green’s formulas”

\[
\langle \varphi, (\Lambda_{s} - \Lambda_1)\phi \rangle = \int_{\partial D} (1 - \sigma) \nabla u_1^\phi \cdot \nabla \varphi \, dx = \int_{D} (1 - \sigma) \nabla \varphi \cdot \nabla u_1^\phi \, dx
\]

where \( w^\phi \) solves (3.1), follow readily from the definitions of \( \Lambda_{s} \), \( \Lambda_1 \) and Lemma 3.1.

Due to standard elliptic regularity theory (cf., e.g., [18, Appendix]), the operator \( \phi \mapsto u_1^\phi \big|_{U} : H_{\Sigma}^{-s}(\partial D) \to H_{\Sigma}^{1}(U) / \mathbb{R} \) is continuous. The mapping \( u_1^\phi \big|_{U} \mapsto w^\phi : H_{\Sigma}^{1}(U) / \mathbb{R} \to H_{\Sigma}^{1}(D) / \mathbb{R} \) is also bounded. (See the proof of Theorem 3.8 for details.) Consequently, (3.4) is well-defined for any \( \phi, \varphi \in H_{\Sigma}^{-s}(\partial D) \) and it yields the unique continuous extension \( \Lambda_{s} - \Lambda_1 : H_{\Sigma}^{-s}(\partial D) \to H_{\Sigma}^{s}(\partial D) / \mathbb{R} \). It follows from Lemma 3.2 that the extension satisfies (3.3) for any \( \mu, \eta \in \mathcal{C}^\infty(\partial D) \subset H_{\Sigma}^{-s}(\partial D) \).

In the next section, the formulas (2.2), (2.3) need to be considered with less smooth test functions \( \varphi \). The following lemma states that they remain valid as long as \( \varphi \) is Lipschitz.

**Lemma 3.4.** If \( u = u^\nu \) solves (2.2), then (2.2) in fact holds for all \( \varphi \in \mathcal{C}^{0,1}(\overline{D}) \).

**Proof.** Since \( \varphi \) is Lipschitz continuous, there exists an extension \( \tilde{\varphi} : \mathbb{R}^d \to \mathbb{R} \) such that \( \tilde{\varphi}_{|\overline{D}} = \varphi \) and \( \| \nabla \tilde{\varphi} \|_{L_{\infty}(\mathbb{R}^d)} \leq C \) (cf. [11, section 5.8.2] and [31]). Let \( \varphi_\epsilon = \epsilon^{\epsilon} \ast \tilde{\varphi} \in \mathcal{C}^{\infty}(\mathbb{R}^d) \), where \( \epsilon \in \mathcal{C}^{0,1}(B_\epsilon(0)) \) is a mollifier and \( \ast \) denotes convolution [11, section C.4].
Denote $D_\eta = \{ x \in D : \text{dist}(x, \partial D) > \eta \}$ (where $\eta > \epsilon$). Then
\[
\left| \int_D \sigma \nabla u \cdot \nabla \varphi_\epsilon \, dx - \int_D \sigma \nabla u \cdot \nabla \varphi \, dx \right| = \left| \int_D \sigma \nabla u \cdot (\nabla \varphi_\epsilon - \nabla \varphi) \, dx \right| \\
\leq \| \sigma \|_{L^\infty(D)} \left( 2C \int_{D \setminus D_\eta} |\nabla u| \, dx + \int_{D_\eta} |\nabla u| |\nabla \varphi - \nabla \varphi_\epsilon| \, dx \right),
\]
which can be made arbitrarily small by choosing first a suitable $\eta > 0$ and then $\epsilon < \eta$, because $\nabla \varphi_\epsilon \to \nabla \varphi \in L^2(D_\eta)$ and $\nabla u \in L^2(D_\eta)$. On the other hand,
\[
\int_D \sigma \nabla u \cdot \nabla \varphi_\epsilon \, dx = \int_{\partial D} \varphi_\epsilon \, d\mu \xrightarrow{\epsilon \to 0} \int_{\partial D} \varphi \, d\mu
\]
due to the uniform continuity of $\varphi$.

### 3.2. Conformally mapped Neumann problems

A key ingredient in the partial data results in Theorems 2.4 and 2.5 is the ability to transform to an equivalent problem in the unit disk. To this end, the next theorem describes how the solution to the weak conductivity equation transforms under conformal mappings between piecewise smooth domains.

**Theorem 3.5.** Let $D, E$ be piecewise $C^{1,\alpha}$ smooth plane domains and $\Phi : D \to E$ a conformal map. If $u^\mu$ solves (2.2), then $\tilde{u} = u^\mu \circ \Phi^{-1}$ solves
\[
(3.5) \quad \int_E \tilde{\sigma} \nabla \tilde{u} \cdot \nabla \tilde{\varphi} \, dx = \int_{\partial E} \tilde{\varphi} \, d\tilde{\mu} \quad \text{for all } \tilde{\varphi} \in C^\infty(\overline{E}),
\]
where
\[
\tilde{\sigma} = \sigma \circ \Phi^{-1}, \quad \tilde{\varphi} = \varphi \circ \Phi, \quad \tilde{\mu} = \mu \circ \Phi^{-1}(\partial E) : \tilde{\varphi} \mapsto \int_{\partial D} \tilde{\varphi} \circ \Phi \, d\mu.
\]

**Proof.** Let us first study the case when $\Phi \in C^1(\overline{D})$ (i.e., $\Phi$ can be extended to such a function). For any $\tilde{\varphi} \in C^\infty(\overline{E})$, let $\varphi = \tilde{\varphi} \circ \Phi$. Then $\varphi \in C^1(\overline{D})$ and, by Lemma 3.4,
\[
\int_{\partial E} \tilde{\varphi} \, d\tilde{\mu} = \int_{\partial D} \varphi \, d\mu = \int_D \sigma \nabla u^\mu \cdot \nabla \varphi \, dx = \int_E \tilde{\sigma} \nabla \tilde{u} \cdot \nabla \tilde{\varphi} \, dx,
\]
where the last step follows from Lemma A.3.

Conversely, if $\tilde{u}$ solves (3.5), then it must hold that $\tilde{u} = u^\mu \circ \Phi^{-1}$, because the solution to (3.5) is known to be unique (up to addition of a constant function). Thus $\tilde{u}$ solves (2.2).

Due to Theorem A.2, there exists, for some $\alpha' > 0$, piecewise $C^{1,\alpha'}$ smooth domains $D', E'$ and conformal maps $\Phi_D^D, \Phi_D^E, \Phi_E^D, \Phi_E^E \in C^{1,\alpha}$ such that
\[
D \xrightarrow{\Phi_D^D} D' \xrightarrow{\Phi_D^E} E' \xrightarrow{\Phi_E^E} E \xrightarrow{\Phi_E^D} E,
\]
and $\Phi = \Phi_E^E \circ (\Phi_D^E)^{-1} \circ \Phi_D^D \circ (\Phi_D^E)^{-1}$. The claimed mapping property is known to hold between any pair of consecutive domains in the above chain since either the relevant conformal map or its inverse is smooth enough. This proves the general claim.

It follows immediately from the above theorem that $u^\mu = u^1 \circ \Phi$ and $w^\mu = u^\mu - u^1 = w^\mu \circ \Phi$ transform similarly. Also observe that point current sources are not “deformed” by the transformation; if $\mu = \sum_j c_j \delta_{x_j}$, then $\tilde{\mu} = \sum_j c_j \delta_{\Phi(x_j)}$. 
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Lemma 3.6. Let \( \Phi : D \to B \) be a conformal map. The representation formula (2.4) holds and, furthermore,

\[
\nabla u^\mu_1(x) = \int_{\partial D} \nabla_x (N(\Phi(x), \Phi(y))) \, d\mu(y)
\]

for any \( x \in D \).

Proof. Let \( U \Subset B \) be arbitrary. The explicit representation (2.5) shows that \( \sup_{x \in U, y \in \partial B} |N(x,y)|, \sup_{x \in U, y \in \partial B} |\nabla_x N(x,y)| < \infty \) and it is known that the operator \( f \mapsto \tilde{u}_1^\mu|_U : H_{\infty}^{-1}(\partial B) \to H^1(U)/\mathbb{R}, \ s \in \mathbb{R} \), where \( \tilde{u}_1^\mu = u_1^\mu \) solves (3.2) in \( D = B \), is bounded [18, Appendix]. It follows by a straightforward density argument that

\[
\langle N(x, \cdot), f \rangle, \quad x \in U,
\]

defines a representative of \( \tilde{u}_1^\mu|_U \) and \( \langle \nabla_x N(x, \cdot), f \rangle, \ x \in U \), defines \( \nabla \tilde{u}_1^\mu|_U \). Since \( U \) was arbitrary, the above expressions remain valid formulas for (a representative of) \( \tilde{u}_1^\mu \) and \( \nabla \tilde{u}_1^\mu \) in the whole disk \( B \).

The general claim for an arbitrary piecewise \( C^{1, \alpha} \) smooth \( D \) now follows from Lemma 3.2 and Theorem 3.5, since

\[
u_1^\mu = u_1^\mu \circ \Phi = \int_{\partial B} N(\Phi(\cdot), y) \, d\tilde{\mu}(y) = \int_{\partial D} N(\Phi(\cdot), \Phi(y)) \, d\mu(y)
\]

modulo constant functions. \( \square \)

Remark 3.7. The representative given by (3.7) (for \( f \in \mathcal{C}(\partial B) \)) has zero mean on the unit circle \( \int_{\partial B} \tilde{u}_1^\mu \, d\phi = 0 \). Correspondingly, the representative given by (2.4) (for any \( g \in \mathcal{C}(\partial D) \)) satisfies

\[
\int_{\partial B} \tilde{u}_1^\mu \circ \Phi^{-1} \, d\phi = 0,
\]

and its mean does not generally vanish on \( \partial D \). Thus \( N(\Phi(\cdot), \Phi(\cdot)) \) is not the usual Neumann–Green function of \( D \) (cf., e.g., [4]) but induces a different normalization criterion (“ground level”) for \( u_1 \).

The rest of this section focuses on proving the claimed properties of \( \Lambda_\sigma - A_1 \) in Theorem 2.2.

Theorem 3.8 (factorization). Let \( U \Subset D \) be an open set such that \( \text{supp}(1 - \sigma) \subset U \). Then for any \( \mu, \eta \in \mathcal{C}'(\partial D) \),

\[
Q_\sigma(\mu, \eta) = \int_U (SG\mu) \cdot (G\eta) \, dx,
\]

\[
\quad = \int_D (1 - \sigma) \nabla(\eta) \cdot \nabla((1 + P)A\mu) \, dx,
\]

where the operators

\[
G : \mathcal{C}_0'(\partial D) \to (L^2(U))^2, \quad \mu \mapsto \nabla u_1^\mu|_U,
\]

\[
A : \mathcal{C}_0'(\partial D) \to H^1(U)/\mathbb{R}, \quad \mu \mapsto u_1^\mu|_U,
\]

\[
P : H^1(U)/\mathbb{R} \to H^1(D)/\mathbb{R}, \quad u_1^\mu|_U \mapsto \omega^\mu,
\]

and \( S : (L^2(U))^2 \to (L^2(U))^2 \) are linear and bounded. In addition, \( G \) is continuous between the weak* topology of \( \mathcal{C}_0'(\partial D) \) and the strong topology of \( (L^2(U))^2 \).
Proof. The continuity of the (well-defined) operators $G$ and $A$ follow from Lemma 3.6:

$$|(A\mu)(x)| = \left| \int_{\partial D} N(\Phi(x), \Phi(y)) d\mu(y) \right| \leq \sup_{\bar{x} \in \Phi(U), y \in \partial B} |N(\bar{x}, y)| \cdot \|\mu\|_{\mathcal{E}^1(\partial D)},$$

which is finite, as seen from the explicit formula (2.5). Similarly, $|(G\mu)(x)| = |\nabla_x(A\mu)(x)| \leq C\|\mu\|_{\mathcal{E}^1(\partial D)}$. Furthermore, if $\mu_j \xrightarrow{w^*} \mu$, then $(G\mu_j)(x)$ converges pointwise for $x \in U$ by (3.6) and

$$|(G\mu_j)(x)| \leq \sup_{x \in U, y \in \partial D} |\nabla_x N(\Phi(x), \Phi(y))| \cdot \|\mu_j\|_{\mathcal{E}^1(\partial D)} \leq C,$$

since a weak* convergent sequence is strongly bounded. Therefore $|(G\mu_j)(x) - (G\mu)(x)|^2$ is uniformly bounded for $x \in U$ and it follows from the dominated convergence theorem that $G\mu_j \to G\mu$ in $(L^2(U))^2$.

Now consider the variational problem

$$\int_D \sigma \nabla w \cdot \nabla v \, dx = f(v) \quad \text{for all } v \in H^1(D)/\mathbb{R}.$$

As in the proof of Lemma 3.1, for any $f \in (H^1(D)/\mathbb{R})'$, there exists a unique solution $w \in H^1(D)/\mathbb{R}$ and the mapping $T : (H^1(D)/\mathbb{R})' \to H^1(D)/\mathbb{R}, f \mapsto w$ is continuous.

Set $F : H^1(U)/\mathbb{R} \to (H^1(D)/\mathbb{R})'$, $g \mapsto (v \mapsto \int_U (1 - \sigma) \nabla g \cdot \nabla v \, dx)$ and $P = TF : H^1(U)/\mathbb{R} \to H^1(D)/\mathbb{R}$, both of which are bounded. Then

$$w^\mu = T \left[ v \mapsto \int_U (1 - \sigma) \nabla u^\mu \cdot \nabla v \, dx \right] = T F_{\mu} v \big|_V = PA\mu.$$

It follows from definition (2.6) and Lemma 3.1 that

$$Q_{\sigma}(\mu, \eta) = \int_U (1 - \sigma) \nabla (u^\mu \nabla \eta) \cdot \nabla \eta \, dx$$

$$= \int_U (1 - \sigma) \nabla ((I + P)A\mu) \cdot \nabla (A\eta) \, dx.$$

Similarly, set $\tilde{F} : (L^2(U))^2 \to (H^1(D)/\mathbb{R})'$, $g \mapsto (v \mapsto \int_U (1 - \sigma) g \cdot \nabla v \, dx)$, whence

$$w^\mu = T \tilde{F} \nabla u^\mu \big|_U = T \tilde{F} G\mu$$

and the factorization (3.8a) holds for $S = (1 - \sigma)(I + \nabla T \tilde{F})$.

Lemma 3.9. The bilinear form $Q_{\sigma}$ is symmetric.

Proof. Let $\Phi : D \to B$ be a conformal map. Due to Theorem 3.5 and integration by substitution (cf. (A.1)),

$$Q_{\sigma}(\mu, \eta) = \int_D (1 - \sigma) \nabla w^\mu \cdot \nabla u^\eta \, dx = \int_B (1 - \tilde{\sigma}) \nabla u^\mu \cdot \nabla u^\eta \, dx,$$

where $\tilde{\sigma} = \sigma \circ \Phi^{-1}$ and $\tilde{\mu}, \tilde{\eta}$ are the weak Neumann boundary values of $w^\mu \circ \Phi^{-1}$ and $u^\eta \circ \Phi^{-1}$, respectively. By Lemma 3.3, this equals

$$\int_B (1 - \tilde{\sigma}) \nabla u^\mu \cdot \nabla u^\eta \, dx = \int_D (1 - \sigma) \nabla u^\mu \cdot \nabla u^\eta \, dx = Q_{\sigma}(\eta, \mu).$$
So far, we have shown that \( Q_{\sigma} \) is well-defined and bounded. However, it remains to prove that for each \( \mu \in \mathcal{C}_0(\partial D) \), there exists a unique \((\Lambda_{\sigma} - \Lambda_1)\mu \in \mathcal{C}(\partial D)/\mathbb{R}\) such that (2.6) is satisfied.

**Lemma 3.10** (continuity of \((\Lambda_{\sigma} - \Lambda_1)\mu\)). Let \( \mu \in \mathcal{C}_0(\partial D) \) and \( w^\mu \) be as in (3.1). Then \((\Lambda_{\sigma} - \Lambda_1)\mu = \gamma w^\mu \in \mathcal{C}(\partial D)/\mathbb{R}\).

**Proof.** Let \( \Phi, \tilde{\mu}, \) and \( \tilde{\sigma} \) be as in Theorem 3.5. Since \( w^\mu \) (as in (3.1) with \( D = B \) and \( \sigma = \tilde{\sigma} \)) is harmonic near the boundary \( \partial B \) and satisfies a homogeneous Neumann condition, \( w^\mu |_{\partial B} \in C^\infty(\overline{B \setminus U})/\mathbb{R} \) for some \( U \subseteq B \). By Theorem 3.5, \( w^\mu = w^\tilde{\mu} \circ \Phi \), where \( \Phi \in \mathcal{C}(\overline{D}) \). Therefore the trace coincides with the pointwise limit of a uniformly continuous function (equivalence class) \( w^\mu |_{\partial \Phi (\overline{U})} \) on the boundary \( \partial D \) and \( \gamma w^\mu \in \mathcal{C}(\partial D)/\mathbb{R} \).

For an arbitrary \( f \in \mathcal{C}_0(\partial D) \subset H^{\frac{1}{2}}(\partial D) \),

\[
\int_{\partial D} \gamma w^\mu f \, ds = \langle f, \gamma w^\mu \rangle = \int_D \sigma \nabla w^\mu \cdot \nabla u^f \, dx
= \int_D (1 - \sigma) \nabla u_1^\mu \cdot \nabla u^f \, dx = Q_\sigma(f, \mu) = Q_{\sigma}(\mu, f).
\]

It now follows from Theorem 3.8 and the weak* density of \( \mathcal{C}_0(\partial D) \) in \( \mathcal{C}_0^*(\partial D) \) that for any \( \eta \in \mathcal{C}_0^*(\partial D) \),

\[
\int_D \gamma w^\mu \, d\eta = \lim_{\eta_j \rightharpoonup \eta} \int_D \gamma w^\mu \eta_j \, ds = \lim_{\eta_j \rightharpoonup \eta} Q_\sigma(\mu, \eta_j) = Q_\sigma(\mu, \eta).
\]

Evaluating \( \int_{\partial D} (\Lambda_{\sigma} - \Lambda_1)\mu |_{\partial D} \, d(\delta_x - \delta_y) \) for all \( x, y \in \partial D \) also shows that \((\Lambda_{\sigma} - \Lambda_1)\mu : \partial D \to \mathbb{R} \) is unique up to a constant.

The continuity of \( \Lambda_{\sigma} - \Lambda_1 : \mathcal{C}_0(\partial D) \to \mathcal{C}(\partial D)/\mathbb{R} \), as well as (2.7), follow from Theorem 3.8, Lemma 3.9, and the boundedness of weak* convergent sequences.

### 3.3. Bisweep data.

It is known by Lemma 3.3 that, in the unit disk \( B \), Definition 2.3 coincides with the definition of bisweep data in [21]. The identity (2.9) follows directly from Theorem 3.5 and thus we are ready to state the following proof.

**Proof of Theorem 2.4.** Let \( \Phi \) be a conformal map from \( D \) to the unit disk \( B \) and \( \Gamma = \Phi(\Gamma) \). By [21, Corollary 2.3 and Remark 2.4], the knowledge of \( \zeta(\tilde{x}, \tilde{y}) \) for all \((\tilde{x}, \tilde{y}) \in \Gamma \times \Gamma \) determines the unit disk conductivity \( \tilde{\sigma} \) and \( \sigma \) is recovered as \( \tilde{\sigma} \circ \Phi \).

The cornerstones of these results are the solvability of the Calderón problem with full data [1] and the analyticity of bisweep data, which is also proved in [21]. For completeness, we will give a (slightly extended) proof of this fact, which will also be utilized in the proofs of Theorems 2.5 and 2.7. Here the “interior domain” factorization (3.8a) is utilized instead of the transmission-problem-based factorizations of the Neumann-to-Dirichlet map in [15], [22], [21], and [18].

**Theorem 3.11.** Let \( D = B \) be the unit disk and \( \delta(\theta) := \delta(\cos \theta, \sin \theta) \). The function

\[
\tilde{\omega}(\theta_1, \theta_2, \theta_3, \theta_4) = Q_\sigma(\delta(\theta_1) - \delta(\theta_2), \delta(\theta_3) - \delta(\theta_4))
\]

is (jointly) analytic in \( \mathbb{R}^4 \). Furthermore, it extends to a complex analytic function in \( V^4 \subset \mathbb{C}^4 \), where \( V = \{ z \in \mathbb{C} : |3z| < l \} \) for some \( l > 0 \).
Proof. Consider the function

\[ g(x, \theta, \phi) := \nabla_u \delta^{(\theta)}(\phi)(x) = -\frac{1}{\pi} \left[ \Re \left( \frac{\xi_x - e^{i\theta}}{|\xi_x - e^{i\theta}|^2} - \frac{\xi_x - e^{-i\theta}}{|\xi_x - e^{-i\theta}|^2} \right) \right. \]

\[ \left. \left. \Im \left( \frac{\xi_x - e^{i\theta}}{|\xi_x - e^{i\theta}|^2} - \frac{\xi_x - e^{-i\theta}}{|\xi_x - e^{-i\theta}|^2} \right) \right) \right], \]

where \( \xi_x = x_1 + ix_2 \). The ultimate step on the first line follows from a straightforward complexification of (3.6) in the case \( \Phi = \text{Id} \).

Let \( 0 < R < 1 \) be such that \( \text{supp}(1 - \sigma) \subseteq U := B_R(0) \). Set \( l = -\frac{1}{2} \log R \) and let \( V \) be as above. It is clear from the explicit representation (3.9) that each component of \( g(x, \cdot, \cdot) \) extends to a holomorphic function of \( \theta, \phi \in V \) when \( x \in U \). In particular, there exists an \( m > 0 \) such that \( |\xi_x - e^{i\theta}| > m \) and \( |\xi_x - e^{-i\theta}| > m \) for all \( \theta \in V, x \in U \). Hence the real and imaginary parts of \( g(\cdot, \theta, \phi) \) are in \( (L^2(U))^2 \).

The real-valued operator \( S \) in (3.8a) can be naturally complexified as \( S(u + iv) = Su + iSv \). Thus the extension of

\[ \tilde{\omega}(\theta_1, \theta_2, \theta_3, \theta_4) = \int_U g(x, \theta_1, \theta_2) \cdot (S_y g(y, \theta_3, \theta_4))(x) \, dx \]

to \( V^4 \) is well-defined.

It is apparent from the explicit representation (3.9) that for any \( \theta, \phi \in V \) and \( \eta \in \mathbb{C} \setminus \{0\} \) such that \( \theta + \eta \in V \), there exists a bound \( M > 0 \) so that the inequality

\[ \left| \frac{g(x, \theta + \eta, \phi) - g(x, \theta, \phi)}{\eta} - \frac{\partial g}{\partial \theta}(x, \theta, \phi) \right| \leq M|\eta| \]

holds for all \( x \in U \). As a result, for any bounded linear mapping \( L : (L^2(U))^2 \rightarrow (L^2(U))^2 \) (in particular, \( \text{Id} \) and \( S \)),

\[ \left\| \frac{(Lg(\cdot, \theta + \eta, \phi)) - (Lg(\cdot, \theta, \phi))}{\eta} - \left( L \frac{\partial g}{\partial \theta}(\cdot, \theta, \phi) \right) \right\|_{(L^2(U))^2} \]

\[ = \left\| L \left( \frac{g(\cdot, \theta + \eta, \phi) - g(\cdot, \theta, \phi)}{\eta} - \frac{\partial g}{\partial \theta}(\cdot, \theta, \phi) \right) \right\|_{L^2(U)} \leq \|L\|M\sqrt{U|\eta|}. \]

The same holds true for the other complex variable \( \phi \) of \( g \). This means that the operator \( (\theta, \phi) \mapsto Lg(\cdot, \theta, \phi) : V^2 \rightarrow (L^2(B))^2 \) is strongly holomorphic in both variables. (The complex partial derivative w.r.t. \( \theta \) is \( (\theta, \phi) \mapsto L(\frac{\partial g}{\partial \theta}(\cdot, \theta, \phi)) \).) Therefore the expression (3.10), which is a continuous bilinear form in \( (L^2(U))^2 \), is separately holomorphic in \( V \) with respect to each variable, while the others assume arbitrary fixed values in \( V \). The claim of joint holomorphy in \( V^4 \) follows from Hartog’s theorem [20, Theorem 2.2.8], and the analyticity in \( \mathbb{R}^4 \) follows via restriction. \( \square \)

By similar arguments (cf. [21]), one can prove the following.

**Corollary 3.12.** The mapping \( \tilde{\omega} : (\partial B)^4 \rightarrow \mathbb{R}^4 \),

\[ \tilde{\omega}(z_1, z_2, z_3, z_4) = Q_\sigma(\delta_{z_1} - \delta_{z_2}, \delta_{z_3} - \delta_{z_4}), \]

extends to a complex analytic function in some neighborhood of \( (\partial B)^4 \subset \mathbb{C}^4 \).
Together with (2.7), the next lemma proves Theorem 2.7.

**Lemma 3.13.** For any \( f, g \in \mathcal{C}_c(\partial D) \), it holds that

\[
Q_\sigma(f, g) = -\frac{1}{2} \iint_{\partial D \times \partial D} f(x)g(y)\varsigma(x, y) \, ds(x) \, ds(y).
\]

In addition,

\[
(3.11) \quad \varsigma_\sigma(x, y) = \lim_{N \to \infty} \sum_{i,k=1}^N \lambda_{ik} (\phi_k(x)\phi_i(x) - 2\phi_k(x)\phi_i(y) + \phi_k(y)\phi_i(y))
\]

uniformly in \( \partial D \times \partial D \), where \( \{\phi_i\}_{i=0}^\infty \) is a certain orthonormal basis for \( L^2(\partial D) \) and \( \lambda_{ij} = Q_\sigma(\phi_i, \phi_j) \), \( i, j = 1, 2, 3, \ldots \).

**Proof.** Let \( c_0 \in \mathcal{C}^\alpha([0, L]) \) be a natural parametrization of \( \partial D \), i.e., \( \int_{c_0((a,b))} ds = b-a \) for all \( 0 \leq a \leq b < L \). Denote by \( c \) the periodic continuation of \( c_0 \) to \( \mathcal{C}^\alpha(\mathbb{R}) \) and let

\[
\{\varphi_j(x)\}_{j=0}^\infty = \left\{ \frac{1}{\sqrt{L}} \sqrt{\frac{2}{L}} \cos \frac{2\pi x}{L}, \sqrt{\frac{2}{L}} \sin \frac{2\pi x}{L}, \sqrt{\frac{2}{L}} \cos \frac{4\pi x}{L}, \ldots \right\}
\]

be the standard trigonometric Fourier basis of \( L^2((0, L)) \).

Let \( \Phi : D \to B \) be a conformal map and \( \bar{\sigma} = \sigma \circ \Phi^{-1} \). Corollary 3.12 shows that the function \( \bar{w}(\bar{x}, \bar{y}, \bar{p}, \bar{q}) = Q_\sigma(\bar{\delta}_x - \bar{\delta}_y, \bar{\delta}_p - \bar{\delta}_q) \) is smooth (jointly analytic) on \( \partial B \times \partial B \times \partial B \times \partial B \). Thus

\[
\omega(x', y', p', q') := Q_\bar{\sigma}(\delta_{\varphi_j(x')}, \delta_{\varphi_j(y')}, \delta_{\varphi_k(p')}, \delta_{\varphi_l(q')})
\]

is Hölder continuous in \( \mathbb{R}^4 \) (because \( \Phi \in \mathcal{C}^\alpha(D) \)) and therefore the following four-dimensional Fourier series of \( \omega \), where \( \varphi_{ijkl}(x', y', p', q') = \varphi_i(x')\varphi_j(y')\varphi_k(p')\varphi_l(q') \), converges uniformly [13]:

\[
\omega = \lim_{N \to \infty} \sum_{i,j,k,l=0}^N \varphi_{ijkl} \int_{(0,L)^4} \varphi_{ijkl} \omega \, dt^4.
\]

Now set \( \phi_j = \varphi_j \circ \sigma_0^{-1} \). By Theorem 3.5, Lemma 3.10, and definition (2.8),

\[
w(x, y, p, q) = \omega(c_0^{-1}(x), c_0^{-1}(y), c_0^{-1}(p), c_0^{-1}(q)) = w^{p,q}(x) - w^{p,q}(y),
\]

where \( w^{p,q} \in \mathcal{C}_c(\partial D) \) denotes the continuous representative of the Dirichlet trace \( \gamma w^{p,q} - \delta_\varsigma \) with zero mean and \( w^{p,q} - \delta_\varsigma \) is as in (3.1).

Similarly, let \( w_i \) denote the representative of \( \gamma w^{\phi_i} \) with zero mean. By Theorem 2.2 and Lemma 3.10, \( \int_{\partial D} w^{p,q}\phi_i \, ds = w_i(p) - w_i(q) \) and \( \lambda_{ij} = \lambda_{ji} = \int_{\partial D} w_i \phi_j \, ds \).
for all \( i, j = 0, 1, 2, \ldots \) if one sets \( \lambda_{0i} = \lambda_{j0} = 0 \). Define \( \phi_{ij}, \phi_{ijk}, \phi_{ijkl} \) like \( \varphi_{ijkl} \) above. Then

\[
\int_{(0,L)^4} \varphi_{ijkl} \omega \, dt^4 = \int_{(\partial D)^4} \phi_{ijkl} w \, ds^4
\]

\[= \int_{(\partial D)^3} \phi_{ijkl} \int_{\partial D} \left( w^{p,q}(x) - w^{p,q}(y) \right) \phi_i(x) \, ds(x) \, ds^3 \]

\[= \int_{(\partial D)^3} \phi_{ijkl} \left( \int_{\partial D} w^{p,q} \phi_i \, ds - \delta_{i0} w^{p,q}(y)L^\frac{1}{2} \right) \, ds^3 \]

\[= \int_{(\partial D)^3} \phi_{ijkl} \left( \left( w_i(p) - w_i(q) \right) - \delta_{i0} w^{p,q}(y)L^\frac{1}{2} \right) \, ds^3 \]

\[= \int_{(\partial D)^2} \phi_i \left( \delta_{j0}(w_i(p) - w_i(q)) - \delta_{i0} (w_j(p) - w_j(q)) \right) L^\frac{1}{2} \, ds^2 \]

\[= \int_{\partial D} \phi_i \left( \delta_{j0}(\lambda_{ik} - \delta_{k0} L^\frac{1}{2} w_i(q)) - \delta_{i0} (\lambda_{jk} - \delta_{k0} L^\frac{1}{2} w_j(q)) \right) L^\frac{1}{2} \, ds \]

\[= (\delta_{j0}(\delta_{i0} \lambda_{ik} - \delta_{k0} \lambda_{il}) - \delta_{i0}(\delta_{i0} \lambda_{jk} - \delta_{k0} \lambda_{ji})) L, \]

where \( \delta_{ij} \) is the Kronecker delta.

Inserting the above expression into

\[\zeta_{\sigma}(x, y) = w(x, y, x, y) = \lim_{N \to \infty} \sum_{i,j,k,l=0}^{N} \phi_i(x) \phi_j(y) \phi_k(x) \phi_l(y) \int_{(0,L)^4} \varphi_{ijkl} \omega \, dt^4\]

and simplifying yields (3.11) and the limit is uniform in \( \partial D \times \partial D \).

As a result,

\[
\iint_{\partial D \times \partial D} \zeta_{\sigma}(y, z) f(y) g(z) \, ds(y) \, ds(z) = -2 \lim_{N \to \infty} \sum_{i,j=1}^{N} \lambda_{ij} \int_{\partial D} \phi_i f \, ds \int_{\partial D} \phi_j g \, ds
\]

\[= -2 \lim_{N \to \infty} \int_{\partial D} \left( \sum_{i=1}^{N} \phi_i \int_{\partial D} \phi_i f \, ds \right) \times \left( \Lambda_{\sigma} - \Lambda_1 \right) \left( \sum_{j=1}^{N} \phi_j \int_{\partial D} \phi_j g \, ds \right) \, ds\]

\[= -2 \int_{\partial D} f \left( (\Lambda_{\sigma} - \Lambda_1) g \right) \, ds,
\]

where the last equality follows from the boundedness of \( \Lambda_{\sigma} - \Lambda_1 : L^2(\partial D) \to L^2(\partial D)/\mathbb{R} \) and the fact that \( \sum_{i=1}^{N} \phi_i \int_{\partial D} \phi_i f \, ds \to f \) in \( L^2(\partial D) \) for any \( f \in L^2(\partial D) \).

The analyticity of the “four-electrode function” \( \tilde{\omega} \) can be combined with the conformal mapping property of point current patterns, which yields the new data result, as follows.

**Proof of Theorem 2.5.** Let \( \Phi : D \to B \) be a conformal map. For an arbitrary branch of the complex logarithm, set \( \Gamma = -i \log \Phi(\Gamma) \subset \mathbb{R} \), \( \Xi = -i \log \Phi(\Xi) \subset \mathbb{R} \). By Theorem 3.5, the measurements (2.8) determine the quantity \( \tilde{\omega}(\theta, \theta_0, \phi, \phi_0) \), defined in Theorem 3.11, for all \( \theta, \theta_0 \in \Gamma \), \( \phi, \phi_0 \in \Xi \).
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Let \( \theta_0 \in \Gamma, \phi_0 \in \Xi \) be arbitrary and \( \theta_1, \phi_1 \) be some accumulation points of \( \Gamma \) and \( \Xi \), respectively. As in [21], for any integers \( j, k \geq 1 \), it holds that

\[
\frac{\partial^j}{\partial t^j} \frac{\partial^k}{\partial \phi^k_1} \omega(\theta_1, \theta_0, \phi_1, \phi_0) = (\delta^{(j)}_{\phi_1}, (\Lambda_{\theta} - \Lambda_1)\delta^{(k)}_{\phi_1})
\]

where \( \delta^{(j)}_{\phi_1} : f \mapsto \frac{d^j}{dt^j} f(e^{i\phi}) \) and \( \Lambda_{\theta} - \Lambda_1 : H_0^1(\partial B) \to H^1(\partial B)/\mathbb{R} \) is as in Lemma 3.3 for some sufficiently large \( s \). Furthermore, the values of the partial derivatives on the left-hand side are revealed by the measurements.

Due to the analyticity of \((\Lambda_{\theta} - \Lambda_1)\delta^{(k)}_{\phi_1} \in \mathcal{C}^\infty(\partial B)/\mathbb{R} \), this also determines \((\delta^{(j)}_{\phi_1}, (\Lambda_{\theta} - \Lambda_1)\delta^{(k)}_{\phi_1}) \) for all \( j, k \geq 1 \). By [21, Theorem 2.2], Theorem 2.7 and (2.9), this yields \( \Lambda_{\theta} - \Lambda_1 : H_0^{1/2}(\partial D) \to H^{1/2}(\partial D)/\mathbb{R} \). Since \( \Lambda_1 \) is known a priori, one recovers \( \sigma \in L^\infty(D) \) from \( \Lambda_{\theta} \) by [1].

**Lemma 3.14** (approximation of measures by continuous functions). Let \( \mu \in \mathcal{C}^\prime(\partial D) \) be arbitrary and \( V \) any relatively open subset of \( \partial D \) such that \( \text{supp} \mu \subset V \). Then there exists a sequence \( \{\mu_j\} \subset \mathcal{C}_c(V) \) such that \( \mu_j \overset{w}{\to} \mu \).

**Proof.** Using a parametrization of \( \partial D \) and convolution with mollifiers in \( \mathbb{R} \) (cf., e.g., [30, section 1.1.5], [34, section 2.1.3]), one can construct a sequence \( \{\mu_j\} \subset \mathcal{C}(\partial D) \) such that \( \mu_j \overset{w}{\to} \mu \). Let \( \alpha V \in \mathcal{C}(V) \) be such that \( \text{supp}(\alpha V - 1) \cap \text{supp} \mu = \emptyset \) and set \( C_j = -\int_{\partial D} \alpha V \mu_j \, ds / \int_{\partial D} \alpha V \, ds \). Then \( \mu_j = (\mu_j + C_j)\alpha V \) has the claimed properties. \( \square \)

The measurements (2.8) can be interpreted as follows: Let \( x, y, p, q \in \partial D \) be arbitrary. There exist sequences \( \{f_j\}, \{g_j\} \subset \mathcal{C}_c(\partial D) \) such that \( f_j \overset{w}{\to} \delta_x - \delta_y, \quad g_j \overset{w}{\to} \delta_p - \delta_q \). Due to (2.7),

\[
w(x, y, p, q) = \lim_{j \to \infty} \langle f_j, (\Lambda_{\sigma} - \Lambda_1)g_j \rangle,
\]

where

\[
\langle f_j, (\Lambda_{\sigma} - \Lambda_1)g_j \rangle = \langle f_j, \Lambda_{\sigma}g_j \rangle - \langle f_j, \Lambda_1g_j \rangle,
\]

and \( \langle f_j, \Lambda_1g_j \rangle \) does not depend on \( \sigma \) but only the shape of \( D \) and is thus known a priori. Notice also that, by Lemma 3.14, the sequences may be chosen so that \( \{f_j\} \subset \mathcal{C}_c(V), \{g_j\} \subset \mathcal{C}_c(W) \), which yields Corollary 2.6.

**4. Reconstruction of \( \sigma \) from bisweep data.**

**4.1. Reconstruction method.** Given a conformal map \( \Phi : D \to B \) one can compute a reconstruction of the unit disk conductivity \( \tilde{\sigma} = \sigma \circ \Phi^{-1} \) from the bisweep data \( \varsigma_{\Phi} \) and map it back to \( D \) using \( \Phi^{-1} \). Due to (2.9), \( \varsigma_{\Phi} \) can be computed from \( \varsigma_{\Phi}. \)

In addition, Theorem 2.7 provides means for converting between bisweep data and the relative Neumann-to-Dirichlet map \( \Lambda_{\sigma} - \Lambda_1 : L^2_\partial(D) \to L^2(\partial D)/\mathbb{R} \). However, there are some subtleties concerning discretization and relationship to electrode measurements in this approach.

We consider the setting where \( \Phi : D \to B \) is a conformal map, \( \bar{x}_1, \ldots, \bar{x}_n \in \partial B \) equispaced points, and the bisweep data \( \varsigma_{\phi} = \varsigma(x, x_j) \) are given for all \( i, j = 1, \ldots, n \), where \( x_j := \Phi^{-1}(\bar{x}_j) \). From a practical point of view, this approximates a measurement where one can select the positions \( x_1, \ldots, x_n \) of \( n \) electrodes on the boundary \( \partial D \) of the object according to a predefined pattern and then conduct the (relative) EIT measurements (cf. [17]). However, unlike in smooth domains, in piecewise smooth
By (2.9), the discrete bisweep data $c_{ij}$ correspond to the unit disk data $c_\sigma$ sampled on the regular grid $\{\hat{x}_1,\ldots,\hat{x}_n\} \times \{\hat{x}_1,\ldots,\hat{x}_n\}$ and, due to Theorem 2.7, their discrete two-dimensional Fourier coefficients

$$c_{ij} := \sum_{k,l=1}^{n} \frac{4\pi^2}{n^2} \phi_i(\hat{x}_i)\phi_j(\hat{x}_k)c_{kl}, \quad 1 \leq i, j \leq n - 1,$$

with respect to (for example) the basis

$$\{\phi_i((\cos \theta, \sin \theta))\}_{i=0}^{n-1} = \left\{ \frac{1}{\sqrt{2\pi}}, \sqrt{\frac{1}{\pi}} \cos \theta, \sqrt{\frac{1}{\pi}} \sin \theta, \sqrt{\frac{1}{\pi}} \cos(2\theta), \ldots \right\}$$

can be used to approximate

$$\hat{\lambda}_{ij} = Q_\sigma(\phi_i, \phi_j) = \langle \phi_j, (\Lambda_\sigma - \Lambda_1)\phi_i \rangle$$

as $\hat{\lambda}_{ij} \approx -\frac{1}{\pi}c_{ij}$. Now one can compute a reconstruction of the conductivity $\sigma$ in arbitrary points $y_1, \ldots, y_m \in D$ by reconstructing $\hat{\sigma}$ in $\Phi(y_1), \ldots, \Phi(y_m)$ from the approximate matrix representation $[\hat{\lambda}_{ij}]_{i,j=1,\ldots,n-1}$ of the relative Neumann-to-Dirichlet map for the unit disk conductivity $\hat{\sigma}$. In the following numerical examples, the unit disk reconstruction is done using the factorization method (see section 4.2 below), which aims to recover the support of the inclusions $1 - \hat{\sigma}$.

**Remark 4.1.** If the discrete measurement on $\partial D$ does not correspond to bisweep data but is (interpreted as), for example, $\lambda_{ij}, i, j = 1, \ldots, n - 1$ (cf. (4.1)), then one could compute an approximation of $c_{ij}$ by truncating the series (3.11). If the data can be interpreted as a general measurement with $n$ point electrodes, that is,

$$m_{ij} = Q_\sigma \left( \sum_{k=1}^{n} \alpha_{ik}\delta_{x_k}, \sum_{l=1}^{n} \beta_{jl}\delta_{x_l} \right),$$

where $\alpha_1, \ldots, \alpha_{n-1} \in \mathbb{R}^n$ and $\beta_1, \ldots, \beta_{n-1} \in \mathbb{R}^n$ are linearly independent sets of mean-free vectors, then one can compute $c_{ij}$ from $m_{ij}$ by solving a system of linear equations.

**4.2. Factorization method.** In this section, a numerical method for locating the inhomogeneities in $\hat{\sigma} \in L^\infty(B)$ (similar to that in, e.g., [19] and [28]) is presented. A theoretical result behind the method—originally from Kirsch [26]—is stated for completeness, but all further analysis is omitted. The applicability is demonstrated by the numerical examples in section 4.3. For proofs and other properties of the factorization method, refer to, e.g., [4], [5], [16], [12], [28], [19].

Assume $\Omega \subset B$ is such that $B\setminus \overline{\Omega}$ is connected and $\hat{\sigma} \in L^\infty(B)$ satisfies

$$0 < c \leq \hat{\sigma} \leq C < 1 \quad \text{a.e. in } \Omega, \quad \hat{\sigma} = 1 \quad \text{in } B\setminus \overline{\Omega}.$$

Let $\{v_k\} \subset L^2(\partial B)$ be orthonormal eigenfunctions and $\{\lambda_k\} \subset \mathbb{R}$ the corresponding eigenvalues of the compact operator $\Lambda_\hat{\sigma} - \Lambda_1 : L^2(\partial B) \to L^2(\partial B)/\mathbb{R}$:

$$(\Lambda_\hat{\sigma} - \Lambda_1)v_k = \lambda_k v_k + \mathbb{R}, \quad k = 1, 2, 3, \ldots.$$
Denote \( g_{z,d} : \partial B \to \mathbb{R} \) [4],
\[
g_{z,d}(x) = d \cdot \nabla_z N(z, x) = \frac{1}{\pi} \frac{(z - x) \cdot d}{|z - x|^2},
\]
where \( z \in B, d \in \partial B \subset \mathbb{R}^2 \), and \( N \) is given by (2.5).

**Theorem 4.2** (factorization method). *Let \( d \in \partial B \) be arbitrary. For any \( z \in B \setminus \partial \Omega \), \( z \in \Omega \) if and only if *
\[
(4.3) \quad f_d(z) := \frac{1}{\|g_{z,d}\|_{L^2(\partial B)}} \sum_{k=1}^{\infty} \left| \int_{\partial B} g_{z,d} v_k \ ds \right|^2 \frac{1}{|\lambda_k|} < \infty.
\]

This is applied as the following algorithm for reconstructing the inclusion \( \Omega \) from the (approximate) measurements (4.1). First, choose a reconstruction order \( M < n \) and compute the singular value decomposition
\[
L v_k = \sigma_k u_k, \quad L^T u_k = \sigma_k v_k, \quad k = 1, \ldots, M,
\]
of the \( M \times M \) matrix \( L = [\tilde{\lambda}_{ij}]_{i,j=1}^{M} \) that depicts the relative Neumann-to-Dirichlet map \( \Lambda_{\sigma} - \Lambda_1 \) in a finite trigonometric basis. The truncation
\[
\tilde{f}_d(z) = \frac{\sum_{k=1}^{M} |g^T v_k|^2 / |\sigma_k|}{\sum_{k=1}^{M} |g^T v_k|^2},
\]
where \( g = [g_1, \ldots, g_M] \) is a vector of Fourier coefficients of \( g_{z,d} \) in the same basis, is used to “approximate” (4.3). The reconstruction is given by \( \tilde{\Omega} = \{ z \in B : \text{Ind}(z) < C_\infty \} \) for some cutoff value \( C_\infty > 0 \) of the function
\[
(4.4) \quad \text{Ind}(z) = \sum_{k=1}^{N_d} \tilde{f}_{d_k}(z) / N_d,
\]
where some (odd) number \( N_d \) of equispaced points \( d_k, k = 1, \ldots, N_d \), are used as the dipole directions to reduce artifacts (cf. [28]).

Selecting a good value for \( C_\infty \) can be difficult in practice. For convenience, we choose the usual alternative approach of plotting several different contours of the function \( \text{Ind} \) in each reconstruction, which aims to provide qualitative information on the shape, size, and location of \( \Omega \).

**4.3. Numerical examples.** In the following examples, the domain \( D \) is a polygon, which contains an inhomogeneity defined by
\[
\sigma(x) = \begin{cases} 
\kappa_i & \text{if } x \in \Omega_i, \\
1 & \text{otherwise},
\end{cases}
\]
where \( 0 < \kappa_i < 1 \) and the simply connected inclusions \( \Omega_j \subset\subset D, i = 1, \ldots, N_{inc} \), are strictly separated, whence (1.3) and (4.2) are satisfied.

Approximate bisweep data are computed numerically from (2.4) and (3.8b), where the operators \( A \) and \( P \) have been discretized using the finite element method. In more detail, the simulation is carried out as follows:
1. Construct a triangular finite element mesh (e.g., Figure 1(a)) with nodes \( z_1, \ldots , z_N \in \mathcal{D} \) and a corresponding piecewise linear basis \( \{ \varphi_j \}_{j=1}^N \subset \mathcal{C}(\mathcal{D}) \) such that each basis function \( \varphi_j \) is supported on the triangles that are adjacent to mesh node \( z_j \). Define

\[
I_\Omega = \{ j : \text{supp}(\varphi_j) \cap \Omega \neq \emptyset \} \subset \{ 1, \ldots , N \}
\]

and \( U = \bigcup_{j \in I_\Omega} \text{supp}(\varphi_j) \). Also compute the stiffness matrices

\[
(K_\sigma)_{ij} = \int_D \sigma \nabla \varphi_i(x) \cdot \nabla \varphi_j(x) \, dx, \quad i, j = 1, \ldots , N,
\]

and \( K_{1-\sigma} \in \mathbb{R}^{N \times N} \).

2. For all \( x, y \in \{ x_1, \ldots , x_n \} \subset \partial D \), compute

\[
u_j^{x,y} = A(\delta_x - \delta_y)(z_j) = N(\Phi(z_j), \Phi(x)) - N(\Phi(z_j), \Phi(y))
\]

for each \( j \in I_\Omega \) and set \( u_j^{x,y} = 0 \) for all \( j \not\in I_\Omega \). This defines a finite element approximation \( \tilde{\nu}^{x,y} = \sum_{i=1}^{N} u_j^{x,y} \varphi_j \) of \( A(\delta_x - \delta_y) \). Denote \( u_{x,y} = [u_1^{x,y}, \ldots , u_N^{x,y}]^T \).

3. A finite element approximation \( \tilde{\nu}^{x,y} = \sum_{j=1}^{N} w_j^{x,y} \varphi_j \) of \( P\tilde{\nu}^{x,y} \) can be solved from the linear system

\[
K_\sigma u_{x,y} = K_{1-\sigma} u_{x,y}
\]

and \( \varsigma_{ij} = \varsigma(x,y), \ x = x_i, \ y = x_j \) can be computed from (3.8b) as

\[
\varsigma_{ij} = u_{x,y}^T K_{1-\sigma} (u_{x,y} + w_{x,y}).
\]

In the examples below, these computations were done in MATLAB and the conformal map \( \Phi \) was computed using the Schwartz–Christoffel toolbox [9].

Remark 4.3. It is also possible to simulate the data by first computing \( \tilde{\sigma} = \sigma \circ \Phi^{-1} \), then computing \( \varsigma_\Omega \) as described in, for example, [15], and finally mapping the result back to \( D \) in order to obtain \( \varsigma_\Omega \). This approach, which is also the theoretical basis of the reconstruction method, is not taken in order to avoid an obvious inverse crime [7]. In the chosen alternative procedure, the numerical conformal map \( \Phi \) that is used for reconstruction is employed only in the simulation of \( u_1|_{U} \).

In the following numerical examples, the domain \( D \) is a nonconvex polygon depicted in Figures 1 and 2. There are two inclusions, a disk and a rectangle, both of which have the conductivity \( \kappa_1 = \kappa_2 = \frac{1}{2} \). A conformal map \( \Phi : D \to B \), uniquely determined after fixing the preimages of points 0 and 1 as shown in Figures 1(c) and 1(d), is constructed using the Schwartz–Christoffel toolbox and \( n \) point electrodes are positioned as \( x_j = \Phi^{-1}(\tilde{x}_j) \), where \( \tilde{x}_j \) are equispaced on \( \partial B \). We use \( N_d = 15 \) dipole directions for (4.4) in both examples.

Example 4.4. In the first simulation, a high number \( n = 128 \) of point electrodes is used. The positions of the inclusions and the electrodes are shown in Figure 1(d). The unit disk phantom \( \tilde{\sigma} = \sigma \circ \Phi^{-1} \in L^\infty(B) \) and \( \tilde{x}_j \) are depicted in Figure 1(c). Discrete bisweep data \( \varsigma_{ij} = \varsigma_\sigma(x_i, x_j), \ i, j = 1, \ldots , n \) (shown in Figure 1(b)), are computed as described above.

No artificial noise is added to the simulation and the reconstruction is conducted with a high order of \( M = 64 \) singular values. The result, a contour plot of the function
Fig. 1. Simulation of and reconstruction from noiseless discrete bisweep data (Example 4.4).

Example 4.5. In the second example, the number of electrodes is reduced to $n = 16$ and artificial errors are generated as follows. The vertices of the domain are perturbed slightly, which yields a new domain $D'$. Perturbed electrode positions $x'_j \in \partial D'$ are computed by selecting the closest point to $x_j$ on $\partial D'$ and adding a small perturbation. Bisweep data $\varsigma'_{ij} = \varsigma_{\sigma'}(x'_i, x'_j)$ are computed and extra noise (normally distributed with standard deviation of $\frac{1}{100} \max |\varsigma'_{ij}|$) is added to simulate measurement error. The conductivity $\sigma' \in L^\infty(D')$ is defined so that $\sigma' = \sigma$ in $D' \cap D$ and $\sigma' = 1$ in $D' \setminus D$.

Reconstruction is then carried out as above but in the incorrect (or ideal) domain $D$ and for the incorrect electrode positions $x_j$, as if $\varsigma'_{ij} = \varsigma_{ij}$. This simulates the effect of slight misplacement of electrodes and error in modeling the domain (while,
(a) Sweep data $\varsigma'_2(x'_1, \cdot)$ (solid line, dots sampled at $x'_2, \ldots, x'_n$, square at $x'_1$), sweep data $\varsigma_1(x_1, \cdot)$ (dashed), and $(x_j, \varsigma'_1)$ (x). The noisy data equals that of Figure (b).

(b) Geometry: $\partial D'$ and inclusion boundaries (solid), $\partial D$ (dashed); electrodes: $x_1, \ldots, x_n$ (circles), $x'_1$ (square), and $x'_2, \ldots, x'_n$ (dots); and reconstruction (gray levels).

(c)

(d)

(e)

(f)

Fig. 2. (b)–(f): Reconstructions $\text{Ind}(z)$, $z \in D$, computed from noisy data (Example 4.5). The logarithmically spaced contour levels shown in (b) are used in all images.
however, still having true relative data). A lower order of $M = 12$ singular values is used.

Figures 2(b)–2(f) show the reconstructions from five different noisy samples. Geometry error and electrode misplacement are illustrated as described under Figure 2(b). The effect of these errors, and the extra noise level, in data is visualized in Figure 2(a), which matches the noisy data corresponding to Figure 2(b). This is done with the aid of sweep data [15], a restriction of bisweep data where one variable is fixed.

In Figure 2(a), the dashed line is the sweep data $\psi(x_1, \Phi_D^{-1}(e^{i\theta}))$, $\theta \in [0, 2\pi)$ of the ideal domain $D$, and it corresponds to the data on the $i$-axis (and $j$-axis) of Figure 1(b). The solid line is $\psi'(x'_i, \Phi_D^{-1}(e^{i\theta}))$ and it illustrates the effect of the geometry error. On the solid line, the values of $\theta$ corresponding to the actual electrode positions $x'_j$ are marked and the matching values of $\psi_\sigma$ are the discrete data without extra noise. In addition, the discrete noisy data $\psi'_{1j}$ are plotted at values of $\theta$ corresponding to the ideal electrode positions $x_j$.

Approximate inclusion locations are recovered. Also notice the packing of electrodes near the nonconvex corner, which poses an obvious problem for the applicability of this method in practice.

5. Discussion and concluding remarks. The concepts of point electrodes [17] and, in particular, bisweep data [21] were generalized from smooth to piecewise $C^{1,\alpha}$ smooth plane domains. This was achieved by introducing a generalized relative Neumann-to-Dirichlet map, whose properties were studied with the help of conformal maps, the Laplace equation with measure Neumann boundary values [27], and distributional Neumann problems in smooth domains [21], [18].

New partial data results for the Calderón problem were obtained in Theorem 2.5 and Corollary 2.6, based on [21] and the full data result [1]. Instead of assuming a priori (interior) smoothness from the conductivity $\sigma$ (as in [25]), boundary homogeneity (1.3b) is assumed. In some applications, (1.3b) may be well-founded. For instance, if a homogeneous medium is screened for hidden defects, it might be reasonable to assume boundary homogeneity, but a priori assumption on the smoothness of the defects (such as cracks or air bubbles in concrete) could be unrealistic.

The regularity assumptions for the considered plane domains $D$ is due to Theorem 3.5. The proof technique based on Theorem A.2 and weak solutions $u$ in $W^{1,1}$ appears to fail in less regular domains. The other theorems seem to remain valid in general Lipschitz domains if the weak conductivity equation is defined appropriately. In this paper, only isotropic (i.e., scalar) conductivities were studied, but there seems to be no reason why the results presented here would not have useful counterparts in the anisotropic case too.

It was also demonstrated how point-electrode-based methods could be used in numerical EIT, and the notion of bisweep data enables applying unit-disk-based algorithms in piecewise smooth (polygonal) domains. In this paper, only the factorization method was considered, but the same approach could be applied to other methods as well. It should be noted that there are also other means of applying the factorization method in nonsmooth domains, for example, [28].

The applicability of these point-electrode-based numerical methods depends on the availability of relative data [17] or very accurate knowledge of the background map $\Lambda_1$, both of which are questionable assumptions in practice. However, theoretically less-studied concepts such as frequency-difference measurements [19] could be used to overcome the problem. This involves analysis of the conductivity equation with
complex $\sigma$ and such counterparts of the results presented in this paper are left for future studies.

Appendix A. Conformal maps in piecewise smooth domains. Theorem A.2 shows how any piecewise $C^{1,\alpha}$ smooth plane domain can be conformally mapped to the unit disk $B$ through an intermediate (piecewise smooth) domain $D'$ so that the maps $D' \to D$ and $D' \to B$ are $C^{1,\beta}$ smooth. This is based on how piecewise smooth domains transform under fundamental conformal maps $z \mapsto z^\alpha$, as stated by Lemma A.1. Lemma A.3 justifies the use of conformal transplantation with weak Neumann problems.

**Lemma A.1.** Let $\alpha \in (0, 2)$ and $D$ be a piecewise $C^{1,\beta}$ smooth plane domain such that $0 \in \partial D$ and the mapping $z \mapsto z^\alpha$ (with some branch cut) is continuous and injective in $\partial D$. The mapped domain $D^\alpha$ is piecewise $C^{1,\beta'}$ smooth for $\beta' = \min(\beta, \beta/\alpha) > 0$. Moreover, if $D$ has an internal angle of $\gamma$ at $0$ and $\alpha = \frac{\gamma}{\pi}$, then $D^\alpha$ is $C^{1,\beta'}$ smooth near the origin.

The above can be proved easily using a natural parametrization of the boundary $\partial D$.

**Theorem A.2.** Let $D$ be a piecewise $C^{1,\alpha}$ smooth plane domain and $\Phi : D \to B$ a conformal map. There exists a piecewise $C^{1,\alpha'}$ smooth plane domain $D'$ and conformal maps $\Phi_1 : D' \to B$, $\Phi_2 : D' \to D$ such that $\Phi_1 \in C^{1,\alpha'}(\partial D')$ for some $\alpha' > 0$, $\Phi_2 \in C^{1,\alpha'}(\partial B')$, and $\Phi = \Phi_1 \circ \Phi_2$.

**Proof.** The domain $D'$ can be constructed as follows. Pick a corner $x \in \partial D$ with a reflex internal angle $\gamma > \pi$ (if any) and some point $x'$ outside $\partial D$ such that the line segment between $x$ and $x'$ does not intersect $D$. The conformal map $z \mapsto 1/(z - x') \in C^\infty(\partial D)$ yields a piecewise $C^{1,\alpha}$ smooth domain $D_1$ with an internal angle $\gamma$ at $x = 1/(x - x')$, and there exists an open ray from $x$ to infinity that does not intersect $\partial D$. Using this ray as a branch cut, one may apply the transformation $z \mapsto (z - x)^{1/2}$, which yields a domain $D_0$ that is piecewise $C^{1,\alpha}$ smooth and has one reflex angle less than $D$. This process may be repeated until no internal angle is reflex. The resulting domain is $D'$, and the chained (inverse) transformation $\Phi_2$ is $C^\infty(\partial D')$ by explicit construction.

A conformal map $\tilde{\Phi} : D' \to B$ can be constructed as a composition $\Phi_3 \circ \Phi_4 =: \Phi_3 \circ \tilde{\Phi}_m \circ \cdots \circ \Phi_1$, where $\Phi_j : D'_{j-1} \to D'_j$,

$$\Phi_j(z) = (\phi_j(z))^{\gamma_j}, \quad \phi_j \in C^\infty(D'_j), \quad j = 1, \ldots, m,$$

straighten the angles $\gamma_j < \pi$ of $D' =: D'_0$. Thus, for some $\alpha' > 0$, $\Phi_4 \in C^{1,\alpha'}(\partial D')$, and the map $\Phi_4 \in C^{1,\alpha'}(\partial D'_m)$ transforms the resulting $C^{1,\alpha'}$ smooth domain to the unit disk $B$ (cf. [35, sections 3.3 and 3.4]).

Finally, any conformal map $\Psi : D \to B$ satisfies $\Phi = M \circ \Psi$, where $M \in C^\infty(\partial D)$ is a Möbius transformation, which shows that $\Phi = M \circ \tilde{\Phi} \circ \Phi_2^{-1} =: \Phi_1 \circ \Phi_2^{-1}$ is as claimed.

**Lemma A.3.** Let $f, g \in H_{loc}^1(\tilde{D})$ be such that $\nabla f : \nabla g \in L^1(\tilde{D})$. Define $f = \tilde{f} \circ \Phi$, $g = \tilde{g} \circ \Phi$, and $\sigma = \tilde{\sigma} \circ \Phi$, where $\Phi : D \to \tilde{D}$ is conformal, $D$, $\tilde{D}$ Lipschitz, and $\sigma \in L^1(\tilde{D})$. Then $\nabla f : \nabla g \in L^1(D)$ and

$$\int_D \sigma \nabla f : \nabla g \, dx = \int_{\tilde{D}} \tilde{\sigma} \nabla \tilde{f} : \nabla \tilde{g} \, dx.$$
Proof. Let \( D_\epsilon = \{ x \in D : \text{dist}(x, \partial D) > \epsilon \} \). Clearly \( \Phi|_{D_\epsilon} \in C^\infty(D_\epsilon) \) for all \( \epsilon > 0 \) and thus

\[
\int_{D_\epsilon} |\sigma \nabla f \cdot \nabla g| \, dx = \int_{D_\epsilon} |(\partial \circ \Phi) \nabla(\tilde{f} \circ \Phi) \cdot \nabla(\tilde{g} \circ \Phi)| \, dx
\]

\[
= \int_{D_\epsilon} |(\partial \circ \Phi)(J_\Phi J_\Phi^T(\nabla \tilde{f}) \circ \Phi) \cdot (\nabla \tilde{g} \circ \Phi)| \, dx
\]

\[
= \int_{\Phi(D_\epsilon)} \left| (\det J_\Phi \circ \Phi^{-1}) \partial \nabla \tilde{f} \cdot \nabla \tilde{g} \right| |\det J_\Phi^{-1}| \, dx
\]

\[
= \int_{\Phi(D_\epsilon)} |\partial \nabla \tilde{f} \cdot \nabla \tilde{g}| \, dx,
\]

where \( J_\Phi : D \to \mathbb{R}^{2 \times 2} \) denotes the Jacobian of \( \Phi \) (interpreted as a mapping \( D \subset \mathbb{R}^2 \to \mathbb{R}^2 \)). Since \( \Phi \) is conformal, \( J_\Phi J_\Phi^T = J_\Phi^T J_\Phi = (\det J_\Phi)I = (\det J_\Phi^{-1} \circ \Phi)^{-1}I \).

The monotone convergence theorem yields \( \|\sigma \nabla f \cdot \nabla g\|_{L^1(D)} = \|\partial \nabla \tilde{f} \cdot \nabla \tilde{g}\|_{L^1(D)} \).

Similarly to (A.1), it holds that \( \int_{D_\epsilon} \sigma \nabla f \cdot \nabla g \, dx = \int_{\Phi(D_\epsilon)} \partial \nabla \tilde{f} \cdot \nabla \tilde{g} \, dx \) and the claim follows from Lebesgue’s dominated convergence theorem. \( \square \)
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