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ABSTRACT: Systematic atomistic studies of surface reactivity for
amorphous materials have not been possible in the past because of the
complexity of these materials and the lack of the computer power
necessary to draw representative statistics. With the emergence and
popularization of machine learning (ML) approaches in materials
science, systematic (and accurate) studies of the surface chemistry of
disordered materials are now coming within reach. In this paper, we
show how the reactivity of amorphous carbon (a-C) surfaces can be
systematically quantified and understood by a combination of ML
interatomic potentials, ML clustering techniques, and density
functional theory calculations. This methodology allows us to process
large amounts of atomic data to classify carbon atomic motifs on the
basis of their geometry and quantify their reactivity toward hydrogen- and oxygen-containing functionalities. For instance, we
identify subdivisions of sp and sp2 motifs with markedly different reactivities. We therefore draw a comprehensive, both
qualitative and quantitative, picture of the surface chemistry of a-C and its reactivity toward −H, −O, −OH, and −COOH.
While this paper focuses on a-C surfaces, the presented methodology opens up a new systematic and general way to study the
surface chemistry of amorphous and disordered materials.

I. INTRODUCTION

Understanding the surface chemistry of amorphous and
disordered materials is a crucial step toward the rational
design of cost-effective, tailor-made materials with targeted
electrocatalytical properties. This has ramifications for the
realms of biocompatible sensing applications,1 nanoelec-
tronics,2,3 electrocatalysis,4 and efficient energy generation,
including renewable energy applications (photoelectrochemis-
try,5 fuel cells,6 CO2 reduction,

7 etc.), just to name a few. The
knowledge of specific interactions between the surface and
analyte, including adsorption characteristics and atomic
processes at the nanoscale, is often a missing piece in the
wider puzzle of how material stoichiometry, growth process,
surface morphology, and ultimate application performance are
all connected to one another.
Amorphous carbon (a-C) is one such important disordered

material. Specifically, dense sp3-rich “tetrahedral” a-C (ta-C)
and diamond-like carbon (DLC) have important scientific and
industrial applications.8 The mechanical properties of DLC,
close to those of diamond, make it an ideal material to be used
for coatings. The chemical properties of a-C, namely
biocompatibility, chemical inertness, and resistance to
corrosion and bacterial adhesion, have been at the root of
recent interest in a-C as a substrate material for biological

applications. In particular, biocompatible electrochemical
sensors for in vivo analysis, where the electrode is coated
with a-C, are of high topical and technological interest.1 To
predict how these electrodes interact with the analyte, a deep
understanding of the surface chemistry of a-C is required.
In principle, a computational atomistic simulation would be

an ideal approach to studying this material system. However,
because of the disordered nature of a-C, systematic studies of
adsorption characteristics and chemical reactivity must take
into account the huge morphological and bonding variability
exhibited by a-C. A successful attempt to tackle such a problem
must necessarily rely on representative statistical sampling of
the different atomic motifs encountered in realistic a-C
surfaces. Because of the large number of structures to be
considered, one needs to combine electronic structure
methods, such as density functional theory (DFT), with
automated tools to accelerate the calculations and to
rationalize the results. The usefulness of such conceptual
approaches extends way beyond the realm of amorphous
carbon, being applicable to any disordered material.
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In this work, we seek a comprehensive understanding of the
surface properties of a-C, combining DFT with machine
learning (ML). We show how ML techniques can be used to
rationalize the wealth of chemical and physical information
that can be extracted from atomistic structure models and
derive a new set of atomic and electronic descriptors that can
efficiently predict adsorption energies (thereby quantifying
chemical reactivity). For the first purpose, we use ML
clustering techniques that allow us to classify atomic motifs
and adsorption sites according to their geometrical features
and correlate them with chemical reactivity toward different
functional groups commonly found in a-C. Adsorption
characteristics are then established by means of DFT
calculations. We identify which a-C sites are most reactive
toward chemisorption of hydrogen (−H), oxygen (−O), a
hydroxyl group (−OH), and a carboxylic acid group
(−COOH). These functional groups have been experimentally
proven to be present on a-C surfaces9 and play an important
role in the surface chemistry of a-C and other disordered
carbons, for instance, when these materials are employed as
electrodes in electrochemical analysis.9−11 Finally, we use these
DFT values to train and optimize a ML model, based on the
Gaussian approximation potential (GAP) framework, to
predict adsorption energies from structural and electronic
atomic descriptors. This demonstrates how a combined
strategy of augmenting local structural features with local
electronic descriptors can pave the way toward accurate
adsorption models.

II. ATOMIC MOTIFS
II.A. Machine Learning-Based Structure Generation.

In this work, we used a set of structural models that we
generated in a preceding study.12 Two-dimensional (2D) slabs
were cleaved from extended structures by inserting an
“artificial” vacuum normal to the surface, and then surface
properties were studied by allowing for reconstruction, adding
desired species, and so on. In ref 12, we used the a-C GAP that
has been extensively validated with respect to structural and
mechanical properties,13 a correct description of the potential
energy surface as probed by crystal structure searching,14

surface energies,13 and finally the description of the deposition
process.15 We systematically evaluated the system-size depend-
ence of a-C slab modeling: one wants to use a model system
that is as small as possible, in the interest of computational
efficiency, which still needs to be large enough to provide a
representative local structure. We found that 216 atoms per
simulation cell are well suited for this task, corresponding to an
in-plane length of ≈11 Å for the cell. The latter also defines the
lateral spacing for adsorbate species. The surface slabs were
generated by cleaving from bulk ta-C, heating to 1000 K over
10 ps in GAP molecular dynamics (MD), annealing at that
temperature for 10 ps, and cooling back over an additional 20
ps. Details of these simulations and atomic coordinates of the
pristine (chemically unmodified) simulation cells are provided
in ref 12.
II.B. Clustering Algorithms. Having access to a large

number of structures allows us to compute good statistics. In
total, we have 10802 a-C atomic sites (including bulk diamond
and graphite in the data set), all of which are strictly
geometrically inequivalent. Making sense of and finding trends
in such a large data set call for automated approaches and the
use of artificial intelligence. There are two main tasks at hand
here. One is to characterize each atomic site on the basis of its

environment, preferentially in a chemically intuitive way.
Another is to classify all of those sites so that similar sites are
grouped together and trends in their properties, namely
chemical reactivity, can be correlated with structure. For the
first task, we use the smooth overlap of atomic positions
(SOAP) approach,16 which provides an intuitive measure of
dissimilarity (or “distance”, in the ML jargon) between atomic
environments. SOAP is a new approach, increasingly used by
the computational materials chemistry community, for
“encoding” atomic environments into a numerical descriptor
that can then be fed into ML algorithms.17 The same method
is used in GAP to compare atomic environments. In all cases,
SOAP analysis is performed within a given “cutoff radius”,
which defines how far the SOAP algorithm “sees” the atomic
environment; neighbors outside the cutoff will not affect the
result. We find that a 2 Å cutoff radius, slightly larger than
typical covalent bond lengths in the system, successfully
captures both geometric variability and chemical trends. While
larger cutoffs can be useful for ML models of, e.g., cohesive
energies,13 it then becomes difficult to visualize the motifs and
make the connection with intuitive chemical concepts.
Once each atom has been assigned a SOAP vector with

structural information, the distance/dissimilarity between
environments is calculated as a dot product. In particular, we
define the distance matrix element between environments i and
j from the fourth power of the SOAP kernel:

= − [ ]D k i j1 ( , )ij
4

(1)

where k(i,j) = qi·qj, with qi and qj being the SOAP vectors that
characterize the densities of sites i and j, respectively. D is
square and symmetric. Our similarity matrix is simply given by

= [ ]S k i j( , )ij
4

(2)

All of these matrices have dimensions of n × n, where n is the
number of sites in the data set. In our case, n = 10802.
Obviously, an understanding that can relate to chemical
intuition must be built on reducing the dimensionality of this
problem. The dimensionality of our problem is given by the
total number of independent distances and/or similarities and
equals n. That is, the coordinates of each point in the data set
are characterized by its n − 1 distances to every other point in
the data set (plus the self-distance, which is always zero). One
could also choose to carry out the representation of the data
set on the SOAP vector space, the dimensionality of which
equals the number of components of the SOAP vectors;
however, this does not resolve the issue because this
representation would still be highly dimensional.
We propose to apply two different approaches, both

reducing the dimensionality of the problem from n-dimen-
sional to two-dimensional. One is to compute the similarity of
each atomic site to diamond and graphite; this resonates with
chemical intuition and establishes a strong link to the notions
of sp2- and sp3-like chemical bonding. Another one is to use a
ML technique called multidimensional scaling (MDS) that, in
essence, projects the distances in the highly dimensional plane
to a plane of reduced dimensionality (2D in this case) that
optimally preserves the original distances. That is, the choice of
a 2D plane is (iteratively) optimized such that the 2D distances
in the new plane resemble the original (n2 − n)/2 distances as
accurately as possible. This approach allows us to simulta-
neously (i.e., on the same plot) visualize how different all the
atomic sites are from one another. We use the MDS algorithm
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from the Python Scikit-learn library.18 Each time the algorithm
is run, it chooses a different random initialization. We run the
algorithm 64 times and choose the solution that shows the
lowest “stress”, that is, the solution that provides the best 2D
representation of our data set. SOAP descriptors have already
been used in conjunction with visualization techniques to
characterize differences between chemical environments.19,20

The classification of atomic sites is done using a ML
“clustering” technique. Similar environments (atomic sites)
belong to the same cluster. That is, intracluster distances Dij
and similarities Sij must be small and large, respectively. To
build the clusters, we use a variant21 of k-medoids.22 Our
approach is flexible enough that it accepts a predefined target
number of clusters (or atomic motifs) and does not introduce
a bias due to some motifs being more frequent than others.
Technical details about the cluster algorithm employed are
given in the Supporting Information. All in all, we find that a 2
Å SOAP cutoff, together with a maximum of six clusters and
the use of a “relative” intracluster coherence criterion, provides
the best recipe in terms of classifying atomic motifs in a-C in
accordance with chemical intuition (as will be shown next).
The remainder of this work will adopt this as convention.
II.C. Motif Identification and Cataloging, Bulk and

Surface. The results of the clustering analysis, for the 50
different a-C slabs, graphite, and diamond, that is, a total of
10802 sites, are shown in Figure 1. In Figure 1, we plot the

position of each atomic environment relative to its similarity to
diamond (sp3) and graphite (sp2), based on a 2 Å SOAP
cutoff. While the standard way of assigning sp2 and sp3

character, commonplace in the literature, relies on simply
counting neighbors, our approach takes the detailed atomic
structure into account via the SOAP descriptors. In Figure 1,
the clusters are numbered systematically by increasing
coordination. Cluster 1 corresponds to C sites with only one
neighbor that are therefore coordination defects (only three
samples of 10802 in the data set). Cluster 6 comprises sp3-like
sites, which are similar to diamond, with four atomic
neighbors. Ball-and-stick representations of the medoids for
all these clusters are shown in Figure 1. Coordinates for these

medoids are provided in the Supporting Information. We can
observe that the medoids corresponding to clusters 2 and 3, on
one hand, and 4 and 5, on the other, are very similar to each
other. The differences between them are primarily due to bond
angle bending, for sp-like sites, and bond distances, for sp2-like
sites, as evidenced by the histogram in Figure 2, where we

show the distributions of bond distances and angles. In the
Supporting Information, we further show motif nonlinearity
and nonplanarity h for sp and sp2 sites, respectively. Figure 2
reveals that the main difference between sites belonging to
clusters 2 and 3 (sp) is the bond angle, distributed around
155° and 130°, respectively. For the two kinds of sp2 motifs
recognized by the algorithm, we observe a homogeneous
distribution of angles around 120°, which is the ideal graphite
value. The main difference is the shorter average bond length
for cluster 4, around 1.42 Å, compared to ∼1.5 Å for cluster 5.
The values for cluster 4 are also significantly more narrowly
distributed. For these sp2 motifs, we observe that the SOAP
analysis tends to emphasize more radial density differences
than angular density differences. The importance of bond
directionality is highly system-dependent. Typically, ionic bond
character and covalent bond character emphasize bond
distances and bond angles, respectively, as highlighted by a
detailed study of internal strain (Kleinmann parameter) in
tetrahedrally bonded III−V semiconductors.23 Extending the
SOAP formalism to separately weight the importance of bond
angles and bond distances will provide improved flexibility and
accuracy of future GAP models.
To gain insight into surface reactivity, we look in more detail

at surface sites. Because a “surface region” is usually defined in
a somewhat arbitrary manner, here we use a probe-sphere
algorithm as implemented in CCP4’s AREAIMOL tool24,25 to
identify surface sites. The used van der Waals and probe-

Figure 1. Results of the clustering analysis with six target clusters and
the relative coherence criterion. Atomic sites that belong to the same
cluster are represented with dots of the same color. Results for
different criteria are shown in the Supporting Information. Overlaid
on the graph is a ball and stick representation of the medoid of each
cluster. Red atoms represent the atomic sites in question, and yellow
atoms represent its nearest neighbors.

Figure 2. Distribution of bond lengths and bond angles for the
different variants of the identified a-C atomic motifs. Rhombi (◇)
and hexagons (⎔) denote the diamond and graphite values,
respectively.
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sphere radii are 1.8 and 2 Å, respectively. Surface and interior
(“bulk”) atoms in the a-C slabs are identified in this fashion. In
Figure 3, we therefore extend the analysis of Figure 1 by

separating between bulk and surface sites and using both the
sp2/sp3 plotting method and the dimensionality reduction
scheme [multidimensional scaling (MDS)] outlined in section
II.B. Diamond and graphite are highlighted on the plots, as a
guide. As expected,15 we observe that surface and bulk sites are
distributed differently. While sp2-like motifs can be found in
both the surface and interior of the slabs, sp and sp3 sites are
found predominantly only in the surface and interior,
respectively. The MDS approach places graphite right in the
middle of cluster 4 that, as seen in Figure 2, shows bond
lengths closer to those of graphite than those of the other sp2-
like cluster (cluster 5). On the other hand, diamond is placed
by this scheme in the periphery of the cluster of sp3-like motifs.
Because we have not introduced any intuitive bias into the
scheme, MDS is a useful guide for motif classification. For
instance, it confirms graphite as a good exemplary sp2 motif but
tells us that diamond is not a good example of a 4-fold
coordinated site, because it lies far from the middle of cluster 6.
On the basis of these observations, we speculate that MDS
representation could help in the classification and identification
of motifs in other amorphous materials, such as a-Si,
phosphorus, etc.

III. SURFACE REACTIVITY

To explore and understand the chemical reactivity of the a-C
surfaces, we calculate adsorption energies for a set of functional
groups on different adsorption sites, as identified in the
previous section.
III.A. Adsorption Energy Calculations. Adsorption

energies are obtained as the difference between the total
energy of the whole system (slab plus adsorbed group) Etot and
the sum of the total energies of the slab (Eslab) and the isolated
group in vacuum (for H, EH). Therefore, more negative
energies correspond to more favorable adsorption. Total

energies are calculated within the framework of DFT with
projector augmented-wave (PAW) potentials,26,27 as imple-
mented in GPAW.28,29 We use the Perdew−Burke−Ernzerhof
(PBE) exchange-correlation density functional.30 van der
Waals (vdW) corrections are applied via the method
introduced by Tkatchenko and Scheffler.31 Reciprocal space
is sampled using a Monkhorst−Pack (MP) grid32 with 2 × 2 ×
1 k-point sampling. Because amorphous or defected carbona-
ceous materials are known to possess local (atomic) magnetic
moments,1,33 all calculations are performed with spin polar-
ization. The GAP-generated slabs had been previously relaxed
with a different DFT code (without vdW corrections, but using
the same functional, viz. PBE) by Deringer et al.12 using spin-
paired calculations. To ensure the optimal accuracy of the
adsorption energy calculations, we further relax the geometry
of the slabs with GPAW using spin polarization and including
vdW corrections.

III.B. Probing Site Reactivity with Hydrogen. To obtain
a measure of surface reactivity that can be assigned to the
different motifs in a statistically significant manner, we conduct
restricted-geometry adsorption calculations for H. Essentially, a
H atom is placed 1.1 Å from the surface atomic site of interest,
in a position that maximizes its distance to that site’s nearest
neighbors. The energy difference between structures before
(slab and H separated) and after placing the H is plotted. The
atoms are not allowed to relax during this test (the effect of full
adsorption, including geometry optimization, will be studied in
the next section). The distance maximization with respect to
the site’s nearest neighbors is based on a penalty function:

∑
θ ϕ| − |

| | = ̊
∈ r r

r
1
( , )

, s.t. 1.1 A
i iNN H

H
(3)

That is, the H atom is placed at the position, away from the
central atom, that minimizes the penalty function above,
subject to the condition that the distance between the H atom
and the central motif is constant and equal to 1.1 Å. The
summation is performed over the nearest neighbors of the
central motif. This problem is easiest to solve in spherical
coordinates, where the optimization is performed directly with
respect to angles θ and ϕ without needing to explicitly enforce
the constraint. We refer to this approach as “hydrogen
probing” for site reactivity. The results of our analysis are
shown in Figure 4. Unsurprisingly, sp3 sites are the most stable
(some showing positive adsorption energies). Both sp2 motifs
(i.e., clusters 4 and 5) are similarly reactive, with cluster 5
being on average slightly more reactive (more negative
adsorption energies). This resonates with our intuitive
expectation, drawn from Figure 2, that, for a given
coordination, the motifs with longer average bonds (cluster
5) will be less stable than motifs with shorter bonds (cluster 4).
sp motifs show large variability in adsorption characteristics.
The more bent motifs in cluster 3 are significantly more
reactive than the flatter motifs in cluster 2 (this can also be
observed in the local density of states in the next section). This
is a success of our new classification scheme: solely on the basis
of geometrical information, motifs that are seemingly very
similar (according to coordination, sp sites in this case) have
been classified separately into two classes with markedly
different reactivity. The results of this section are summarized
in Table 1.

III.C. Functionalization. To probe reactivity of a-C
surfaces under more realistic conditions, we perform a series

Figure 3. Maps of atomic sites separated into bulk (interior of the
slab) and surface sites. The top panels show a representation based on
similarity to sp2 and sp3, and the bottom panels show a 2D
representation, (x, y), based on MDS dimensionality reduction.
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of adsorption energy calculations for the functional groups
expected to be most abundant at a-C surfaces.9 Selected sites
on these surfaces are functionalized with either hydrogen
(−H), oxygen (−O), hydroxyl (−OH), or carboxylic acid
groups (−COOH), and the geometry of the system is allowed
to relax (see Figure 5). The adsorption sites for the groups are

chosen according to the SOAP-based clustering scheme
presented above. This way, we can try to establish a connection
between the structural trends of the different adsorption sites
and their reactivity. To compare the chemistry and binding
properties of these sites, adsorption energies of all functional
groups considered are computed for each cluster. The
simulations are performed following the methodology outlined
in section III.A.
Examples of the geometries of the sites in each cluster

discussed in this work are depicted in Figure 1. Some motifs
appear more frequently than others, and this is reflected in the
number of elements in each cluster. For instance, among all the
slabs considered in this study (>10000 total sites), only three
sites belong to cluster 1, which consists of a C motif with only
one neighbor. All other motifs appear more frequently, and
thus, we can draw better adsorption statistics for those.
Clusters 2 and 3 contain sp motifs, typically contained along a
carbon chain that forms a ring on the surface. Clusters 4 and 5
contain sp2 motifs. Cluster 6 corresponds to sp3 sites. Given
the computational cost of these simulations, only a limited
number of adsorption sites (∼20 per cluster) are selected. The
exceptions are cluster 1, for which we have only three sites, as
discussed, and cluster 6, which shows extremely poor
adsorption, due to its sp3 nature, and is excluded from the
study. The adsorption sites are chosen to be closest to the
medoid of the cluster to which they belong (where “close”
carries the meaning of distance discussed in section II.B).
The distributions of calculated adsorption energies are

presented in Figure 6. Cluster 1 (C motif with only one
neighbor) contains only three sites, and thus, the sampling is
too poor to draw statistics. Sites in cluster 6 (sp3 sites) do not
favor adsorption, and bond breaking in the carbon matrix
surrounding the adsorption site occurs every time a functional
group is placed nearby. Occasionally, bond breaking occurs
also for other clusters. For O adsorption, bond breaking in the
a-C slab happens ∼15 and ∼20% of time for sp2 and sp
adsorption sites, respectively. For sp2 sites, this O adsorption-
induced bond breaking in the carbon matrix is also
accompanied by ether formation (the oxygen atom is shared
by two carbons that are not bonded to each other). These
numbers are consistent with our previous observations.12

Whenever bond breaking takes place, the adsorption site no
longer represents the original motif. Because we are interested
here in the reactivity of the original motif, adsorption energies
on sites for which bond breaking occurs are not presented.
Because of these considerations, results for clusters 1 and 6 are
not included in Figure 6. We observe, for clusters 2 and 3 (sp
motifs) and clusters 4 and 5 (sp2 motifs), that sites that belong
to different clusters display markedly different adsorption
energies. We find sp motifs to be more reactive than sp2 motifs.
The largest differences in adsorption energies range between
∼2 eV more negative (H adsorption) and ∼3.5 eV more
negative (O adsorption), for cluster 3 (sp) compared to cluster
4 (sp2). While the reactivity of the different adsorption sites

Figure 4. Results of H-probe analysis. (Top) Scatter plots of
adsorption energies as a function of geometrical features and
(bottom) distribution of adsorption energies for the different
identified clusters.

Table 1. Summary of the Average Values from Figure 2
(geometrical) and Figure 4 (reactivity), with Standard
Deviations, from Most Reactive to Least Reactive
(according to the H-probe method)

cluster description d̅CC (Å) θ̅CC (deg) E̅ad
H (eV)

3 bent sp 1.365 ± 0.096 128 ± 13 −4.15 ± 1.97
5 long sp2 1.481 ± 0.078 117 ± 13 −2.80 ± 1.21
2 straight sp 1.325 ± 0.069 155 ± 8 −2.73 ± 0.65
4 short sp2 1.429 ± 0.053 118 ± 12 −2.42 ± 1.00
6 sp3 1.551 ± 0.066 109 ± 14 −0.83 ± 0.69

Figure 5. Functional groups explored in this study. Carbon, oxygen, and hydrogen atoms are colored yellow, dark red, and white, respectively.
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toward −H and −OH groups is similar, −O adsorption shows
a stark increase in adsorption energies, with some sites showing
adsorption energies as large as −6.5 eV. The interaction of the
different motifs with the −COOH group is the weakest among
the tested functionalizations. In all cases, the ordering of
adsorption energies is the same and is consistent with the H-
probe results.
To gain further insight into the connection among

geometrical features, electronic structure, and reactivity, in
Figure 6 adsorption energies are plotted versus the local
density of states (LDOS) integrated around the Fermi level.
Occupied electronic states below the Fermi level are weakly
bound, and empty states above the Fermi level can easily
accept electrons. Therefore, these states will be involved in
chemisorption of functional groups, and the number of states
(as given by the integrated LDOS) can act as a potentially
good descriptor for site reactivity. The interval that is used for
integration is from −3 to 3 eV. The LDOS integrated within
this interval shows the best correlation with adsorption
energies. The average LDOS for each cluster is depicted in
the Supporting Information. The higher the density of states
around the Fermi level, the more reactive the site in question is
expected to be. In a similar way, transition metal d-band
occupation has previously been shown to determine the

characteristics of hydrogen chemisorption and used to
rationalize trends in electrocatalysis.34,35

From Figure 6, we see that the integrated LDOS values
correlate strongly with the adsorption energies. Figure 6 clearly
shows that, when the LDOS around the Fermi level is high,
adsorption energies are more negative, and vice versa.
Furthermore, sites in a certain cluster are gathered around
similar adsorption energy values. Indeed, while the general
relation between LDOS and adsorption energy is clear, the
specific correlation between them is heavily cluster-dependent.
This is strong evidence that the clustering technique used here
allows one to link motif geometry and adsorption energetics of
a-C surfaces in a robust manner. Therefore, while geometrical
features (clustering) as descriptor offers better performance
than LDOS, combining the two, one could fit a ML model that
could accurately predict the adsorption energies of a-C surfaces
without the need to explicitly run the DFT calculation. We will
deal with precisely this issue in the next section. Cluster 4 (sp2

motif) seems to display the weakest interaction with the
functional groups studied, with the exemption of cluster 6 (sp3

motif), which is not shown in the figure. Cluster 1 is also
missing from this analysis, because the sampling size is very
small, comprising only three sites. We verify (not shown) that
cluster 1 sites present the most negative adsorption energies of
all the motifs studied. This is unsurprising because the sites in
cluster 1 are coordination defects: they are so reactive that,
under experimental conditions, they would be instantly
terminated with any reactive species within interaction distance
from the site or even already during deposition.
Figure 6 shows that the interaction between −O and the a-C

surface is more complicated than the interaction between a-C
and −H, −OH, and −COOH. In the case of oxygen, the
adsorption energies are more scattered, both overall and within
each cluster. The behavior of oxygen is different from those of
the other groups because oxygen can become bonded to the C
site in various ways. From our fully relaxed adsorption
calculations, we observe that oxygen tends to form mostly
either ketone or epoxide types of bonds. That is, the oxygen
atom binds to one carbon with a double bond or becomes
shared between two carbon atoms, respectively. Oxygen can
also relax as an ether or a structural intermediate between an
ether and an epoxide, although we observe only a few of these
groups. This indicates that classical specification of the bond
types (used widely in organic chemistry, for instance) does not
fully apply in the case of a-C and oxygen, as evidenced by our
DFT results. Indeed, in this context, the nature of bonding
between a-C and −O seems to be difficult to describe in
classical terms.
We summarize all the results of our study of functionaliza-

tion (geometrical features and adsorption energies) in Table 2.
Average values are shown, together with standard deviations,
for each combination of a motif (cluster) and a functional
group that we have explored. It is manifest, in all cases, that
when adsorption energies become more negative bond lengths
become shorter, as expected. Another expected trend is that
when the hybridization of the site changes via introduction of
the adsorbant from sp2 to sp3 and from sp to sp2, the bond
angles approach 109° and 120°, respectively. In the case of
epoxide groups, oxygen is bonded to two carbons that are in
turn bonded to each other (cf. Figure 5). The fact that
epoxides appear less often than ketones can be explained by
ring strain arising from the carbons being forced into an
approximately ∼60° bond angle. This makes the structure

Figure 6. Adsorption energies (Ead) of the functional groups vs the
integrated local density of states (LDOS) for each site in each cluster,
for clusters 2 and 3 (sp) and clusters 4 and 5 (sp2). Dashed lines are
linear fits to the data. Note that the integral of the LDOS equals the
corresponding number of electrons only if the local basis used for the
DOS projection is complete. We use atomic orbitals, which do not
form a complete basis and lack full representation especially of the
conduction band states. However, these integrated LDOS values
should be a good guide for the actual (complete basis limit) relative
ordering.
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unstable. In the table, we focus on the bond lengths and angles
between the functional groups and the carbon matrix. The
internal geometrical parameters of the −OH and −COOH
groups show a very weak dependence on the adsorption site in
question.
These data provide a quantitative complement to the trends

that can be visualized throughout the figures in this section.
We note that these numbers, although obtained for a-C
surfaces, should be representative of typical values in carbon
nanostructures. Our results should be particularly transferable
to other disordered forms of carbon where passivation with
oxygen- and hydrogen-containing functional groups is
prevalent, such as graphene oxide,36 reduced graphene oxide,
and diamond.37

IV. PREDICTIVE POWER OF ML-BASED ADSORPTION
MODELS

In the preceding sections, we have explored in detail the
observed statistical properties of a-C atomic motifs, in terms of
geometrical features, LDOS, and adsorption energies. We have
also established the correlation between adsorption energies
for different functional groups and, separately, a site’s geometry
and integrated LDOS. In this section, we go one step further

and explore the ability of a ML model to predict the adsorption
energies on an atomic site from a combination of atomic
descriptors. In particular, we look at using geometry only via
SOAP descriptors and enhancing SOAP with LDOS
information. A model with good predictive ability will be a
useful tool for estimating the degree of functionalization
induced once a pristine a-C surface is placed in contact with
some reactive environment, e.g., a regular atmosphere or an
electrolyte. Understanding the connection between surface
chemistry and catalytical/electrocatalytical performance will
enable the development of tailored functional materials for
specific purposes in energy applications, biosensing, the
chemical industry, etc.

IV.A. ML Model and Kernel Optimization. Our ML
model for adsorption energy prediction is a GAP model,
described in detail in refs 38 and 39. Very briefly, an adsorption
energy on site i is interpolated as follows:

∑ α=
=

E k i t( , )i

t

N

tad
1

t

(4)

where t runs through all Nt configurations in the training set, αt
values are the fitting coefficients, and k(i,t) is the similarity
measure, or kernel, between site i and site t in the training set.
The ability of this model to yield satisfactory predictions lies,
to a great degree, in the choice of a suitable kernel. This kind
of interpolation is much more sensitive to the choice of kernel
than, for instance, the classification made in section II.A, where
we focus on local chemical structure only.
Here, we introduce a new kernel that takes both atomic and

electronic structure into account. We show that this kernel
outperforms a purely structural approach in the fitting and
prediction of adsorption energies. The first component of our
kernel is based on SOAP descriptors q with varying cutoff rc, as
already described in section II.A:

= [ · ]ζk i j r rq q( , ) ( ) ( )i j1 c c (5)

where ζ is some exponent, e.g., ζ = 4 in eq 1. k1(i,j) accounts
for geometrical similarities only. The other kernel component
is based on augmenting k1(i,j) by adding LDOS information.
Because the LDOS is a continuous variable, we seek a compact
(discrete) representation by computing its moments. The nth
moment of the LDOS, computed in the vicinity of the Fermi
level, is given by
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where we choose Δ = 3 eV. These moments allow us to
represent the LDOS in a manner similar to how a multipole
expansion is used to represent a charge distribution. Using the
LDOS moments allows us to construct the following kernel
based on Gaussian distributions:
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where σn controls how distant the nth LDOS moments of sites
i and j can be to be considered “similar”. For the models
presented here, we compute up to the fifth moment (nmax = 5).
The idea of constructing a SOAP+LDOS kernel is schemati-
cally depicted in Figure 7a.

Table 2. Geometries and Energetics of the Different
Functionalizations of a-C Surfaces Explored in This Worka

−H
cluster N dHC (Å) θHC (deg) Ead (eV)

1 3 1.074 ± 0.005 168 ± 17 −4.48 ± 0.64
2 24 1.097 ± 0.002 118 ± 2 −3.15 ± 0.38
3 20 1.094 ± 0.002 119 ± 2 −3.90 ± 0.37
4 21 1.110 ± 0.004 107 ± 1 −2.24 ± 0.33
5 27 1.103 ± 0.006 108 ± 2 −2.89 ± 0.59

O (ketone)

cluster N dOC (Å) θOC (deg) Ead (eV)

1 3 1.184 ± 0.012 176 ± 3 −7.62 ± 0.38
2 18 1.250 ± 0.032 121 ± 5 −4.74 ± 0.50
3 16 1.232 ± 0.008 122 ± 2 −5.80 ± 0.41
4 9 1.346 ± 0.009 110 ± 1 −2.95 ± 0.33
5 10 1.307 ± 0.016 112 ± 2 −3.74 ± 0.53

−O− (epoxide)

cluster N dOC (Å) θCOC (deg) Ead (eV)

4 7 1.447 ± 0.009 62 ± 2 −3.87 ± 0.29
−OH

cluster N dOC (Å) θOC (deg) Ead (eV)

1 2 1.302 ± 0.007 173 ± 3 −4.69 ± 0.45
2 20 1.375 ± 0.010 118 ± 2 −3.36 ± 0.43
3 16 1.363 ± 0.010 119 ± 2 −4.12 ± 0.51
4 16 1.449 ± 0.008 109 ± 1 −2.09 ± 0.37
5 22 1.424 ± 0.011 110 ± 1 −2.85 ± 0.44

−COOH
cluster N dCC (Å) θCC (deg) Ead (eV)

2 14 1.505 ± 0.010 118 ± 1 −2.62 ± 0.40
3 11 1.494 ± 0.012 120 ± 1 −3.36 ± 0.32
4 12 1.568 ± 0.007 109 ± 1 −1.58 ± 0.18
5 10 1.545 ± 0.028 109 ± 2 −2.21 ± 0.49

aWe show average values and their standard deviations. N is the
number of sites sampled per each combination of a cluster and a
functional group. For the epoxide groups, further geometrical values
are as follows: dCC = 1.500 ± 0.036 Å, and θOCC = 59 ± 1°.
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The SOAP-only kernel has four parameters to be optimized,
including the mentioned rc and ζ. The SOAP+LDOS kernel
has six additional parameters, the σn, for a total of 10. The
number of training configurations in the set can also be added
as a parameter of the overall ML model. We have optimized
these parameters, using Monte Carlo sampling, by training and
testing a total of ∼300k GAP ML models on the H-probe data
(half used for training and half for testing). More details about
this procedure are given in the Supporting Information. The
“best” models are obtained by minimizing the root-mean-
square error (RMSE) of the test set, which is an effective way
of reducing the error due to outliers. Refinement of the model
using conjugate gradient minimization from the best Monte
Carlo result yields very marginal improvement (∼1 meV),
which is a sign that the Monte Carlo procedure works almost
optimally for this problem. Interestingly, while the optimal

cutoff radius for the SOAP-only kernel (rc) is 2.9 Å, this value
is reduced for the SOAP+LDOS kernel to 2.3 Å.
The performance of the best (of 40k) SOAP-only model and

the best (of 200k) SOAP+LDOS model is shown in Figure 7b.
The RMSE’s for predicted (GAP) versus measured (DFT)
adsorption energies are 373 and 228 meV for SOAP-only and
SOAP+LDOS models, respectively. The mean absolute errors
(MAE’s) are 286 and 172 meV, respectively. Therefore,
inclusion of LDOS information allows us to significantly
improve the prediction power of this model, reducing the error
by ∼40%.
We note that computing LDOS still requires a DFT

calculation. However, at least two reasons make a SOAP
+LDOS model extremely useful. One is that for a supercell
with N adsorption sites, probing all the adsorption energies
directly would involve N( ) full geometry optimizations or
path calculations with DFT, thus potentially hundreds or
thousands of additional DFT calculations. In contrast, LDOS
for all N sites prior to adsorption can be computed with one
single DFT calculation. The second reason is that an extremely
precise representation of the LDOS may not be required,
because in our model only the LDOS moments are taken into
account (thus neglecting the fine detail of the LDOS). This
means that a cheap DFT calculation with relaxed convergence
parameters may be enough. We speculate that perhaps even a
tight-binding LDOS calculation could be used to evaluate this
new kernel.

IV.B. Prediction of Adsorption Energies for Different
Functionalizations. Having optimized our kernel with the
wealth of data available from the H-probe simulations, we now
use the optimized parameters to train GAP models for
interpolation of the adsorption energies of the different a-C
functionalizations explored in section III.C. Because those data
sets are much smaller than the H-probe one, the kernel
parameters cannot be directly optimized with them. Again,
because these data sets are so small (50 ≲ Nt ≲ 100) the
training and testing is done in a different way, using N-fold
cross validation in this case. The performance of our models,
including MAE and RMSE for each model, is summarized in
Figure 8 and Table 3. The results show a remarkable
transferability for the kernel between the data set from which
it was optimized (H-probe results) and these full adsorption
estimates, considering the limited amount of data available to
fit the model. In all cases, the global errors, listed in Table 3,
are dominated by a few outliers. As in the previous section, we
have omitted the undercoordinated (“one-fold”) sites in cluster
1, which are discussed in the Supporting Information.
In all cases, the scatter of data is greatly reduced compared

to that of the linear regression curve showed in Figure 6, which
is essentially equivalent to a GAP model using the zeroth
moment of the LDOS μ0 as the sole descriptor (i.e., also
excluding the geometrical information encoded in the SOAP).
Unsurprisingly, O adsorption shows the worst results, where
the error is dominated by a few outliers. Because of the more
complex adsorption chemistry of O on C, building a ML model
that can simultaneously predict adsorption energies for O
atoms bonded to two carbon neighbors and one carbon
neighbor requires further work. Such a model must be built on
significantly more O adsorption data and may require further
kernel optimization. Future work will deal with refinement and
extension of these ML models to more general situations. The
presented results open the door for accurate ML-based
adsorption models that will become useful for predicting the

Figure 7. (a) Schematic view of the idea of constructing a SOAP
+LDOS kernel. (b) Comparison of best SOAP-only and SOAP
+LDOS GAP models.
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statistical distribution of functional groups and catalytic
properties of surfaces in the near future.

V. CONCLUSIONS
We have conducted a comprehensive and systematic assess-
ment of the various atomic motifs in amorphous carbon bulk
and surfaces, based on a combination of DFT-based electronic
structure simulations and ML algorithms. We have established
a link between the geometrical features of the motifs and their
reactivity toward experimentally relevant functional groups that
contain hydrogen and/or oxygen. Our analysis reveals that, in
addition to the standard classification into sp, sp2, and sp3

motifs, the sp and sp2 motifs at a-C surfaces should be further
split into two subgroups each. Our adsorption energy
calculations show a strong correlation between the adsorption
characteristics and motif geometry, and overall, they are in line
with chemical intuition. On the basis of all the results discussed
in the paper, we can derive an ordered list of structural motifs
at a-C surfaces, with decreasing adsorption energies (i.e.,
decreasing reactivity) as follows: (1) C motif with one
neighbor (cluster 1, most reactive), (2) bent sp motif (cluster
3), (3) straight sp motif (cluster 2), (4) sp2 motif with longer
bond distances (cluster 5), (5) sp2 motif with shorter bond
distances (cluster 4), and (6) sp3 motif (cluster 6, negligible
reactivity). Some of these motifs are so reactive that they will
become passivated as soon as the a-C surface makes contact
with air or moisture. These surfaces show significantly stronger
reactivity toward −O functionalization than toward −H, −OH,

and −COOH functionalizations. We expect these results,
summarized in Table 1 (surface sites) and Table 2 (chemical
reactivity), to be useful in establishing and understanding the
surface chemistry of a-C and other types of disordered forms of
carbon.
Finally, we have explored the ability of structural and

electronic local atomic descriptors to be used for the prediction
of adsorption energies on a-C. With these descriptors, we have
optimized kernel functions and trained ML models that can
reliably and accurately predict these adsorption energies at a
very low computational cost. The newly introduced SOAP
+LDOS kernel provides better predictions than a state-of-the-
art structural-only kernel (SOAP), while requiring only slightly
more computational effort. These results open the door for
further optimization of combined structural and electronic
kernels, toward highly accurate ML-based atomistic models.
These ideas, which we have tested on adsorption energy
prediction, can in turn be extended to general-purpose ML-
based interatomic potentials, thus greatly increasing their range
of applicability and impact on the field. This is a first crucial
step on the way toward tackling more complex phenomena,
such as heterogeneous catalysis and electrocatalysis.
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(20) Mavracǐc,́ J.; Mocanu, F. C.; Deringer, V. L.; Csańyi, G.; Elliott,
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