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ABSTRACT A key problem within data mining is clustering of data streams. Most existing algorithms
for data stream clustering are based on quite restrictive models for the cluster dynamics. In an attempt
to overcome the limitations of existing methods, we propose a novel data stream clustering method,
which we refer to as improved streaming affinity propagation (ISTRAP). The ISTRAP is based on an
integrated evolution detection framework which ensures that the new emerging clusters are recognized
timely. Moreover, within ISTRAP, outdated clusters are removed and recurrent clusters are efficiently
detected rather than being treated as novel clusters. The proposed ISTRAP is non-parametric in the sense of
not requiring any prior information about the number or the centers of clusters. The effectiveness of ISTRAP
is evaluated using numerical experiments.

INDEX TERMS Data stream clustering, evolving data streams, affinity propagation (AP), on-line clustering.

I. INTRODUCTION
We consider data streams as sequences of data points that
are continuously generated at rapid rates (such as indi-
vidual frames of a movie or the amplitudes of a sound
signal) [1]–[4]. In the last decade tremendous research
efforts have been devoted to developing data stream min-
ing techniques [5]–[7]. There is a trend towards non-
parametric data stream clustering (DSC) methods which do
not require prior information which is rarely available in
practice [1]–[4], [8]–[14].

A drawback of existing DSC algorithms is that they cannot
handle well rapid cluster evolution patterns [3]. Having an
algorithm with improved ability to track the cluster evolution
in data streams is desirable at least for two reasons: (i) the
evolution pattern provides useful information (such as time
of intrusion in a cybersecurity application); (ii) it can help
users to make immediate decisions.

The data streams generated in many important applica-
tions have a time-evolving cluster structure [1], [15]–[20].
For example, within social media networks such as Twit-
ter, timely topics appear quickly (cluster emergence) while
older topics lose relevance over time (cluster disappearance).
Moreover, some topics which disappeared will be popu-
lar again (cluster reoccurrence), such as periodical topics
e.g., festivities [21], [22]. Similar cluster evolution patterns
will also be found in monitoring or observing systems in

astronomy, medicine, finance or network [7], [22], [23].
In what follows, we focus on three typical types of cluster
evolution: emergence, disappearance and reoccurrence.

Prior Art. Most existing DSC algorithms (see [26]–[31])
can detect the emergence of clusters [24]. In particular,
the streaming affinity propagation (STRAP) is an efficient
data stream clustering method based on the static clustering
algorithm affinity propagation (AP) [32], [33]. Compared
with other DSC algorithms, such as Den-stream [26], Clu-
stream [25], STRAP is more accurate, stable and computa-
tionally efficient by selecting exemplars (representative data
points of clusters) continuously [31]. The STRAP has been
applied successfully for monitoring and discovering anoma-
lies within a grid computing infrastructure [28]–[31]. How-
ever, the ability of STRAP to cope with disappearing and
re-occurring clusters has not been studied so far. While the
two algorithms MEC [17] and MONIC [18] aim at tracking
cluster transitions, the reoccurrence of clusters is not targeted
explicitly by them.

Contributions. By extending the basic STRAP method
with a particular cluster evolution tracking, we propose a
novel method termed improved STRAP (ISTRAP) in this
paper. The ISTRAP method inherits some of the advantages
of STRAPwhile gainingmore satisfactory performancewhen
tracking the cluster evolution. First, we design evolution
detectors for each type of evolution. Then, a strategy is pro-
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posed to integrate the three types of cluster evolution detec-
tion. Two reservoirs are introduced: one (outlier reservoir) is
for storing the outliers and the other (remove reservoir) is for
collecting inactive clusters. Specifically, the former is related
to the emergence detection and the latter is for the reoccur-
rence detection. Thirdly, the parameter sensitivity of ISTRAP
is also analyzed, putting emphasis on analyzing its sensitivity
to the parameters related to three types of cluster evolution.
Finally, simulations on artificial and real data streams are car-
ried out. The validity and superiority of ISTRAP in reacting
to cluster evolution are shown by comparing its processing
results with those of original STRAP.

Outline. The remainder of this paper is organized as fol-
lows. Section II provides the problem formulation and basic
models which are used by ISTRAP. In Section III, we present
ISTRAP. In Section IV, we evaluate the performance of the
ISTRAP method using illustrative numerical experiments.

FIGURE 1. An illustration of how clusters evolve at timestamps td > tc >
tb > ta. (a) c1, c2 and c3 exist at ta; (b) c4 emerges at tb; (c) c3 and c4
disappear at tc ; (4) c3 recurs at td . We use grey color to indicate
disappeared clusters.

II. PROBLEM FORMULATION
A data stream is defined as a sequence of data points X =
{xt }Nt=1, (N → ∞), each data point xt ∈ Rn×1 being
an n-dimensional vector received at timestamp t . For each
timestamp t , DSC methods group the stream of data points
into meaningful clusters [10]. The clustering for timestamp t
is a set denoted as Ct , i.e., Ct = {c1, c2, . . . , ck t }, constituted
by k t vectors ci. Each vector is a compressed representation
of the corresponding cluster i at timestamp t . This allows to
cope with memory restriction which are relevant in big data
applications [3]. In Fig. 1(a), we depict a snapshot of a data
stream at timestamp ta, where three clusters are obtained, i.e.,
Cta = {c1, c2, c3}.
We consider non-stationary data streams with a time vary-

ing cluster structure. Therefore, the cluster model Ct changes
over time. In Fig. 1, we illustrate four snapshots of a data

stream,which show how its clusters evolve as data points flow
in. Concretely, Fig. 1(b) corresponds to the emergence of c4.
Then, c3 and c4 disappear at t = tc, as shown in Fig. 1(c).
When t = td , the cluster c4 recurs due to it is visited by data
points again. The definitions of three typical types of cluster
evolution are given as follows.

Emergence. Cluster emergence refers to the occurrence of
a new cluster at timestamp t . In particular, a cluster c emerges
at timestamp t if c /∈ C1 ∪ C2 ∪ · · · ∪ Ct−1 and c ∈ Ct .
Disappearance. Cluster disappearance is defined as an

existing cluster that is not visited by the recently arrived data
points. Disappeared clusters need to be removed from the
model to get the model non-redundant. A cluster c disappears
if c ∈ Ct0 ∩ Ct0+1 ∩ · · · ∩ Ct−1 and c /∈ Ct , where 1 ≤ t0 < t .
That is, the cluster c is present in the cluster model before it is
removed at timestamp t . Such a cluster is called a disappeared
cluster.

Reoccurrence. Cluster reoccurrence means the situation
where a previously disappeared cluster recurs at timestamp t .
Formally, a cluster c recurs at timestamp t if c ∈ Ct1 ∩Ct1+1∩
· · · ∩ Ct2−1, c /∈ Ct2 ∪ Ct2+1 ∪ · · · ∪ Ct−1, and c ∈ Ct ,
where 1 ≤ t1 < t2 < t . That is, the cluster c is present
from timestamp t1 to timestamp t2 − 1 and is removed from
timestamp t2. At timestamp t , it appears in the cluster model
again.

A DSC algorithm assigns each arriving data point xt to the
cluster in Ct−1 with the highest similarity. Most DSC algo-
rithms need the so-called initialization phase which amounts
to a static clustering problem. Assume the number of data
points used for model initialization is denoted as T0. Then
the initialization phase can be formulated as the problem

m∗= argmax
m∈RT0

( T0∑
t=1

s
(
xt , cmt

))
, t ≤ T0 (1)

where cmt ∈ CT0 and m = (m1, . . . ,mT0 ) denotes the map-
ping between data points {xt }T0t=1 and C

T0 . s(•) is the similarity
between data point xt and cmt . Note that the initialization
phase is a batch-mode clustering. The goal of the optimization
is to find an optimal value m∗ that maximizes the similar-
ity between the T0 data points and their respective clusters.
We get an initial cluster model CT0 through the initialization
phase.

Based on the initial model, the DSC algorithm can perform
real-time processing on each arriving data point xt (t > T0).
That is, the stream processing phase starts. The goal of
this phase is to update the cluster model as the data points
flow in, i.e.,

Ct ← g(Ct−1, xt ), t > T0 (2)

where g(Ct−1, xt ) denotes a functionwhich updates Ct−1 with
the arriving data point xt based on certain update rules. There
are many kinds of update rules, which vary with different
DSC methods. But a basic requirement is to find a suitable
cluster for xt in Ct−1. For example, assigning xt to a cluster
in Ct−1 with the smallest Euclidean distance.
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The differences among different DSC algorithms are
mainly reflected in the clustering method utilized in the
initialization phase and the update strategy in the stream
processing phase. Our focus is on designing novel detection
strategies for the typical cluster evolution mentioned above,
making the DSC algorithms able to handle evolving data
streams and thus becoming more practical. We firstly provide
a brief overview of STRAP and its basic AP model [33] here.
AP is a message passing-based clustering algorithm proposed
by Frey and Dueck [33]. It divides a dataset by finding a set
of data points from the dataset, i.e., exemplars, and associates
each data point with one exemplar [34]. In contrast to many
other clusteringmethods, AP does not require specification of
the number of clusters nor any initialization of cluster centers.
It achieves a stable performance with respect to the clustering
results [31]. Note that AP is a batch-mode method, i.e.,
it requires to have all data available before it starts processing.

Assume that there is a dataset X ′ which consists of I data
points, i.e., X ′ = {xi}Ii=1. Here, in order to avoid confusion
with data stream X , we use X ′ and i to denote the datasets
and the index of its data point, respectively. Formally, the AP
solves the following clustering problem [31], [34].

m∗ = argmin
m∈RI

(
−

I∑
i=1

s(xi, xmi )−
I∑
i=1

lnχ (mi)
)

(3)

where m = (m1, . . . ,mI ) is a mapping which maps each
data point xi to its exemplar xmi . Here, χ (•) is a penalty
function which constrains each selected exemplar to be its
own exemplar, i.e.,

χ (mi) =
{
0, if ∃ mj : xmj = xi, and xmi 6= xi
1, otherwise

(4)

Function s evaluates the similarity between xi and its
exemplar xmi . s is usually set to negative squared Euclidean
distance, i.e.,−d(xi, xmi )

2, if i 6= mi [28], [33]. AP introduces
a vector p = (p1, . . . , pi, . . . , pI ), the so-called preference
parameter, to indicate the cost for each data point when it is
chosen as an exemplar, that is s(xi, xi) = pi. Generally, pi is
set to a constant which is the same for all data points.

STRAP extends AP which applies to batch data, to an
online-processing of data streams [28]–[31]. Zhang et al. [29]
firstly proposed a weighted AP (WAP) algorithm to make
it possible for directly calculating the similarity between
a single data point and a cluster which consists of a couple
of data points. Based on WAP, STRAP was then proposed
which contains three main steps, i.e., initialization, emer-
gence detection and model rebuild, as shown in Fig. 2.
Concretely, AP is applied to compute the first exemplars and
initialize the streammodel. Then, as the stream flows in, each
data xt is compared with exemplars in the model. If xt is
judged as a normal one it would be assigned to a cluster.
Otherwise, it will be judged as an outlier i.e., the point that
does not belong to any cluster and put into the outlier reser-
voir. The reservoir is checked at each timestamp to ensure if

FIGURE 2. The framwork of STRAP algorithm.

new clusters emerge. If emergence is detected, the model will
be rebuilt to absorb the new clusters.

STRAP has gained impressive performance compared
to other data stream clustering methods [28]–[31]. The
emergence of clusters is accurately detected under such
framework. However, it cannot detect other typical types
of cluster evolution (e.g., disappearance and reoccurrence).
In this paper, we mainly combine our evolution detection
strategy with original STRAP to improve its ability when
facing more complicated evolving data streams.

III. PROPOSED ALGORITHM
In this section, we introduce and discuss the ISTRAP algo-
rithm. We first discuss the detection of the three cluster
evolution patterns (i.e., emergence, disappearance and reoc-
currence) in Section III-A. Then we formulate the detailed
algorithm. Finally, we discuss the parameter sensitivity
in Section III-C.

A. DETECTION OF DYNAMIC CLUSTER EVOLUTION
In ISTRAP, we represent each cluster by a vector cj =
(etj , n

t
j ,
∑t

j , tj, p
t
j ), where

• etj is the exemplar of cluster j;
• ntj is the total number of data points assigned to cluster j
up to timestamp t;

•

∑t
j is the total similarity between the data points in

cluster j and their exemplar etj ;
• tj is the last timestamp when a point was assigned to
cluster j;

• ptj is a counter whose initial value is set as 0;

Depending on whether the clusters can effectively repre-
sent the current pattern of data streams, the ISTRAP divides
the clusters into two states, i.e., active and inactive, at each
timestamp. Active state indicates that the cluster is still valid
for the data stream at current timestamp because at least one
data point in the data stream is assigned to it during a given
interval. Inactive state reveals that the corresponding clusters
are expired because they cannot represent the current pattern
of the data stream with no recent point assigned in. Note
that the state of a cluster at different timestamps may switch
between the two mentioned states. At each timestamp, all the
active clusters are saved in the cluster model Ct , i.e., Ct =
{cj}k

t

j=1. Correspondingly, all the inactive clusters are saved

in another set C ′t = {cj′}k
′t

j′=1, which we refer to as remove

reservoir. Note that k
′t is the number of inactive clusters at

timestamp t .
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At each timestamp, the ISTRAP determines whether each
new data point xt is an outlier or a normal point. This deter-
mination is based on a following two-step process. First,
the shortest Euclidean distance from xt to Ct−1 and C ′t−1 is
found, i.e.,

d tmin = min
j=1...k t−1,j′=1...k ′t−1

{d(et−1j , xt ), d(et−1j′ , xt )} (5)

It should be mentioned that the shortest distance between
xt and Ct−1 (or C ′t−1) is defined as the the shortest distance
between xt and {et−1j }

k t−1
j=1 (or {et−1j′ }

k
′t−1

j′=1 ).
Then, d tmin is compared with a preset threshold θ . The

xt will be considered as a normal point if d tmin is smaller
than θ . Otherwise, the xt will be regarded as an outlier which
is temporarily saved in a set Ot , named outlier reservoir.
At timestamp t , the number of outliers is denoted as r t .
Namely, Ot

= {xt1 , xt2 , . . . , xtrt }.
Generally, r t , tj and ptj are related to the detection of

emergence, disappearance and reoccurrence, respectively.
All three types of evolution are checked at timestamp t .
Three evolution detectors have been specially designed

in the algorithm to deal with three typical cluster evolution
patterns, i.e., emergence, disappearance and reoccurrence
detectors. The emergence detector in ISTRAP is similar to
that of STRAP. If parameter r t is larger than a preset threshold
α, the model will be rebuilt by applyingWAPmethod [28] on
exemplars in cluster model Ct−1, i.e., {etj }

k t−1
j=1 , and the outliers

in Ot .
For each active cluster cj, we calculate the time interval

between the last timestamp at which it was visited and the
current timestamp, i.e.,

1tj = t − tj (6)

Then,1tj is compared with a threshold β to judge the state
of cluster j at timestamp t . Namely, the cluster is marked
with ’inactive’ if its1tj is larger than β. The inactive clusters
are regarded as the clusters which have disappeared. The
disappeared clusters will be removed from cluster model Ct
to the remove reservoir C ′t to get Ct non-redundant.
The data streams arising in many important applications

contain clusters which are reoccurring after inactive peri-
ods [21]. If the reoccurrence property could be utilized, one
will directly regain the information of those temporarily dis-
appeared clusters, thereby avoiding consuming much more
time and computational cost compared with regenerating
these clusters through the whole clustering process. In pro-
posed ISTRAP, the disappeared clusters are stored in remove
reservoir C ′t . For all disappeared clusters, parameter ptj′ is
applied to record the number of data points assigned to the
cluster after their being judged disappeared. The parameter
ptj′ is compared with a threshold γ at timestamp t to check if
cluster j′ has recurred. A disappeared cluster j′ is regarded as
a recurrent cluster if ptj′ is larger than γ . The whole dynamic
cluster evolution detection process is elaborated in the
following.

Algorithm 1 ISTRAP Algorithm

Input: X = {xt }Nt=1(N →∞),T0, θ, α, β, γ
1: r0 = 0, O0

←− ø, C ′0←− ø
2: CT0 ←−AP(x1, x2, . . . , xT0 )
3: for t > T0 do
4: Calculate Equ. (5)
5: if d tmin < θ then
6: if d tmin = minj=1...k t−1{d(e

t−1
j , xt )} then

7: Update cj
8: else
9: Update cj′
10: for j′=1. . .k

′t do
11: if ptj′ > γ then
12: ptj′ = 0
13: C ←− cj′
14: Delete cj′ in C′
15: end if
16: end for
17: end if
18: else
19: O←− xt

20: r t = r t−1 + 1
21: if r t > α then
22: Ct ←−WAP(Ot ,Ct−1)
23: Ot

←− ø
24: r t = 0
25: end if
26: end if
27: for j=1. . .k t do
28: Calculate Equ. (6)
29: if 1tj > β then
30: C′←− cj
31: Delete cj in C
32: end if
33: end for
34: end for

B. THE FRAMEWORK OF ISTRAP
The framework of ISTRAP is depicted in Fig. 3. From Fig. 3,
we can find that four decision functions (one is for outlier
detection and the rest are for the three kinds of evolution
detection) and two reservoirs (denoted as outlier reservoir
and remove reservoir) are included in the framework.
All active clusters are saved in the cluster model (denoted
as model) to represent the current pattern of the data stream.
The remove reservoir collects all inactive clusters. Gener-
ally, the procedure of ISTRAP can be summarized as fol-
lows and the pseudocode of ISTRAP algorithm is illustrated
in Algorithm 1.
• Step 1: The first bunch of data is processed by AP algo-
rithm to extract representative data points as the initial
exemplars and an initial model CT0 is thus generated.

• Step 2:As the data points flow in, each data point will go
through the outlier detection firstly. Specifically, the d tmin

46160 VOLUME 6, 2018



J. Sui et al.: Dynamic Clustering Scheme for Evolving Data Streams Based on Improved STRAP

FIGURE 3. The framwork of ISTRAP algorithm.

is calculated by applying Equ. (5). The d tmin is then
compared with the given threshold θ . The data point
could be assigned to the nearest exemplar of a certain
cluster in model or remove reservoir if d tmin is less than
θ . Otherwise, it will be put into the outlier reservoir O.
Note that if the data point is assigned to a cluster in
remove reservoir, the corresponding counter pt−1

j′
of this

cluster will then increase by 1.
• Step 3: Meanwhile, all clusters in remove reservoir C ′

are checked if some of them recur. The recurrent clusters
will be moved back into the model C.

• Step 4: The emergence criterion is triggered if new clus-
ters need to be generated. Then, the model will be rebuilt
from the current exemplars and the outlier reservoir,
by using WAP algorithm [29].

• Step 5: All active clusters in model C will be checked if
they are still active at timestamp t . The inactive clus-
ters will be removed from the model into the remove
reservoir C ′ .

• Step 6:Back to Step 2 until the stop condition is satisfied.

C. THE KEY PARAMETER SENSITIVITY
ANALYSIS OF ISTRAP
There are several key parameters in ISTRAPwhich can affect
the clustering quality, such as θ , α, β, and γ . Here, some
qualitative analysis are given to show how these parameters
impact on the performance of the algorithm.

Firstly, θ has an indirect effect on the detection of three
kinds of evolution by controlling the number of outliers.
Generally, a smaller θ results in that a point is easier to be
judged as an outlier. Thus, more clusters tend to be inactive
and more frequent rebuilt of the model will be caused. A rec-
ommended value is the average Euclidean distance between
data points and exemplars in the initial model [31].

Secondly, α represents the threshold used in emergence
detection. Emergence detector will trigger the rebuilt of the
model. Consequently, α affects the stability and processing
time of the ISTRAP.

Thirdly, β means the maximal duration tolerance that an
active cluster in model is not visited by the arriving data

points. Hence, a larger β will cause less possibility that
clusters are judged as inactive.

The parameter γ represents the minimum number of data
points assigned if a recurrent cluster needs to be sent to
current model. The smaller γ is, the more recurrent clusters
are found.

It should be pointed that ISTRAP can be viewed as a
generalization model of the standard STRAP with two new
parameters β and γ introduced. STRAP can be seen as a
particular case of ISTRAP when β and γ equal to infinity.

IV. SIMULATION
We verify the effectiveness of ISTRAP in this section. Firstly,
the data sets we used are introduced and then the performance
of ISTRAP on dealing with typical evolving data streams is
tested. Finally, the sensitivity against β and γ of ISTRAP is
analyzed.

A. DATA SETS
We evaulate the performance of ISTRAP (Algorithm 1) using
numerical experiments involving both artificial and real-
world datasets. In particular, we have generated two artifial
data streams and four data streams based on the MNIST
database [35]. The datasets used in our experiments are
described in Table 1.

TABLE 1. General information of evolving data streams occupied in
experiments.

Artificial Data Streams: We created two artificial data
streams, denoted AS 1 and AS 2, which contain different
types of evolution. The data spatial distributions of AS 1 and
AS 2 in their feature spaces are depicted in Fig. 4 and Fig. 5,
respectively. The data points of two data streams are all
derived from 12 clusters which are located in 3-dimensional
real space. As shown in Table 1, AS 1 consists of 17200 data
points and AS 2 has 22000 data points in total.
Real-World Data Streams: The MNIST (modified NIST)

database is selected to test the performance of ISTRAP.
We used the MNIST database provided by LeCun [35].
The MNIST database contains 70000 images of hand-
written digits from 0 to 9. All digits have been size-
normalized and centered to 28 × 28 gray-level images,
so each image can be denoted as a 784-dimensional
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FIGURE 4. Spatial distribution of AS 1 in feature space.

FIGURE 5. Spatial distribution of AS 2 in feature space.

vector [36]. Some samples in this database are illus-
trated in Fig. 6, provided by Niu and Suen [41]. It has
been shown that the MNIST dataset is actually located a
much lower-dimensional feature space. Hence, the t-SNE
(t-distributed stochastic neighbor embedding) appro-
ach [37]–[40] is applied to reduce dimensionality from
784 to 2. We select 2000 data points (images) for each digit
to form a data set. The spatial distribution in 2-dimensional
feature space of the selected data set is depicted in Fig. 7. The
selected data set is re-arranged to be added to the evolution
property. As shown in Table 1, the MNIST data streams 1 to 4
are four evolving data streams derived from the selected
data set (denoted as MNIST streams 1 to 4 in this paper).
In particular, MNIST streams 3 and 4 are two data streams
which are applied to analyze the parameter sensitivity of
ISTRAP.

B. DETECTING DISAPPEARED CLUSTERS
We first apply ISTRAP to AS 1 and MNIST stream 1 to test
its effectiveness for emergence and disappearance detection
on artificial and real-world evolving data streams. The results
of the standard STRAP will be provided for comparison. The
data spatial distributions and evolving properties of AS 1 and
MNIST stream 1 have been depicted in Fig. 8 and Fig. 9
respectively. As can be seen from Fig. 8 and Fig. 9, the two
evolving streams have experienced three different evolving

FIGURE 6. Sample images in MNIST database.

FIGURE 7. Spatial distribution in 2-dimensional feature space of the data
set selected from MNIST database.

FIGURE 8. Temporal distribution and evolving property of AS 1.

phases, i.e. initialization phase (denoted as P1), new clusters
emerge in the following phase (P2), and some clusters suc-
cessively disappear in the final phase (P3).

For a fair comparison, the parameters of ISTRAP and
STRAP, for example, preference p, α and θ , are set to be the
same. The parameters settings are given as follows. We set
α = 130, β = 150 for both streams, θ = 0.1 for artificial
streams, θ = 12 for MNIST streams. The comparison results
between two algorithms are shown in Fig. 10 and Fig. 11.

From Fig. 10 and Fig. 11, we find that both ISTRAP and
STRAP can detect the emergence (in P2) cases accurately.
However, the disappearance (in P3) is not detected by STRAP
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FIGURE 9. Temporal distribution and evolving property of MNIST
stream 1.

FIGURE 10. The results of ISTRAP and STRAP applied to AS 1.

FIGURE 11. The results of ISTRAP and STRAP applied to MNIST stream 1.

as the number of clusters does not decrease with the disap-
pearance of clusters, which reveals that STRAP can only find
the emergence of clusters. In contrast, the ISTRAP accurately
detects the disappearance of clusters.

C. DETECTING RECURRING CLUSTERS
We test the recurring cluster detection performance of
ISTRAP using AS 2 and MNIST stream 2. The data spatial
distributions and the evolving properties of these streams
are shown in Fig. 12 and Fig. 13. As can be seen from
Fig. 12 and Fig. 13, AS 2 and MNIST stream 2 can be

divided into 4 phases according to their evolving property,
i.e., emergence in the first phase (denoted as P1), disappear-
ance and reoccurrence in the following three phases (P2-P4).
For comparison, STRAP is also tested on the data streams.
It should be pointed out that all parameters remain the same
with those of the experiments in the above sub-section.

FIGURE 12. Temporal distribution and evolving property of AS 2.

FIGURE 13. Temporal distribution of and evolving property of MNIST
stream 2.

In Fig. 14 and Fig. 15, we illustrate the results of ISTRAP
and STRAP on AS 2 and MNIST stream 2, respectively.
As expected, we find that STRAP is unable to detect reoc-
currence. In contrast, the ISTRAP shows its powerful effec-
tiveness in tracking the reoccurrence of the clusters with
a little delay after the true evolution curve. Thus we find that
ISTRAP is able to accurately detect the disappearance and
reoccurrence of evolving streams.

D. PARAMETER ANALYSIS
The key parameters θ , α, β, and γ have impact on the
performance of ISTRAP. The θ , α are analyzed in detail
in [28]–[31]. Here wemainly demonstrate how β and γ affect
the algorithm according to simulation results.

We test the sensitivity of Algorithm 1 on the precise choice
for β by applying it to MNIST stream 3. MNIST stream
3 consists of 20000 data points in total and the main evolution
of the stream is the disappearance. Specifically, there are
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FIGURE 14. The results of ISTRAP and STRAP applied to AS 2.

FIGURE 15. The results of ISTRAP and STRAP applied to MNIST stream 2.

FIGURE 16. Disappearance detection results by ISTRAP under four typical
β settings.

10 clusters in the beginning and then four clusters disappear
one by one after reaching its minimum (six active clusters in
the final phase). Fig. 16 shows the results under four typically
different β settings.
From Fig. 16, the algorithm detects 4, 3, 2 and 1 times

disappearance when the β is set 1000, 3000, 6000
and 9000 respectively. The larger β is set, the less possibility
that the algorithm can detect all the disappearance.

Similar results can also be found when we apply the pro-
posed ISTRAP onMNIST stream 4 to test its sensitivity to γ .

FIGURE 17. Recoccurrence detection accuracy under five typical γ
settings.

FIGURE 18. Time consumption of processing MNIST stream 4 under
different β and γ settings.

MNIST stream 4 consists of 20000 data points in total and the
main evolution of the stream is the reoccurrence. There are
4 times of reoccurrence existing in MNIST stream 4. We test
the accuracy of the reoccurrence detection of the proposed
ISTRAP under different γ values. As depicted in Fig. 17,
the reoccurrence detection accuracy is gained by calculating
the ratio of the number of reoccurrences detected to the true
number of reoccurrences. We can observe that larger γ is less
sensitive in monitoring the reoccurrence of clusters.

Smaller values of β and γ can ensure that the proposed
method is more sensitive to the cluster evolution. However,
the parameters cannot be set too small when we take the
time consumption into account. in Fig. 18, we show the time
consumption under different parameter settings of ISTRAP
when processingMNIST stream 4. Concretely, we fix γ = 50
firstly and increase β from 600 to 3000. The time consump-
tion curve shows a downward trend as a whole.When we fix
β = 600 and increase γ from 50 to 350, the corresponding
time consumption curve still shows a decreasing trend. This
is because smaller parameter value makes the scheme more
sensitive to the cluster evolution, resulting in more reac-
tions or even false-detection. The scheme needs more time
to react to the evolution. By contrast, larger parameter values
make the scheme be more insensitive to the cluster evolution.
Hence, less time will be consumed.
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V. CONCLUSION
This paper proposes a novel data stream clustering approach,
named ISTRAP, which can detect and monitor the cluster
evolution i.e. emergence, disappearance, and reoccurrence.
An integrated evolution detection framework is proposed
which ensures that new emerging clusters are timely added
to the current model, outdated clusters are removed and
recurrent clusters are efficiently detected rather than being
treated as novel clusters. Simulation results on artificial and
real-world data streams show that ISTRAP is able to detect
the evolution of data streams. The ISTRAP still suffers from
some drawbacks. For example, some parameter settings are
still needed to be set manually. Meanwhile, as a Euclidean
distance-based algorithm, ISTRAP cannot handle well with
high-dimensional data streams. Potential future work would
be to expand ISTRAP to overcome these difficulties.
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