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ABSTRACT: Although numerous crystal structures have
been successfully predicted by using currently available
computational techniques, prediction of strongly correlated
systems such as transition-metal oxides remains a challenge.
To overcome this problem, we have interfaced evolutionary
algorithm-based USPEX method with the CRYSTAL code,
enabling the use of Gaussian-type localized atomic basis sets
and hybrid density functional (DFT) methods for the
prediction of crystal structures. We report successful crystal
structure predictions of several transition-metal oxides (NiO,
CoO, α-Fe2O3, V2O3, and CuO) with correct atomic magnetic
moments, spin configurations, and structures by using the
USPEX method in combination with the CRYSTAL code and Perdew−Burke−Ernzerhof (PBE0) hybrid functional. Our
benchmarking results demonstrate that USPEX + hybrid DFT is a suitable combination to reliably predict the magnetic
structures of strongly correlated materials.

1. INTRODUCTION

To tune the physical properties of any material with high
precision, one has to understand the atomic-level structure of
the material. When there are no crystals suitable for single-
crystal structure determination, the crystal structure can often
still be solved from an X-ray powder-diffraction pattern.
However, if the experimental data quality is poor or the
structure has a completely new structure type, the complete
structure solution from the powder data becomes very difficult.
For magnetic materials, the magnetic spin structure further
complicates the full structure solution and neutron diffraction
has to be used to obtain the information of spin configurations.
To speed up structure solution of new materials and materials
design process in general, different computational crystal
structure prediction algorithms have been developed.1−5 Even
though some major successes have already been achieved,
crystal structure prediction has been regarded for a long time
as one of the most challenging problems in material sciences.6,7

In particular, the prediction of magnetic ground states remains
essentially an unsolved problem. This is due to the complicated
nature of the magnetic compounds, where spin configurations
and the magnetic unit cell have to be taken into account in the
structure predictions.
One important class of magnetic crystal structures is the

transition-metal oxides. Transition-metal oxides play a crucial
role in a wide range of applications from catalysis to
electronics.8−14 It is well known that standard generalized
gradient approximation (GGA) functionals such as Perdew−
Burke−Ernzerhof (PBE) fail to correctly treat the magnetic
moments and electronic structure of systems such as strongly

correlated transition-metal oxides, sometimes even favoring a
wrong magnetic ground state.15−22 Even in the case of
nonmagnetic transition-metal oxides such as Cu2O, the band
structure may not be correctly described by GGA func-
tionals.23 The reason is the self-interaction error of GGA,
which results in the over-delocalization of the electrons on
transition-metal 3d and oxygen 2p orbitals.15,24−27 Con-
sequently, this results in an electronic structure that can be
even qualitatively wrong. The problem with the delocalization
of 3d orbitals can be overcome by using the Hubbard U
parameter to localize the electrons on the transition-metal
atoms, but this does not solve the problem related to the
treatment of oxygen 2p orbitals. In particular, recent work
clearly demonstrates that hybrid functionals exclusively localize
density onto the 2p orbitals, whereas hybrid density functional
(DFT) methods + U does not necessarily do the same.28

Therefore, a wrongly chosen U value may not provide any
improvements over standard DFT-GGA functionals favoring a
wrong magnetic state. Furthermore, even GGA + U still
underestimates band gaps of transition-metal monoxides.24,29

Also, when the goal is to predict new crystal structures, it is not
clear what particular U value should be used if the material is
entirely new.25,29 The problems related to the U correction can
be solved by adding exact exchange and using hybrid DFT
which equally improves localization on transition metal and
oxygen atoms and has an impact on the relative position of the
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energy levels of transition metal d and oxygen p states.21,24,26,27

One of the major differences between the hybrid functionals
and GGA + U scheme is that the amount of the exact exchange
is not tuned for each material in the case of hybrid DFT.
Furthermore, it has been proven that the hybrid functionals
with ∼20% of the exact exchange reliably describe magnetic
properties of transition-metal oxides.21,24,27,28

From a technical point of view, an algorithm for crystal
structure prediction has to satisfy the following criteria: (i)
computationally not too expensive, (ii) automation of all
stages, and (iii) usable for different kinds of systems. The
examples of some methods developed to predict crystal
structures are simulated annealing,1 minima hopping,2,4 and
metadynamics.3,5 Although many successes have been
achieved, there are still many known cases where structures
have not been predicted correctly.6 This is mainly due to the
following problems: (1) the need to have a good starting
geometry from which the algorithm starts the search, (2)
complicated choice of the initial input parameters, (3) slow
performance, and (4) repeating visits to already investigated
minima.
Methods based on evolutionary algorithms (EA) represent

one of the most successful approaches to search for global
minima and to predict unknown crystal structures.30−34 EA
methods have the following advantages: (1) they do not
require any experimental parameterization; (2) they are self-
developing, as the evolutionary algorithm forces the population
to improve from generation to generation; (3) they provide
accurate results as long as ab initio methods, usually DFT, are
used for local optimization of each candidate structure; and (4)
they learn from history, thus avoiding recalculation of already
studied structures. In particular, USPEX (Universal Structure
Predictor: Evolutionary Xtallography) is an EA code that has
been successfully used in many different applications.32−39 The
First Blind Test for inorganic crystal structure predictions
demonstrated that USPEX is a robust and advanced
method.32,35,39,40 USPEX includes many advanced features:
(1) cell reduction techniques and (2) constraints on bond
lengths and angles that prevent construction of flat cells and
majority of unreasonable structures; (3) cell splitting
techniques that prevent energetically poor structures in the
initial population; (4) local ordering that represents a smart
way to construct new candidates from previously studied
structures; (5) fingerprint function that avoids trapping in local
minima.
USPEX is already interfaced with many DFT codes, but

these are typically based on plane-wave basis sets and therefore
known to have relatively high computational cost for hybrid
DFT methods. CRYSTAL program package that utilizes local
atomic basis sets is known to be an effective code for
employing hybrid functionals.41 Therefore, we decided to
develop a CRYSTAL interface for USPEX to produce a
suitable DFT-based EA approach for the prediction of
magnetic crystal structures.
In this paper, we describe the first successful crystal structure

prediction benchmarking results for magnetic binary transition-
metal oxides. We apply a new CRYSTAL interface for USPEX
code to investigate NiO, CoO, α-Fe2O3, V2O3, and CuO. To
show that this approach works equally well for nonmagnetic
structures, we investigate the crystal structure of Cu2O.

2. COMPUTATIONAL DETAILS

2.1. Electronic Structure Calculations. Crystal structure
predictions were carried out by using USPEX 9.4.4 code.33−35

All quantum chemical calculations within the USPEX
simulations were performed using the CRYSTAL17 code.41

We developed a new CRYSTAL interface for USPEX that
allows using CRYSTAL for the local optimization of candidate
structures. The interface is written in MATLAB and integrated
with a development version of USPEX. The interface will be
included in a forthcoming release of USPEX. Hybrid PBE0-
DFT functional with 25% Hartree−Fock and 75% PBE
exchange was utilized in the study.42,43 All-electron,
Gaussian-type split-valence + polarization (SVP) level basis
sets based on Karlsruhe def2-SVP basis sets were used within
the crystal structure predictions (a list of all used basis sets is
given in the Supporting Information).44 The lowest-energy
structures from each USPEX simulation were reoptimized by
using triple-ζ-valence + polarization (TZVP) level basis sets.
The Karlsruhe basis sets are known to be among the best
molecular basis sets, and by introducing only minor
modifications into them to make periodic calculations feasible,
we can approach the choice of basis set in a systematic way.
CoO structures could only be reoptimized with the SVP basis
set due SCF convergence problems in the case of a TZVP basis
set. For the final optimization after the USPEX run, the used k-
point meshes were 8 × 8 × 8 for all studied structures. Spin-
unrestricted formalism was used for all calculations of magnetic
structures. Full computational details of CRYSTAL calcu-
lations can be found in the Supporting Information. For the
final optimization after the USPEX run, tightened tolerance
factors (TOLINTEG) of 8, 8, 8, 8, and 16 were used for the
evaluation of the Coulomb and exchange integrals. This means
that if the overlap between two atomic orbitals is smaller than
10−8 (or 10−16 for some integrals), the corresponding integral
is disregarded (see ref 45 for detailed explanation of the
TOLINTEG criteria). Because the initial population is based
on random structure generation, each USPEX run will be
different. Therefore, USPEX structure searches were carried
out twice for each studied structure to confirm the robustness
of the present CRYSTAL + USPEX methodology (USPEX
input files are given in the Supporting Information). One has
to keep in mind that hybrid DFT is computationally more
expensive than GGA or GGA + U. In general, the
computational cost is determined by the cost of the local
optimizations. Therefore, it is better to use GGA functionals
for systems such as metals which are well-described with DFT-
GGA.

2.2. Working Principles of the USPEX. A typical USPEX
workflow is illustrated in Figure 1.
USPEX first randomly generates a set of structures known as

candidate structures. These structures are called a generation
or, depending on the context, population. We use the term
generation when discussing a particular set of the structures,
for example, from generation 1. The term population refers to
all considered candidate structures within one single USPEX
structure prediction run. After random generation, the
candidate structures are locally optimized by an ab initio
code (here, CRYSTAL). When the local optimizations of all
structures in the generation are finished, the next generation
has to be built by using variation operators on the lowest-
energy structures from the previous generation. Furthermore, a
small number of randomly generated structures are added to
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diversify the population. USPEX uses the following variation
operators: heredity, permutation, lattice mutation, and atomic
mutations (softmutation and coormutation). Next, the
structures from the new generation are locally optimized and
the above-described process is repeated until halting criterion
is met. Usually, USPEX stops when the same lowest-energy
structure is produced in several generations in a row. Overall, a
minimal USPEX input file contains (1) atom types and the
amount of each element, (2) size and number of generations,
(3) parameters of the USPEX algorithm, for example, the
variation operators used (present USPEX input files are given
in the Supporting Information).

3. RESULTS AND DISCUSSION
The results will be discussed as follows. We start with resulcts
on the nonmagnetic Cu2O structure by giving the description
of the prediction procedure by USPEX evolutionary algorithm
and comparing the calculated structure with experimental data.
Next, we discuss magnetic transition-metal oxides in the same
way as Cu2O in the following order: NiO, CoO, α-Fe2O3,
V2O3, and CuO.
3.1. Cu2O. Copper(I) oxide Cu2O has a cubic crystal

structure with Pn3̅m space group (224).46,47 Cu2O is a
nonmagnetic structure with the unit cell containing two
formula units (Cu4O2) and linearly coordinated copper atoms
with oxygen atoms, which are, in turn, tetrahedrally
coordinated (Figure 2).

Cu4O2 composition was specified in the USPEX, corre-
sponding to the Cu2O unit cell. Figure 3 illustrates the
enthalpy per atom of all candidate structures as a function of
structure number in two USPEX runs.
Hundred and forty-five structures were considered within 10

generations in the first USPEX simulation (Figure 3a). The
second USPEX simulation screened 151 candidates within 10
generations (Figure 3b). However, the correct Cu2O crystal
structure was found already in generation 4 in the first USPEX
simulation and in generation 3 in the second run. As the local
optimizations within USPEX are carried by using relatively
weak convergence criteria and small basis sets to accelerate the
evolutionary run, one typically has to reoptimize lowest-energy
structures with a higher level of theory afterward. The results
for the reoptimized lowest-energy structures are depicted in
Table 1.
It is seen that structural properties of the predicted Cu2O

structure are in line with the experimental data. The calculated
lattice constant is only 1.2% larger than the experimental value.
Cu−O distance in the calculated structure also correlates very
well with the experimental value (1.87 Å calc. and 1.85 Å
exp.).46,47 The calculated band gap (2.3 eV) of Cu2O was
found to be very close to experimental one of 2.2 eV. Next, we
moved to structure predictions of magnetic transition-metal
oxides.

3.2. NiO. Nickel(II) oxide (NiO) crystallizes in the cubic
Fm3̅m space group. The Ni2+ ions in the structure have an
octahedral environment (NaCl structure type). The ground
state of NiO is known to be antiferromagnetic (AFM) below
the Neél temperature of 525 K. The antiferromagnetic ground
state can be realized in the subgroup R3̅m (166), where the
nickel atoms with the opposite spin are located in adjacent
layers along the [111] direction of the original face-centered
cubic cell (Figure 4).50,51,56,70 The antiferromagnetic NiO
structure shown in Figure 4 was also been found to be the
most stable one by using different DFT functionals.21

In the case of a completely new material with unknown
magnetic structure, we would have to check all possible
magnetic states of the structures when comparing their
stabilities. Here, the magnetic ground states are known from
experiment. Therefore, we did not investigate all possible spin
configurations but focused instead on the correct prediction of
the spin configuration and the space group. This is made
possible by use of hybrid functionals, as they reliably describe
not only the geometry but also the magnetic properties of the
transition-metal oxides. In the case of NiO, it is known that
hybrid DFT methods correctly give the AFM spin config-
uration shown in Figure 4 as the lowest-energy NiO structure;
therefore, we did not carry out structure predictions for other
spin configurations such as ferromagnetic ordering.21 In a
general case, one should run the evolutionary search for a
number of spin settings to find the ground-state spin
configuration.
To predict an antiferromagnetic structure for NiO, at least

two formula units (Ni2O2) must be used in the USPEX search.
As for Cu2O, two USPEX simulations were carried out (Figure
5).
In general, 124 and 123 candidate structures within 10

generations were considered in the first (Figure 5a) and the
second (Figure 5b) USPEX simulations, respectively. The
correct NiO structure was identified in the first generation for
both simulations. On the basis of Table 1, we see that the
properties of the predicted structures are consistent with

Figure 1. Typical USPEX workflow for crystal structure prediction.

Figure 2. Lowest-energy unit cell predicted for Cu2O by USPEX (red:
oxygen, blue: copper).
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experimental findings. The difference between the calculated
and experimental lattice constant is very small (+0.2%).51

Calculated magnetic moment (1.67 μB) reproduces the
experimental value.48−50 All reported magnetic moments in
the paper are spin-only values, meaning that orbital magnetic
moments can result in some differences between experimental
and computational results. The band gap of NiO is
overestimated by about 1 eV. The main improvement of the
hybrid functionals over GGA functionals is the correct
treatment of valence bands and the states near the Fermi
level, which leads to localization of atomic orbitals. Therefore,
even though the band gaps of some structures are not
reproduced quantitatively, the hybrid functional has a crucial
impact on the quality of the results. In particular, it has been
shown that the electronic properties and the geometry of NiO
are reliably described with hybrid DFT methods even though
the band gap is overestimated.14,71 For comparison, GGA-PBE

Figure 3. USPEX evolutionary crystal structure prediction of Cu2O (six atoms in the unit cell), showing the enthalpy per atom of all candidate
structures along the evolutionary trajectory. Circle shows the first occurrence of the final global minimum. Plot (a) is the result of the first USPEX
simulation, and plot (b) is the result of the second USPEX simulation.

Table 1. Magnetic Moments (μB/Transition-Metal Atom), Lattice Parameters (Å), Bond Lengths (Å), and Band Gaps (eV) of
the Predicted Crystal Structures in Comparison with Experimental Data

lattice parameters (Å)

μB a b c band gap (eV)

oxide calc. exp. calc. exp. calc. exp. calc. exp. calc. exp.

Cu2O 4.318 4.26946,47 2.3 2.247

NiO 1.67 1.64,48 1.77,49 1.9050 4.187 4.17751 5.2b 4.0,52 4.353

CoOa 2.74 3.35, 3.854,55 4.247 4.26356 4.7b 2.657

α-Fe2O3 4.24 4.6−5.258 5.054 5.03559,60 13.728 13.74759,60 4.0b 2.1661,62

V2O3 2.02 5.053 4.94963 13.824 13.99863 3.0
CuO 0.63 0.65,64 0.6865,66 4.731 4.68467 3.436 3.42367 5.147 5.12967 3.4b 1.768

aAn orbital moment, which is about 1 μB, is not taken into account in the calculated result.69 bBand gaps for the α and β spin are the same.

Figure 4. Lowest-energy unit cell predicted for NiO by USPEX (red:
oxygen, gray: nickel). The directions of the magnetic moments are
illustrated by arrows.

Figure 5. USPEX evolutionary crystal structure prediction of NiO (four atoms in the unit cell), showing enthalpy per atom of all candidate
structures along the evolutionary trajectory. Circle shows the first occurrence of the final global minimum. Plot (a) is the result of the first USPEX
simulation and plot (b) is the result of the second USPEX simulation.

The Journal of Physical Chemistry C Article

DOI: 10.1021/acs.jpcc.8b08238
J. Phys. Chem. C 2018, 122, 24949−24957

24952

http://dx.doi.org/10.1021/acs.jpcc.8b08238
http://pubs.acs.org/action/showImage?doi=10.1021/acs.jpcc.8b08238&iName=master.img-004.jpg&w=341&h=117
http://pubs.acs.org/action/showImage?doi=10.1021/acs.jpcc.8b08238&iName=master.img-005.jpg&w=235&h=141
http://pubs.acs.org/action/showImage?doi=10.1021/acs.jpcc.8b08238&iName=master.img-006.jpg&w=341&h=117


functional severely underestimates the band gap of NiO,
predicting a value of only 0.5 eV.21 An interesting possibility
for further improvement is the utilization of self-consistent
hybrids, as implemented in CRYSTAL, in which case the
amount of exact exchange is self-consistently obtained for
different types of materials.72,73 However, at the moment, these
approaches are computationally somewhat too expensive to be
combined with evolutionary algorithm predictions.
3.3. CoO. Cobalt(II) oxide (CoO) adopts the same rocksalt

structure as that of NiO (Figure 4), and it has AFM spin-
ordering at its ground state below the Neél temperature of 293
K.54−56 The same AFM configuration was found to be the
most stable in previous DFT studies.21 The magnetic primitive
unit cell contains two formula units (Co2O2). The results of
the two USPEX simulations are given in Figure 6.
Overall, 130 and 132 candidate structures were screened in

the first (Figure 6a) and the second (Figure 6b) USPEX runs,
respectively. This required 12 and 10 generations, respectively.
The correct CoO structure was found in the generation 3 in
the first USPEX simulation and in the generation 1 in the
second run. As seen in Table 1, all properties are also in line
with experimental findings. The difference in magnetic
moment is due to the orbital moment: the experimental
value is always a combination of spin and orbital moments,
whereas our calculations do not take orbital moment into
account. However, orbital moment has been estimated to be 1
μB using local spin density approximation + U. Together with
this orbital moment our calculated spin moment reproduces
the experimental value.69 The optimized lattice parameter is
almost identical to the experimental value with a difference
only of −0.4%.56 Band gap is overestimated by 2.1 eV. After
these high-symmetry tests on NiO and CoO, we moved to
more complicated cases: α-Fe2O3 (hematite) and V2O3
(corundum structure).
3.4. α-Fe2O3. Iron(III) oxide (hematite) has trigonal

corundum structure with R3̅c space group (167) when
magnetic ordering is not taken into account.59−61,74 The
magnetic unit cell contains two formula units (Fe4O6), and it is
known to be stable in an AFM configuration below the Neél
temperature of 955 K.22,74 For the unit cell with the AFM spin-
ordering, the symmetry is reduced to the subgroup R3̅ (148).
Each Fe atom is octahedrally coordinated with six O atoms
that form close-packed planes (Figure 7). The AFM hematite
structure has been also found to be the lowest-energy structure
by DFT methods.22

Hundred and fifty-three structures within 10 generations
were screened in the first USPEX run (Figure 8a), and 185

structures in 10 generations were calculated during the second
simulation (Figure 8b). The hematite structure in the AFM
state was found in generations 1 and 4 for the first and second
USPEX simulations, respectively.
The calculated magnetic moments of the Fe atoms (Table

1) are very close to the experimental values. The geometrical
properties of the predicted hematite crystal structure match
experimental data very well (Table 1): lattice constants are
different by +0.4 and −0.2% for a and c, respectively. The c/a
ratio is also in line with experimental findings: 2.716 calc. and
2.730 exp.59,60 Fe−Fe distances in the calculated structure are
found to be 2.92 and 3.94 Å, whereas the experimental values
are 2.88 and 3.98 Å. Band gap is overestimated by 1.8 eV.
Importantly, hematite can have different spin configurations in
the AFM state: (+ + − −), (+ − + −), and (+ − − +), where +
and − designate Fe spin up and spin down along the c-axis for
the leftmost atoms in Figure 7. The most stable hematite
structure predicted by USPEX corresponds to (+ − − +)
magnetic configuration, which is line with previous studies.22,74

For curiosity, we additionally calculated (+ − + −) hematite
configuration at the PBE0/TZVP level of theory and it was
found to be less stable than (+ − − +) configuration by 5.6 kJ/
mol per atom (56 kJ/mol per unit cell).

3.5. V2O3. Vanadium(III) oxide crystallizes in the trigonal
corundum structure with R̅3̅c space group (167) in the case of
nonmagnetic unit cell and R3c (161) for the magnetically

Figure 6. USPEX evolutionary prediction of the crystal structure of CoO (four atoms in the unit cell), showing enthalpy per atom of all candidate
structures along the evolutionary trajectory. Circle shows the first occurrence of the final global minimum. Plot (a) is the result of the first USPEX
simulation, and plot (b) is the result of the second USPEX simulation.

Figure 7. Lowest-energy unit cell for α-Fe2O3 predicted by USPEX
(red: oxygen, brown: iron). The directions of the magnetic moments
are illustrated by arrows.
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ordered structure (Figure 9).60,75,76 The unit cell contains two
formula units (V4O6). In fact, it is known from experiments

that corundum V2O3 structure transforms to a monoclinic
structure at ∼150 K, which, in turn, is known to be the most
stable in an AFM configuration.75 However, monoclinic V2O3
structure has 20 atoms in the primitive unit cell and prediction
of such structure with hybrid DFT methods would be
computationally a very intensive effort (the local optimizations

during USPEX structure search are run without any space
group symmetry). On the basis of our PBE0/TZVP estimation
at 0 K, corundum V2O3 is less stable than the monoclinic
structure only by 0.2 kJ/mol per atom. Therefore, we carried
out the USPEX search only for corundum-structured V2O3 in
the AFM state (V4O6 unit cell).
Overall, 122 and 214 candidate structures were screened in

10 and 16 generations, respectively (Figure 10a,b). The correct
corundum V2O3 structure was found in the generation 1 in the
first simulation and in the generation 7 in the second USPEX
run.
The V2O3 example is a clear demonstration that USPEX can

find the lowest-energy structure even in later generations
without getting trapped in the local minima funnel. In fact, the
(+ − + −) magnetic configuration was found to be the most
stable for corundum V2O3 structure whereas such magnetic
state is less favorable for previously described α-Fe2O3 (Figure
7). Comparison of the band gap is not feasible because
corundum V2O3 is known to be a conducting material at the
room temperature. Previously, the band gap for corundum
V2O3 was calculated to be 2.7 eV by local density
approximation functional.77 Lattice constants of the calculated
structure have differences of +2.1 and 1.2% for a and c,
respectively, compared with experiments. A similar difference
was found for the c/a ratio: 2.828 exp. and 2.736 calc.
Experimental magnetic moments for corundum V2O3 have not
been reported, and therefore it is not possible to compare with
calculated values. However, we confirm that the predicted
structure exactly reproduces corundum V2O3 that was
calculated before.77

Figure 8. USPEX evolutionary crystal structure prediction of α-Fe2O3 (10 atoms in the unit cell), showing enthalpy per atom of all candidate
structures along the evolutionary trajectory. The circle shows the first occurrence of the final global minimum. Plot (a) is the result of the first
USPEX simulation, and plot (b) is the result of the second USPEX simulation.

Figure 9. Lowest-energy unit cell for V2O3 predicted by USPEX (red:
oxygen, yellow: vanadium). The directions of the magnetic moments
are illustrated by arrows.

Figure 10. USPEX evolutionary crystal structure prediction of V2O3 (10 atoms in the unit cell), showing enthalpy per atom of all candidate
structures along the evolutionary trajectory. Circle shows the first occurrence of the final global minimum. Plot (a) is the result of the first USPEX
simulation and plot (b) is the results of the second USPEX simulation.
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3.6. CuO. Copper(II) oxide (CuO) has a monoclinic
structure with C2/c space group (15) and four atoms in the
primitive unit cell (Figure 11a).64,67 However, the primitive
magnetic unit cell contains 16 atoms (Cu8O8), which enables a
huge number of spin configurations in the structure.78 CuO is
known to possess antiferromagnetic spin configuration below
the Neél temperature of 230 K. The magnetically ordered
structure has a P21/c space group (14) (Figure 11c).65,66,78 Cu
atoms possess square-planar coordination, whereas the O
atoms are almost tetrahedrally coordinated. The possibility for
many different spin configurations together with a low space
group makes the prediction of CuO magnetic structure the
most challenging case studied here.
In general, 133 and 187 candidate structures within 10 and

13 generations were considered in the first (Figure 12a) and
the second (Figure 12b) USPEX simulations, respectively.
The CuO structure reported here was identified in

generations 3 and 12 for the first and the second USPEX
runs, respectively. Evolutionary prediction of the magnetic
structures with 16 atoms in the unit cell by using hybrid DFT
is a time- and resource-consuming task. Therefore, we used
only the first two relaxation steps instead of three for the
second USPEX simulation, which can be observed on the basis
of the energies from Figure 12: structures from the plot (b)
have higher energies as expected. Notably, USPEX run with
two relaxation steps screened much more candidate structures
and both simulations resulted in the same lowest-energy
structure. Band gap is overestimated by 1.7 eV. Predicted
geometry is in good comparison with experimentally known
structure with slightly overestimated lattice constants: 1.0, 0.4,
and 0.4% for a, b, and c, respectively.67 Cu−O distance of the

calculated structure is 1.97 Å, which is almost identical to 1.95
Å from the experiment.
The predicted CuO structure without taking into account

spin configuration is identical to the experimentally known
crystal structure (Figure 11a). The magnetic unit cell predicted
by USPEX (Figure 11b) has some differences in spin-ordering
resulting in a P1̅ space group (2) compared with CuO
structure reported before possessing a P21/c space group
(14),78 but the energy difference between the predicted and
reported before CuO structures is only 0.3 kJ/mol per atom.
This is a rather small value beyond the accuracy of the applied
DFT-PBE0 method. Therefore, we consider that the predicted
CuO structure is slightly different due to the limitations of
DFT rather than the USPEX evolutionary algorithm itself.
Notably, the magnetic moments of predicted CuO structure
are in the range of the experimental values and the predicted
magnetic structure has not been reported anywhere before.

4. CONCLUSIONS
We have carried out crystal structure predictions of magnetic
transition binary metal oxides NiO, CoO, α-Fe2O3, V2O3, and
CuO by using USPEX code and new CRYSTAL interface
developed here. We reported the first successful USPEX
predictions of magnetic structures by using hybrid DFT
methods. Geometry, spin configurations, and magnetic mo-
ments of the studied structures are consistent with
experimental data. The spin configuration predicted for CuO
was found to be a little bit different compared to that of the
most stable CuO structure, but the energy difference is so
small that the prediction is limited by the accuracy of hybrid
DFT, and it is not due to the evolutionary algorithm itself. To

Figure 11. Lowest-energy unit cell of CuO predicted by USPEX (a) without and (b) with taking into account spins (red: oxygen, blue: copper).
Structure (c) is the CuO magnetic structure reported before and represents the lowest-energy spin configuration. The directions of the magnetic
moments are illustrated by arrows.

Figure 12. USPEX evolutionary crystal structure prediction of CuO (16 atoms in the unit cell), showing enthalpy per atom of all candidate
structures along the evolutionary trajectory. The circle shows the first occurrence of the final global minimum. Plot (a) is the result of the first
USPEX simulation, and plot (b) is the result of the second USPEX simulation using two relaxation steps.
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show that this approach can be used for nonmagnetic
structures, we also carried out a successful prediction of the
Cu2O crystal structure. We believe that the present bench-
marks on magnetic transition binary metal oxides constitute a
solid foundation toward further crystal structure prediction of
novel magnetic materials.

■ ASSOCIATED CONTENT
*S Supporting Information
The Supporting Information is available free of charge on the
ACS Publications website at DOI: 10.1021/acs.jpcc.8b08238.

USPEX input files for predictions of Cu2O, NiO, CoO,
α-Fe2O3, V2O3, and CuO structures; basis set
information; CRYSTAL17 input files used in USPEX
simulations; structural data of α-Fe2O3 in the (+ − − +)
configuration and monoclinic V2O3 structures (PDF)

■ AUTHOR INFORMATION
Corresponding Author
*E-mail: mikhail.kuklin@aalto.fi.
ORCID
Mikhail S. Kuklin: 0000-0001-9289-6905
Antti J. Karttunen: 0000-0003-4187-5447
Notes
The authors declare no competing financial interest.

■ ACKNOWLEDGMENTS
Computing resources from CSC, the Finnish IT Center for
Science, are gratefully acknowledged.

■ REFERENCES
(1) Schön, J. C.; Jansen, M. First Step Towards Planning of
Syntheses in Solid-State Chemistry: Determination of Promising
Structure Candidates by Global Optimization. Angew. Chem., Int. Ed.
1996, 35, 1286−1304.
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