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ABSTRACT

This work studies the use of signal-driven synthesis algo-
rithms applied to an augmented guitar. A robust sub-octave
generator, partially modeled after a classic audio-driven
monophonic guitar synthesizer design of the 1970s is pre-
sented. The performance of the proposed system is evalu-
ated within the context of an augmented active guitar with
an actuated sound box. Results of the evaluation show that
the design represents an exciting augmentation for the in-
strument, as it radically transforms the sound of the electric
guitar while remaining responsive to the full range of the
guitar playing gestures.

1. INTRODUCTION

During the advent of analog synthesizers in the 1970s,
companies like Electronic Music Studios (EMS) and
Roland, decided to enter the much bigger electric gui-
tar market by releasing new and exciting instruments that
came to be known as “guitar synthesizers”. This period
saw the development of many iconic, albeit unsuccess-
ful, products like the EMS Synthi Hi-Fli, a guitar multi-
effects processor capable of producing distinctive synthe-
sizer sounds ', and the Roland GR-500, a revolutionary
augmented guitar with integrated effects and the capabil-
ity to control external systems via a frequency-to-voltage
(F-V) converter [1]. The Roland GR-500 guitar synthe-
sizer can be heard, for instance, in David Bowie’s 1980 hit
single “Ashes to Ashes” [2].

Analog guitar synthesizers can be divided into two cat-
egories according to their operating principle: those that
track the pitch of the input signal via F-V conversion
(e.g. using a phase-locked loop (PLL)) and use it to control
an external synthesis engine [3], and those that process the
incoming signal to produce a “synthesizer effect” [4]. As
described by Puckette [5], guitar synthesizers that belong
to the former category are known to make many audible
mistakes, such as octave jumps, and suffer from high lev-
els of latency due to the time it takes for the circuit to track

Uhttp://www.matrixsynth.com/2008/11/ems-synthi-hi-fli.htm]
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the pitch of the incoming signal. This latency can be heard
as a distinctive glissando effect which may not always be
desirable. Popular guitar synthesizers that fall within this
category include the ARP Avatar [4], and the external sig-
nal processor section in the Korg MS-20 monophonic syn-
thesizer [6].

This work deals with the second category of guitar syn-
thesizers, i.e. those based on sound modification. We study
the behavior of one of the most common processing tech-
niques in this type of synthesis, sub-octave generation, and
present a model for its use in digital guitar-driven synthe-
sis. The proposed algorithm is partially based on the sub-
octave circuit found in the Electro Harmonix (EHX) Mi-
cro Synth, an analog guitar synthesizer designed by David
Cockerell? in 1978 [7]. Therefore, this research can be
classified as belonging to the field of “virtual analog” mod-
eling [8].

Previous research on audio-driven digital synthesis has
investigated the use of techniques such as self-modulating
and adaptive FM synthesis [9-11]. The use of PLL struc-
tures in the digital domain has also been investigated in the
context pitch tracking of electric guitar signals [12]. Ad-
ditionally, since the proposed algorithms are based on the
study of an analog guitar pedal, this study falls in line with
a long tradition of virtual analog modeling of guitar effects,
e.g. [13-15].

The proposed algorithm was implemented in real-time
using Max/MSP and evaluated within the context of an
augmented electric guitar. Instrument augmentation is an
established research field which seeks to add novel sonic
and gestural features to an existing musical instrument via
signal processing and sensor technology [16]. Due to the
rise in popularity of guitar augmentation research, these
instruments provide an ideal platform for the incorpora-
tion of classic analog-style synthesis and processing tech-
niques. A selection of augmented guitar research papers
includes sensor-controlled audio effect processing [17],
signal-driven adaptive audio effects [18], individual string
processing [19], and networked guitar extended towards
mobile devices and virtual reality [20].

More recently, research attention has been drawn towards
the augmentation of acoustic guitars, with integrated audio
transducers that enable to diffuse electronic and processed
sounds through the instrument’s soundboard and sound
box. This approach, referred herein as “active acoustic in-

2 Cockerell was also responsible for the design of several classic EMS
synthesizers, including the VCS3, the Synthi 100, and the Hi-Fli.
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Figure 1. Block diagram of the proposed guitar-driven synthesizer. This design is partially based on the sub-octave gener-
ator section of the Electro Harmonix Micro Synth guitar pedal. Gain parameter G € [0, 1] controls the wet/dry mix.

struments” has been recently gaining momentum, giving
rise to several projects, both in the start-up scene and in the
Academia, such as IRCAM’s Smartlnstruments> project
giving rise to the Hyvibe guitar*. Other prominent aug-
mented guitar start-ups include the Sensus guitar [21] and
the ToneWoodAmp > outboard device.

This work is organized as follows. Section 2 details
the derivation and implementation of the proposed guitar-
driven synthesizer. Section 3 discusses and evaluates the
incorporation of the proposed algorithm within the context
of an augmented guitar. Finally, Section 4 provides con-
cluding remarks.

2. SUB-OCTAVE GENERATOR

Figure 1 shows a block diagram representation of the dig-
ital guitar-driven synthesizer proposed in this study. The
proposed design is intended for monophonic input signals
only and is built around a sub-octave generator algorithm
partially based on the aforementioned EHX Micro Synth
[7], which also shares some resemblance to the Boss OC-2
Octave guitar pedal from 1982 [22].

The overall principle behind sub-octave synthesis is to
estimate the fundamental frequency of the incoming in-
put signal by generating a rectangular clock signal of the
same frequency. The estimated clock is then shifted in fre-
quency by half to produce the desired sub-octave signal.
Devices that output this rectangular oscillator for musical
use are known as “direct dividers” [23]. On the other hand,
“indirect dividers” are those that utilize the estimated sub-
octave oscillator to apply some form of signal processing
to the input signal. In these cases, the resulting waveform
preserves some of the timbral qualities of the original input
signal but is perceived to be an octave below in frequency.
The system herein presented falls under this category. The
following subsections present the details behind the behav-
ior and implementation of each of the blocks in Fig. 1.

2.1 Smoothing and Allpass Filtering Stages

The first step required to estimate the fundamental fre-
quency of the incoming input signal is to remove as many
harmonics as possible using a smoothing filter [5]. Since
the objective of this work is to apply the proposed algo-
rithm to an augmented guitar featuring a single electro-

3 http://instrum.ircam.fr/smartinstruments/
4 https:/hyvibe.audio
5 www.tonewoodamp.com

magnetic pickup (cf. Sec. 3), the cut-off frequency of this
filter was chosen according to the frequency range of the
whole instrument. We propose the use of four identical
one-pole lowpass filters arranged in series with a cut-off
frequency at 1kHz. This parameter was chosen empiri-
cally based on tests performed on the final implementa-
tion. The proposed cascade of filters exhibits a combined
spectral roll-off of approx. 24 dB/octave. Comparably, the
EHX Micro Synth use a three-pole (18 dB/octave) design
with a cut-off at approximately 1.1 kHz [7].

The transfer function of a single one-pole lowpass filter
can be written in the Laplace domain as

We

S + we

H(s) = ey
where w, = 27 f, and f. represent the cut-off frequency in
radians/second and Hz, respectively. This continuous-time
transfer function can be then discretized using the bilinear
transform, which gives us

bo —+ blzfl

H(z) = Tra1 (2)
where
weT
bp = b = ——— =~ 0.031 3
0 LT ST 0.0317 3
wel — 2

= —— =~ —0.9366. 4
aq weT + 2 €]

Parameter 7' is the sampling period of the system, i.e. T =
1/Fs. Here, we have defined a sample rate Fy, = 96kHz
which will be used throughout this study. Due to the rela-
tively low cut-off parameter we neglect the warping effects
of the bilinear transform.

In applications where access to individual string signals is
available, e.g. via hexaphonic pickups, multiple sub-octave
processors can be used simultaneously [S]. This approach
can be used to adapt the proposed system for polyphonic
use. In this scenario the cut-off frequency of each filter-
ing stage should be selected according to the range of each
string.

Now, the group delay introduced by the proposed
smoothing filter can be compensated in the direct signal
path using two first-order allpass filters, each with the z-
domain transfer function

a1 + 271
AP = T

&)
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Figure 2. Adaptive Schmitt trigger circuit. Figure adapted
from [7] and [24].

where a; determines the pole location and remains as de-
fined in (4). This allpass filter will ensure the direct (or
“dry”) signal path is perfectly aligned with the output of
the clock divider stage. This point is important to the pro-
posed system and is revisited throughout this work.

2.2 Adaptive Schmitt Trigger

Once the input signal has been processed by the smooth-
ing filter, we can estimate its fundamental frequency. If
we consider an ideal scenario in which the signal being
processed is a pure sinusoid, a rectangular clock signal of
the same frequency can be extracted trivially using a com-
parator in the analog domain, or the signum function in the
digital one. In this scenario the resulting clock signal will
be perfectly in-phase with the input waveform. Unfortu-
nately, when dealing with real-world signals, such as those
produced by an electric guitar, these approaches can lead to
severe mistakes in the estimation process. This is mostly
due to the sensitivity of trivial methods to small fluctua-
tions in input signal values.

Some analog devices avoid this issue by using a struc-
ture known as a “Schmitt trigger” [25]. Figure 2 shows
the circuit diagram of the Schmitt trigger modeled in this
study. This circuit is partially based on the design found in
the EHX Micro Synth and Boss OC-2 guitar pedals [7,22],
where a hysteresis loop is created by comparing the input
signal against two peak followers. In Fig. 2, we have re-
placed one of the peak followers with a trivial comparator
in order to avoid introducing a phase mismatch between
the input waveform and the estimated clock signal. This
same idea is used in the “U-Boat” guitar pedal, a DIY sub-
octave processor designed by Merlin Blencowe [24]. Since
the hysteresis loop in this type of circuits changes depend-
ing on the input level, this structure is called an “adaptive
Schmitt trigger”.

Rather than recurring to detailed circuit analysis tools, in
this study we propose a behavioral model of the circuit.
First, we derive an algorithm for the output of the neg-
ative peak follower, labeled Vi in Fig. 2. This circuit is
essentially an RC filter in which the value of the resistance
and the driving factor change according to the state of the
circuit. The design utilizes switching diodes to change be-
tween the modes of operation of the system. In continuous-
time, the input—output relationship of an RC filter can be
written as

(6)

Model SPICE
0.5 0.5
_Vin
g 0.25 g 0.25 Vx
—_ 0 A 1\ N\ N\ — 0 N N N\ A\
[ Y V Vv \Y [ Vv Vv V \Y
S -0.25 S -0.25

-0.5 -0.5

0.1 0.11 0.12 0.13 0.14 0.15 0.1 0.11 0.12 0.13 0.14 0.15
Time (s) Time (s)
(a) (b)

Figure 3. Output of the peak follower used in the adaptive
Schmitt trigger for an arbitrary input signal implemented
(a) with the proposed model and (b) using SPICE.

where ¢ is time. This expression is equivalent to (1) when

RC = 1/w.. Equation (6) can be discretized using the

trapezoidal rule which gives us

(63 (Vln[n} + ‘/m[n - 1}) + (1 — Oé) Vx[n - 1]
1+«

Viln] =

(N
where « = T'/(2RC'). This expression is equivalent to (2).

Listing 1 shows a Matlab implementation of the negative
peak follower in Fig. 2. The value of V, is estimated using
(7) directly, with the value of the RC factor and driving
term determined by whether the input signal is higher or
lower than the previous output value, i.e. the state of the
filter.

Rl =

% Declare states and variables

10e3; R2 = 220; C = 4.7e—6;

for n=2:length(Vin)

if (Vx(n—1) >= Vin(n))

RC = R2xC; x(n) = Vin(n);
else

RC = R1xC; x(n) = 0;
end

% Implement difference equation (7)

a = T/(2%RC);

Vx(n)=(ax(x(n)+x(n—1))+(1—a)*Vx(n—1))/(1+a);
end

Listing 1. Matlab implementation of the negative peak
follower in Fig. 2.

Figure 3(a) shows the result of implementing the pro-
posed algorithm for an arbitrary periodic input signal. As
expected, the algorithm tracks the negative peaks of the in-
coming signal. The results of simulating the circuit using
SPICE, an open-source, general-purpose circuit simulation
tool, are shown in Fig. 3(b), which indicate a good ap-
proximation between the original circuit and the proposed
model.

Having computed the value of the signal at node V4, we
proceed to implement the comparator stages shown on the
right-hand side of Fig. 2. The value of signals V;; and V;»

can be written explicitly as
I Vi<W
Vi =sgn(Vi,) and Vo= ,
—1 ,otherwise,

where sgn( ) is the aformentioned signum function. For
simplicity, we have assumed the op-amps exhibit ideal rail-
to-rail behavior and have 1-V bipolar power supplies. Fig-
ures 4(a) and 4(b) show the result of computing V;; and
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Figure 4. Output of the adaptive Schmitt trigger for an
arbitrary input implemented (a) with the proposed model
and (b) using SPICE.

V. using the proposed model and a SPICE simulation, re-
spectively. As shown in these plots, the adaptive Schmitt
trigger outputs positive values for portions of the input sig-
nal above zero and below the output of the peak follower.

2.3 S-R Latch

Following the adaptive Schmitt trigger, V. ; and V., are fed
into an S-R (set-reset) latch whose purpose is to generate a
clock signal whose fundamental frequency matches that of
the input. To do so, the latch outputs high and low states at
rising edge transitions in V¢, ; and V,», respectively. Listing
2 shows a simple behavioral emulation of this stage imple-
mented in Matlab. Figures 5(a) and (b) show the estimated
clock signal for the same input signal used in the previ-
ous examples simulated using the proposed algorithm and
in SPICE, respectively. In this example we can observe
how the clock signal generated by the system is perfectly
aligned with the input signal (after the allpass filter stage)
and has the same fundamental frequency.

for n=2:length (Vin)

if VCl(n) > VCl(n—1)

CLK(n) = 1;

elseif VC2(n) > VC2(n—1)
CLK(n) = 0;

else
CLK(n) = CLK(n—1);

end

end

Listing 2. Matlab implementation of the S-R latch stage in
the EHX Micro Synth pedal.

2.4 Clock Divider

The estimated clock signal is then fed to a clock divider in
order to produce the required sub-octave oscillator. In ana-
log circuits, clock dividers are typically implemented using
standard D-type flip flops such as the one shown in Fig. 6.
Listing 3 shows a proposed Matlab implementation of this

S-R Latch (Model)

UL,

S-R Latch (SPICE)

U\

— — 0.5
Z Z /\
= oA = 0F\A
) \ \V/ v o \ Y \
305 305

-1 -1

0.1 0.12 0.14 0.1 0.12 0.14

(a) (b)
Clock Divider (Model) Clock Divider (SPICE)

1 1
—~ 0.5 —~ 0.5
-~ 0 N N N E— N N N
o \Y \YJ v g \Y v \Y
3 -0.5 5 -0.5

-1 -1

0.1 0.12 0.14 0.1 0.12 0.14

Time (s) Time (s)

(c) (d)

Figure 5. Output of the S-R Latch and Clock Divider
stages implemented (a) & (c) using the proposed digital
models, and (b) & (d) in SPICE. The black line represents
the input signal used in these simulations.

system which can be used to half the frequency of the input
clock. The signal CLK represents the output of the previ-
ous stage and the input to the flip flop. The output signal,
CLKdiv, can be read from either the Q or Q terminals.
Figures 5(c) and (d) show the output of the clock divider
simulated using the proposed algorithm and SPICE, re-
spectively. For the latter, a model of the CD4013B CMOS
D-type flip flop was used. These results show the proposed
model effectively emulates the behavior of the circuit.

Q=1
for n=2:length (CLK)

% Initalize variables

nQ = not(Q); D =Q;

% Check for rising/falling clock cycles
if CLK(n)~=CLK(n—1)

D = nQ;

% Compute intermediate states

X = not(and(D,CLK(n)));
Y = not(and(not(D),CLK(n)));
% Iterate until states stabilize

for m=1:2
tmp = not(and(X,nQ));
nQ = not(and(Y,Q));

Q = tmp;
if Q~=nQ
break ;
end
end
end

CLKdiv(n) = Q;
end

Listing 3. Matlab implementation of the flip flop in Fig. 6.

2.5 Processor

The output of the clock divider, which represents our es-
timated sub-octave oscillator, is then fed to a “Processor”
block where it is combined with the original input signal.
This is the part of the signal processing chain where the
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Figure 6. Internal structure of a D-type flip flop.

different analog designs differ. For example, the EHX Mi-
cro Synth implements an OTA-based “track & hold” al-
gorithm [7], while the Boss OC-2 inverts every second
waveform cycle at the peaks and applies a DC offset to
smoothen the signal [22]. This second technique (detailed
in [23]), is quite imperfect and can introduce numerous dis-
continuities in the resulting waveform.

In the proposed guitar-driven synthesis topology, we fol-
low the work of Blencowe on the U-Boat pedal and modu-
late the input signal directly using the extracted sub-octave
clock [24]. For this, we present two alternatives. The first
one directly emulates Blencowe’s design and consists on
converting the clock into a bipolar signal (by scaling it by
two and subtracting one) and computing its product with
the input signal. This operation is equivalent to ideal ring
modulation and its effect is depicted in Figs. 7(c) and 7(d)
for the case of a single sinusoidal input with fundamental
frequency fo = 500Hz. The result is a signal with a rich
harmonic spectrum will increase the perceived “body” and
“presence” of the original signal. As is typical in this type
of modulation, the original fundamental frequency is not
present at the output. Instead, the output waveform fea-
tures sidebands at fy + fo/2 Hz and odd harmonics of the
sub-octave frequency.

The second technique presented in the proposed imple-
mentation is direct multiplication of the sub-octave sig-
nal with the input waveform. In the time domain, this
is equivalent to removing every second cycle of the in-
put waveform. A related approach is briefly discussed
in [26]. The proposed operation is analogous to audio-rate
amplitude modulation and its effect is shown in Figures
7(e) and 7(f) for the same 500-Hz input waveform. As
shown in Fig. 7(f), this approach preserves the fundamen-
tal frequency of the input. In Section 3 we evaluate the
sound produced by the proposed system; however, a de-
tailed study of the frequency-domain behavior of the pro-
posed techniques is left as future work.

Now, since in both processing scenarios the estimated
sub-octave clock signal is perfectly aligned with the zero-
crossings of the input signal, the modulation process will
not introduce any step-like discontinuities in the output
waveforms. This is thanks to both the design of the Schmitt
trigger and the use of the allpass filtering stage. The main
advantage of this feature is that the sounds will not be per-
ceived as being too harsh and will preserve many of the
timbral qualities of the original input signal. A second ad-
vantage is that the level of aliasing components introduced
by the proposed techniques will be significantly lower than
if discontinuities were introduced. A formal evaluation on
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(e) ()

1 0
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Figure 7. Waveform and normalized magnitude spectrum
of (a)-(b) a 500-Hz sinusoidal signal processed by the pro-
posed methods by (c)—(d) inverting and (e)—(f) removing
every second cycle.

the audibility of aliasing in the proposed system is outside
the scope of this work. Nevertheless, during the evaluation
of the system no issues related to aliasing were identified.
This can be attributed to the relatively low frequency of
the input waveform (assumed to be below 1kHz) and the
choice of sampling rate (F; = 96 kHz).

2.6 State Variable Filter

Since the waveforms generated by the Processor block will
have a rich harmonic spectrum, they can be treated in the
same way as oscillators in a classic subtractive synthesizer.
This process involves shaping the spectral content of these
signals using a resonant lowpass filter. In the proposed
topology we feed the output of the mixing stage, which
simply combines the processed and unprocessed signals,
to a linear state variable filter (SVF). The SVF is a second-
order resonant filter commonly used in analog synthesizers
because of it provides simultaneous access to the lowpass,
highpass and bandpass outputs [27]. For the real-time im-
plementation of the proposed design we used Max/MSP’s
native svf~ block. Filter parameters f. and k, which rep-
resent the cut-off frequency and resonance, respectively,
were left as user-adjustable controls.

2.7 Real-time Implementation

A Max/MSP implementation of the proposed system
can be found in the accompanying website: http:
//research.spa.aalto.fi/publications/
papers/smcl8-guitar—-synth/. All algorithms,
with the exception of the SVF block, were implemented
using gen-~.
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3. APPLICATION TO AN AUGMENTED GUITAR

The motivation to apply the algorithms presented in this
study to an augmented guitar stems from the second au-
thor’s previous research on “active acoustic instruments”
[28]. This research documents the design of an electric
guitar with an additional actuated resonant body, resulting
in a guitar which plays and sounds like a regular electric
guitar, but being amplified through the instrument’s own
body.

3.1 An Electric Guitar with an Actuated Sound Box

The rationale for the design was to create a guitar that
would possess the sonic versatility of the electric guitar
and its related audio effects, combined with the integrated
feel of an acoustic instrument. This design enables the in-
strument to be the sole sound source, bypassing external
amplifier-loudspeaker modules and thus avoiding possible
perceptual dichotomy arising from the spatial disjunction
of the instrument and its sonic actuator. The present guitar
also provides direct audiotactile feedback directly into the
upper body of the player, providing multimodal connection
between the player and the instrument. To the contrary, the
acoustic feedback occurring in the pickup—actuator signal
loop has been greatly diminished by the physical separa-
tion of the sound box from the strings and the pickup. The
sound box is attached to the back of the electric guitar by
points of isolating silicon glue. With this setup, acoustic
feedback does not constitute a significant hindrance to the
system.

The underlying design criteria for this actuated electric
guitar prototype involved three main targets. #1 Playabil-
ity and responsiveness: the augmented instrument should
not alter the playability of the original instrument, and the
augmentation should present a tight integration into the set
of playing gestures of the instrument. The targeted respon-
siveness of the signal-driven synthesizer should allow for
the totality of the right-hand plucking and left-hand con-
trol gestures to immediately translate into the synthesized
sound, with minimal latency. Synthesizer parameter con-
trol should be integrated into the instrument’s playing en-
vironment. #2 Sound quality: the integrated transducer-
driven sound box amplifier sound quality should be com-
parable to a regular electric guitar amplifier. #3 Sonic
originality: the guitar design and audio-driven synthesizer
should allow for distinct and novel sonic possibilities on
the guitar.

The prototype guitar used in this study is shown in Fig. 8.
It was made jointly with the luthier Juhana Nyrhinen, com-
bining a custom-made solid-body guitar with a Wilkinson
mini P90 humbucker pickup and an added sound box ex-
tracted from an acoustic steel-string guitar. Two audio
transducers were attached inside the sound box, following
the placement guidelines learned from the previous “Active
Acoustic Guitar” project presented in detail in [28]. In this
new prototype, the processing is carried out on a laptop in
order to facilitate the software development. However, an
integrated processing environment is being currently stud-

Figure 8. Electric guitar with an actuated body built by
luthier Juhana Nyrhinen. Audio transducers have been
mounted into the sound box, providing a guitar with an
integrated amplifier/speaker.

ied using the Bela platform © .

3.2 Signal-Driven Synthesis on the Augmented Guitar

The project of implementing signal-driven synthesis on an
augmented guitar stems from an aesthetic concern for pro-
viding sonic alterities for the guitar. At present, guitar pro-
cessing has coagulated into a rather well established reper-
toire of effects, presenting limited possibilities for genuine
sonic novelty. Signal-driven synthesis is regarded here as
a non-established domain of sonic research (regardless of
its long history), enabling to pursue an aesthetic alterity for
the sound of the guitar. The fact that in the present guitar
all sounds radiate from the instrument itself contributes to
reinforce the impression of sonic originality. Upon seeing
the familiar looking guitar object, one would expect to hear
a familiar palette of sounds emanating from it. Instead, the
signal-driven synthesis actuated through the guitar’s sound
box provides a radical shift towards an electronic-sounding
guitar.

Currently, the most widespread digital guitar synthesizer
solutions rely on the MIDI standard, converting audio from
a hexaphonic pickup into MIDI messages driving a synthe-
sizer. These can be seen as modern-day versions of those
early guitar synthesizers which attempted (and in many oc-
casions failed) to do the exact same thing via F-V conver-
sion. The successive generations of MIDI guitar systems
have been balancing between the promise of a tremendous
extension to the sound palette of the guitar and the reality
of the system latency and tracking problems, leaving the
musician with a sense of frustration. The translation of the
string audio to discrete MIDI messages introduces a dis-
continuity in the gesture-sound continuum. Information,
sensitivity, and expression are lost. As a result, the player
feels disconnected from the instrument.

From the perspective of the player, audio-driven synthe-
sis is an ideal technique to extend the guitar towards an
electronic soundscape. The nuances of right-hand pluck-
ing and left-hand control gestures are directly feeding the
synthesis algorithms and find a direct response in the sonic
output.

6 https://bela.io/
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3.3 Evaluation From a Player’s Perspective

The outcome of signal-driven synthesis applied to an aug-
mented guitar can—and should—be evaluated in terms
of its instrumental quality, on the grounds of the project-
specific design criteria enumerated in Section 3.1. As we
are dealing with a first-round development prototype, the
evaluation herein is limited to a subjective testing of the in-
strument within the project team and pitting it against the
initial design motivations. In order to provide the reader
with an impression of the sonic outcome, demo videos can
be found in this paper’s accompanying website.

The result regarding the design criterion #1 “playability
and responsiveness” presents a high level of responsive-
ness on the signal-driven synthesizer to the full range of
guitar playing gestures. The player can directly and seam-
lessly control the synthesized sound onset, timbre and du-
ration via the strings. There is no felt gap in the gesture-
sound continuum, i.e. there is no perceivable latency. The
integrated feel is heightened by the audiotactile feedback
from the sound box to the player’s torso. Synthesizer pa-
rameters, such as the filter cut-off, resonance and dry/wet
mix, need external controllers, either embedded sensors on
the guitar, traditional expression pedal-type interfaces or,
furthermore, audio-driven algorithms such as envelope fol-
lowers or trigger detectors.

The design criterion #2 “sound quality” presents mixed
results. The sound radiation from the guitarAAZs sound
box has an integrated quality compared to an external am-
plifier. However, the sound box acts as a physical filter on
the signal, with heavy resonant modes and calls for case-
specific equalization. In our prototype, there is a general
imbalance in the frequency response. The frequency re-
gion around 100 Hz is especially problematic, getting eas-
ily out of hand and forming a feedback loop. Multiband
compression is being studied in order to balance the in-
strument’s frequency response.

The goal of design criterion #3 “sonic originality”
is partly attained. =~ With specific filter settings, the
signal-driven synthesizer provides original, “un-guitar-
like” tones, which radically transform the electric guitar’s
sound and provide an engaging area for sonic exploration.
With other settings, the synthesizer output resembles tradi-
tional fuzz-like sounds, or tones familiar from guitar syn-
thesizer pedals. This is due to the similarities between sub-
octave processing using clock signals and fuzz distortion
processing. Both techniques imprint a square-wave-like
quality on the guitar signal which consists mainly of odd
harmonic elements.

Overall, the actuated electric guitar with a signal-driven
synthesizer holds the advantages of an immediate synthe-
sizer response to the totality of playing gestures, with a
situated output from the instrument itself involving mul-
timodal feedback. The main limitations of the integrated
system are related to the sound quality of the actuator-
sound-box system. Additional work points towards a fur-
ther exploration of the potential of the system for sonic
originality. This could include exploring more processing
applications, either by studying classic analog designs or
by proposing novel techniques, and focusing on the con-

trol aspect of the signal processing tools.

4. CONCLUSIONS

In this work we discussed the concept of guitar-driven syn-
thesis and proposed a virtual analog sub-octave generator
based on the circuits used in the EHX Micro Synth and
Merlin Blencowe’s U-Boat guitar pedals [7]. Two tech-
niques for indirect division were presented: inversion and
muting of alternate cycles of the input signal. The pro-
posed system was implemented in Max/MSP and evalu-
ated within the context of an augmented electric guitar
with an actuated sound box providing sound radiation di-
rectly from the body of the instrument. The presented al-
gorithm is considerably robust and does not exhibit ma-
jor issues, such as jumps between octaves or perceivable
latency. Overall, audio-driven synthesis provides a direct
response to the ensemble of guitar playing gestures. Com-
bined with the multimodal feedback of the guitar’s actu-
ated sound box, the system presents a responsive and en-
gaging augmentation for the guitar. Future work includes
an optimization of the sound quality of the actuated guitar,
as well as further exploration of the sonic potential enabled
by the algorithms presented in this article.
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	Design and Interaction of 3D Virtual Music Instruments for STEAM Education Using  p.301Web Technologies.Kosmas Kritsis, Aggelos Gkiokas, Quentin Lamerand, Robert Piéchaud, Carlos Acosta, Maximos Kaliakatsos-Papakostas, Vassilis Katsouros
	Stability, Reliability, Compatibility: Reviewing 40 Years of DMI Design.  p.308John Sullivan, Marcelo M. Wanderley
	Real-time Bowed String Feature Extraction for Performance Applications.  p.316Kurijn Buys, Andrew McPherson
	Dervish Sound Dress; a Development of a Musical Interface Garment which explores  p.324Wearable Technology using Sound and Haptic Feedback for Performance and Interaction.Eduardo Miranda, Hedy Hurban, Edward Braund
	Deployment of LSTMs for Real-Time Hand Gesture Interaction of 3D Virtual Music  p.331Instruments with a Leap Motion Sensor. Kosmas Kritsis, Aggelos Gkiokas, Maximos Kaliakatsos-Papakostas, Vassilis Katsouros, Aggelos Pikrakis
	An Expressive Multidimensional Physical Modelling Percussion Instrument.  p.339Ohejl Zabetian , Pablo Delgado, Sofia Dahl, Stefania Serafin
	A Machine Learning Approach to Violin Vibrato Modelling in Audio Performances and a  p.347Didactic Application for Mobile Devices. Matteo Lionello, Rafael Ramirez
	A comparative study on filtering and classification of bird songs.  p.354Nicolas Figueiredo, Felipe Felix, Carolina Brum Medeiros, Marcelo Queiroz
	A Machine Learning Approach to Classification of Phonation Modes in Singing.  p.362Furkan Yesiler, Rafael Ramirez
	AI Encountering Interactive Systems: A Deep Learning Reinforced Musical Composition p.368 Model. Ke Ma, Tian Xia
	Modeling Carnatic Rhythm Generation: a Data Driven Approach Based on Rhythmic  p.376Analysis. Carlos Guedes, Konstantinos Trochidis, Akshay Anantapadmanabhan
	Affordances of Vibrational Excitation for Music Composition and Performance. p.382Tychonas Michailidis, Jason Hockman
	Approaches and Assessment of Drama Prosodic Tools in Live Performance. p.388George Petras, Panagiotis Tsagkarakis, Anastasia Georgaki
	Nawba Recognition for Arab-andalusian Music Using Templates From Music Scores. p.394Niccolò Pretto, Barıs Bozkurt, Rafael Caro Repetto, Xavier Serra
	Blender2faust: from drawn 3d objects to physically based sound models.  p.400Stefania Serafin, Romain Michon, Smilen Dimitrov
	A Collaborative System for Composing Music via Motion Using a Kinect Sensor and  p.404Skeletal Data. Christos Garoufis, Athanasia Zlatintsi, Petros Maragos
	Block-based Scheduling Through Interrupts And Intervention.  p.412Bjarni Gunnarsson
	SketchyTuna: Exploring A Design For Screenless Creativity.  p.419Nikolaj Møller, Dan Overholt, Vanessa Carpenter, Antonio Stella, Baldur Kampmann, Martin Minovski, Martin Maunsbach
	Haptic Interaction with Guitar and Bass Virtual Strings.  p.427Andrea Passalenti, Federico Fontana
	UPISketch : The Renewal of an Old Idea.  p.433Rodolphe Bourotte
	Frequency Control of Nonlinear Oscillators – Strategies for Realtime Sound Synthesis. p.436Martin Neukom
	Algorithms for Guitar-Driven Synthesis: Application to an Augmented Guitar.  p.444Fabián Esqueda, Otso Lähdeoja, Vesa Valimaki
	Ko2 - Distributed Music Systems With O2 and Kronos.  p.452Vesa Norilo, Roger Dannenberg
	Data Transmission as Musical Performance.  p.457Simon Blackmore
	GTTM Database and Manual Time-span Tree Generation Tool.  p.462Masatoshi Hamanaka, Keiji Hirata, Satoshi Tojo
	CTcomposer: A Music Composition Interface Considering Intra-Composer Consistency  p.468and Musical Typicality. Hiromi Nakamura, Tomoyasu Nakano, Satoru Fukayama, Masataka Goto
	Mapping Pitch Classes And Sound Objects: A Bridge Between Klumpenhouwer  p.476Networks And Schaeffer’s TARTYP. Israel Neuman
	Unit-generator Graph as a Generator of Lazily Evaluated Audio-vector Trees.  p.484Hiroki Nishino
	Metric Interweaving in Networked Dance and Music Performance.  p.492Ioannis Zannos, Martin Carlé
	The BodyHarp: Designing the Intersection Between the Instrument and the Body.  p.498Doga Buse Cavdir, Romain Michon, Ge Wang
	Sonic Crossings with Audience Participation: The Embodied iSound Performance. p.504Marcelo Gimenes
	HamoKara: A System for Practice of Backing Vocals for Karaoke.  p.511Mina Shiraishi, Kozue Ogasawara, Tetsuro Kitahara
	3D Printing and Physical Modeling of Musical Instruments: Casting the Net.  p.519Romain Michon, John Granzow
	Sonoids: Interactive Sound Synthesis Driven by Emergent Social Behaviour in the Sonic  p.527Domain. Andreas Apergis, Andreas Floros, Maximos Kaliakatsos-Papakostas
	Towards Flexible Audio Processing.  p.535Thilo Koch, Marcelo Queiroz
	Strumming on an Acoustic Nylon Guitar: Microtiming, Beat Control and Rhythmic  p.543Expression in Three Different Accompaniment Patterns. Sérgio Freire, Augusto Armondes, João Viana, Rubens Silva




