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Digital 3D models have become a central tool for geo-information. For many participatory and collaborative applications, distributing these models easily is essential. Several technical solutions exist for creating online systems that facilitate the study of 3D models in the context of the built environment. First, we provide an overview on browser based interactive 3D visualizations through presenting a set of existing systems applied in Finland, and discussing their common properties and differences. Second, we experiment with an online 3D application development platform in order to obtain first-hand experience. The systems studied show a high potential for browser based 3D applications: interactive visualizations with multi-user characteristics and dynamic elements can be built by leveraging the 3D web technologies. Finally, we suggest a list of essential capabilities for online 3D visualization, covering the spectrum of possibilities available in modern web-based 3D.
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environments (Gong & Lin, 1999; Lin et al., 2013) and 3D GIS (Liu et al., 2016; Xiao, 2001; Zhu, 2004). In their review of over 100 applications for 3D city models, Biljecki et al. (2015) identified only five use cases not involving visualization, whereas it was a significant part of 24 use cases. In planning, visualizations help communicate the construction project being planned for stakeholders of the project (Bouchlaghem et al., 2005) and assist public participation and communication between the stakeholders (Wu et al., 2010). In their review of the benefits of Building Information Models (BIM) for various stakeholders in AEC, Azhar et al., (2012) list visualization as a benefit for all stakeholder categories (owners, designers, builders and facility managers). Compared to traditional representations (such as maps or 2D drawings), realistic renderings produced from 3D models can improve communication (Lewis & Sheppard, 2006; Black et al., 2007).

With digital tools, either interactive or static visualizations can be produced (van Schaik, 2010). Interactive ones allow the user to freely move within the virtual space (Yan et al., 2011; Berry et al., 2011), and may include other aspects (such as acoustics) in addition to visual appearance (Manyoky et al., 2014). The benefits of interactive visualization environments include the possibility of freely choosing the viewpoint (van Schaik, 2010) and being able to study the model at any scale (Wu et al., 2010).

In the professional domain, creating, manipulating and studying 3D models has commonly been accomplished with commercial software tools, depending on the discipline (e.g. CAD suites, GIS software, 3D visualization software). For a landscape visualization example, see Grêt-Regamey et al. (2013). However, these tools are often not feasible for distributing the models to many stakeholders coming from outside the professional domain, as they may be difficult to use and are often expensive to obtain. A partial solution to this has been the introduction of open source software (e.g. QGIS, 2018; Blender, 2018) and commercial tools offered for free non-professional use, embracing usability (e.g. Trimble, 2018b). The emergence of widely supported 3D file formats that can be transferred between different software such as OBJ, COLLADA, IFC (ISO, 2018) and CityGML (OGC, 2012) has further supported this. Nevertheless, file based storage and transfer, and local software installations limit the usability of these tools for model distribution.

Owing to the aforementioned restrictions, the World Wide Web (www) has become the de facto platform for distributing 3D content to large user groups in many application domains (Evans et al., 2014). This has been enabled by the development of WebGL technology (Khronos Group, 2018b), allowing plugin-free 3D visualization in browser. While online 3D systems have existed for over 20 years (see, for example, Brown (1999)), the WebGL technology has greatly accelerated their development and uptake. The potential offered by browser based 3D has been acknowledged in research, too (e.g., for city modelling applications, see Gaillard et al., 2015). For this purpose, software vendors have released browser based viewers (e.g., Esri, 2018a; Autodesk, 2018). In addition, there are specific products available for collaboration and communication, such as online participative urban planning (Agency9, 2018a) or collaboration in AEC industry (Trimble, 2018a). These products offer discipline specific tools for browser based
collaboration and communication. In some cases, the entire software titles have been released as browser based applications (Trimble, 2018b; Esri, 2018b). With these tools, the models produced using commercial software can be distributed for viewing, commenting, or even editing online.

For use cases requiring customized functionality, software development is needed. For example, Rönneberg et al., (2014) presented the development of a touchscreen-based system for studying cartographic data. Alatalo et al. (2016) presented a WebGL application for multi-user interaction in a 3D city model. In both cases, the models or maps are prepared with professional tools, after which a separate application is developed for facilitating the specific use case. For developing browser based applications that utilize 3D models, several alternative solutions are available.

Game engines are well suited for creating interactive virtual environments, offering the tools for utilizing advanced 3D graphics, sounds, interaction etc. (Trenholme & Smith, 2008). As high fidelity interactive systems tend to be resource intensive, many of the commercial game engines (e.g. Unity, Unreal Engine) are still geared towards the development of standalone software. However, commercial game engines increasingly offer tools for porting the developed applications to JavaScript for publishing in a web browser (to obtain an indoor model example, see Virtanen et al., 2018). There are also fully browser based game engines available for the development of WebGL applications (e.g., babylon.JS, 2018). Dedicated file formats for transferring 3D data to online applications have also emerged, such as glTF (Khronos Group, 2018a) and GeoJSON (Butler et al., 2016). 3D game engines have been extensively used together with geospatial data sets and building models (e.g., Manyoky et al., 2014; Mól et al., 2008; Virtanen et al., 2018). A common limitation in using game engines with geo-information data sets is their lack of support for interfaces such as the Web map service, WMS (OGC, 2018a) and geographic coordinate systems. Dedicated software tools allowing the utilization of geospatial data sets in game engines have emerged, partially solving this issue (Mapbox, 2018; Google, 2018).

Through combining WebGL technology with discipline specific features, several platforms that allow custom application development have emerged. These include MAPGETS (FCG City Portal Oy, 2018), targeted for 3D city model applications and ViziCities (2016) for 3D geovisualization. These platforms have varying characteristics, ranging from a commercial service with a dedicated hosting and application store (FCG City Portal Oy, 2018) to a JavaScript framework for 3D geospatial visualization (ViziCities, 2016). In addition, some broader development toolkits also offer features for developing WebGL applications (e.g. OpenBIM, 2012). While Google Earth is perhaps the most well-known virtual globe available, (for an application example, see Johansson et al., 2016) there are several alternatives available, ranging from commercial products to open source projects (Keysers, 2015; Brovelli et al., 2013). CesiumJS is one of the open source libraries for generating online virtual globes (Cesium consortium, 2018) that can be leveraged for developing interactive applications for studying 3D models, and this has seen adoption in a number of applications (e.g. Müller
et al., 2016; Li & Wang, 2017). The development of online systems displaying large data sets has also stimulated the research and development of file format specifications, especially glTF and solutions to transfer large model assets by streaming (Schilling et al., 2016).

To summarize, there are several tools for creating browser based systems that support visualization of 3D models. These tools range from model viewer utilities to game engines, where sophisticated interactive applications can be built. While case descriptions for applying individual platforms are available (e.g., Manyoky et al., 2014; Lewis & Sheppard, 2006; Wu et al., 2010), and comparisons within a category have been published (e.g. virtual globes, Keysers, 2015), tools that allow comparison of applications achieved with these differing systems are largely absent. This is particularly the case if they are to be used discussing applications created with radically different systems (e.g. a game engine and a virtual globe). Some directions for achieving this can be found from the literature discussing different visualizations: Lammarsch et al. (2008) present a comparison of different platforms for browser based interactive visualization, but do not include 3D data. Kobsa (2001) utilizes environmental data in empirical user tests of three different information visualization systems, but does not apply this to 3D geometric models. Keim et al., (2004) focus on geovisualization, but do not discuss 3D models either. A taxonomy by Chick et al. (2003) includes eight factors for classifying information visualizations, these being dimension (1D, 2D, etc.), representation (e.g. symbolic or photo-realistic), display format (e.g. chart, picture or virtual world), scale (e.g. linear, logarithmic), planar geometric projection (e.g. orthogonal), temporal dimension (none, discrete or continuous), time mode (fixed image, video, etc.) and interaction (e.g. navigation or interaction with model). While this taxonomy contains several applicable aspects, it is not completely suited for discussing interactive 3D visualizations as it aims to cover a broader scope.

3D models are increasingly applied in the context of the built environment, both as 3D city models (Biljecki et al., 2015) and the development of applications for BIM models (Azhar et al., 2015). The emergence of use cases for online 3D visualization, such as participatory planning and digital permit process, makes it increasingly important to be able to discuss the differences of systems that allow the development of these online 3D applications. This is relevant, as differing technical solutions have been applied for interactive 3D visualization in the Finnish 3D city modeling ecosystem, leading to technical fragmentation (Julin et al., 2018). Our aim is to provide an overview on the properties of browser based interactive 3D visualizations in the context of the built environment.

We present a set of existing systems applied in Finland, and discuss their common properties and differences. To obtain first-hand experience, we experiment with an online 3D application development platform in visualizing two different 3D data sets. Finally, we establish a list of essential capabilities for online 3D visualization platforms as a means of discussing these systems.
For this study, we selected five contemporary examples of browser based 3D systems applied in the context of the built environment and 3D city models. The case selection was based on finding cases from Finland which utilize a variety of platforms, and was limited to the systems that are openly available online.

2.1 Mission in Leppävaara
Tehtävä Leppävaarassa (Mission in Leppävaara), produced by the City of Espoo (Espoo, 2016), is a participative planning project realized using the Agency9 City Planner platform (Agency9, 2018b). The system allows the users to view the 3D model of the existing Leppävaara area (Espoo, Finland) and a number of models representing possible development projects, along with additional text and image material concerning them (Figure 1). Users can also add suggestions by marking an area from the 3D model, and see suggestions added by other users.

2.2 Otaniemi Lighting Simulator
The Otaniemi area lighting simulation (SitoWise, 2014), built using the Unity game engine, allows the user to explore the development project of Otaniemi campus in Espoo under different lighting conditions. The simulation allows the user to build different street lighting setups, and visualize them in the 3D model. It is possible to explore the model with different types of cameras, including a pedestrian avatar, a free flying camera and a camera offering a viewpoint from aboard a planned tram route. Real weather and time information is retrieved from a server and applied to the visualization. A street level view in daylight conditions is shown in Figure 2.
2.3 Helsinki 3D+

The city of Helsinki has released several different 3D models, with two of them depicting the contemporary environment: a textured mesh model (Helsinki, 2018b) and a city information model (Helsinki, 2018a). Both of these models are viewable via browser based 3D tools and are offered for download (Helsinki Region Infoshare, 2016).

The Helsinki city information model is built utilizing a combination of airborne laser scanning, oblique aerial imaging (for textures) and existing registry information on buildings (Helsinki, 2018c). The model is maintained using technology from virtualcitySYSTEMS GmbH (virtualcitySYSTEMS, 2018a), featuring a Cesium based (Cesium consortium, 2018) online viewer (virtualcitySYSTEMS, 2018b) that allows the user to study the model online, access building information and perform queries using it, and download segments of the model in a set of commonly applied 3D file formats (Figure 3.).

The textured mesh model has been created using oblique aerial photos (Helsinki, How were the 3D models made? 2018; Bentley, 2018a), using, among other tools, the Bentley Context Capture software (Bentley, 2018b). A Cesium based viewer is provided to the model (Helsinki, 2018b), allowing the user to view the model in a browser (Figure 4).

2.4 Virtual Oulu

Built using the open source realXtend Tundra technology, the Virtual Oulu (Oulu 3D, 2018) offers a near photorealistic representation of the Oulu city center, allowing immersive street level navigation (Figure 5). The entity-component
Figure 3. A view of Helsinki center in the online viewer of the Helsinki city information model. By clicking on buildings, the user can open the corresponding registry information displayed in an overlaid dialogue. The queried building is shown in red highlight. Image courtesy of the City of Helsinki.

Figure 4. In a view corresponding with Figure 3, the differences between the mesh model and city information model can be observed: the mesh model contains more geometric detail and includes large vegetation. However, no linking to registry information or discernible building objects are present. Image courtesy of the City of Helsinki.

architecture of realXtend is presented by Alatalo (2011). RealXtend technology has been used to develop educational applications (Mattila et al., 2012), 3D cartographic applications (Virtanen et al., 2015a) and virtual city applications (e.g. Alatalo et al., 2016).
MAPGETS is a commercialized application development platform for city models (FCG City Portal Oy, 2018). MAPGETS accesses the Open Street Map (OSM) and city data through Web feature service (WFS) interface (OGC, 2018b), constructing the 3D city model automatically. Other data sources available over WFS, WMS or GeoJSON interfaces can be visualized on top of the model. MAPGETS can be used to develop and publish applications that utilize the 3D city model.

Built using the MAPGETS CityInfo application, the SmartOulu system allows the user to view a 3D model of the Oulu city, and view additional text, image and linked data concerning future city development (SmartOulu, 2018). In addition, the user can study the 3D models of future development projects, such as the Hiukkavaara area shown in Figure 6.
3 Application development platform for creating interactive 3D visualizations

To obtain firsthand experience in producing interactive visualizations of 3D models, we utilized an online application development platform for creating two different online scenes.

Meshmoon, a commercial development platform for virtual world applications, was applied to create the browser based 3D environment (Meshmoon, 2014a). Meshmoon combines commercial hosting services with a multi-user framework for creating online 3D environments that can also contain scripted additional functionality. For accessing Meshmoon scenes, either a standalone client or a browser based client can be used. In this case, we applied the browser based, plugin free Meshmoon Webrocket client. The Webrocket client is based on three.js (three.js, 2018) using WebGL. Meshmoon is based on realXtend technology, and has been applied for 3D map visualizations (Virtanen et al., 2015) as well as gamified applications utilizing indoor models (Alavesa et al., 2016).

Two different 3D models from the Keilaniemi area (Espoo, Finland) were used in the experiment. Keilaniemi is a predominantly commercial area, featuring several highrise office buildings. The area is undergoing a large transition with the construction of a new metro line, and residential development.

3.1 Keilaniemi area model

Open datasets provided by the National Land Survey of Finland were used for modeling the Keilaniemi area. The method described by Zhu et al. (2015) was applied for producing 3D models of buildings, road surfaces and terrain from the topographic database and the Airborne Laser Scanning (ALS) point cloud. An aerial orthoimage was used for texturing the Digital Terrain Model (DTM). The processing resulted in a set of 3D mesh objects retained in a geographic coordinate system (ETRS-TM35FIN).

The original building and road information contained in the topographic database was not kept with the generated models, apart from the object type (building, road, terrain) which was used to separate models into three respective categories. The models therefore contained no significant semantic information.

Two digital models were utilized to describe the residential tower development project in the area, and the new metro line. The model illustrating the metro line was produced with manual modeling in Blender, using a 2D map of the line as a reference. A 3D model in Trimble Sketchup format was utilized for the Keilaniemi Towers project. In addition, a set of 3D texts and arrows were created in Blender, illustrating the main directions of roads in the area.

3.2 Keilaniemi shore model

Manual game engine modeling methods were applied for producing a detailed 3D model of the Keilaniemi shore area. A set of commercial buildings were modeled using both ALS and Mobile Laser Scanning (MLS) data sets as a reference, using the results of automated building vectorization as the starting point for more detailed modeling.
The modeling was carried out manually in 3ds Max, following the conventions of 3D content production for the computer games industry. As the aim of the modeling process was to achieve a visually impressive, game engine compatible model, the geometric accuracy of the model was not verified. The model was constructed manually, aiming for a low polygon count. Texturing was extensively used, applying tileable (repeating) textures where possible to maintain small texture map sizes. Other bitmaps adding material properties such as reflectance, specularity and surface normal details were created. The modeling work required several weeks of working time from an experienced modeler. The scene was assembled from several manually crafted models in Unity 4 game engine.

The object structure of the model was determined by the modeler, following the geometric features of the environment. The model structure does not reflect real world object division (e.g. by keeping buildings as separate objects), nor do the models contain any semantic information.

3.3 Overview visualization
The 3D model of the Keilaniemi area described in 3.1 was applied to the creation of an interactive visualization of the area. The model was processed further utilizing the open source mesh modeling suite Blender. A coordinate transfer was applied to the model prior to importing, to enable operation at local, “short” coordinates. Having the model close to origin simplifies model editing (e.g. pivots) and helps maintain accuracy in systems that have limited floating point accuracy. During this stage, the digital terrain model was texturized with an aerial image, with orientation being carried out interactively. In addition, rendering materials were assigned to building and road objects.

The model of the planned construction project was imported to Blender and added to the scene. The position of the model was resolved by referencing the area plan. After this, the model was exported to a format compatible with Meshmoon Webrocket viewer (Ogre Mesh), and uploaded to the Meshmoon server. The server then converts the ogre meshes and materials into three.js format. A small application was developed to allow the user to show or hide the model describing the metro line or residential towers.

3.4 Pedestrian level visualization
The completed, assembled scene described in 3.2 was transferred from Unity to Meshmoon by converting it to a set of Meshmoon compatible objects using the Unity exporter plugin (Meshmoon, 2014b). The converted mesh models, material files and texture images were then uploaded to the Meshmoon server.

The avatar application (a pre-existing component of Meshmoon) was added to the scene. To make the model “walkable” by an avatar utilizing physics modeling, a set of geometric primitives had to be added. These are not rendered, but used by the physics engine to facilitate collision detection, providing the avatar with a surface to walk on. Figure 7 shows the model used for physics and the rendered model.
Results

4.1 Keilaniemi visualizations

By using the described platform and processing methods, browser based interactive visualizations were created for both of the models depicting the Keilaniemi area (Figures 8 and 9). Google Chrome was used to access the visualizations. Even though operating on the same technical platform, the visualizations depict the environment on very different levels.

The overview visualization utilized an area model generated automatically from open geospatial data sets. It provides a simplistic visualization of the area, with simple 3D building and road surface models. Therefore, the detail level of the model is not sufficient for pedestrian level visualization. A rotatable camera application is provided for exploring the model. In addition, the overview visualization contains some thematic information not related to the geometry or visual appearance (Figure 8).

The pedestrian level visualization utilizes a manually created, significantly more detailed model is utilized. Instead of a moveable virtual camera, the applications provides a user with a 3D avatar for navigating the environment by...
walking. The offered viewpoint is thus oriented around the pedestrian experience (Figure 9).

The technical properties for the visualizations (Table 1) reveal a number of differences. Firstly, the significance of texturing for model appearance: the amount of geometric data in the models is approximately the same, whereas the amount of texture data for the pedestrian level visualization is over tenfold, containing a considerable amount of texture images. Secondly, the number of objects is much higher in the pedestrian level visualization owing to a more detailed model
depicting the environment. Combined, these differences contribute to a radically different level of computational complexity observed in the number of draw calls raised. Rendering the detailed model requires exceedingly more memory for storing the textures, and computational power from the GPU to execute the drawing of the scene.

4.2 Essential capabilities for online 3D visualization platforms

Looking at the existing interactive 3D visualizations and the experiences obtained from the Keilaniemi cases, we can identify several differences between browser based interactive 3D visualizations. We utilized these observations to modify (and extend) the taxonomy of visualizations from Chick et al. (2003), resulting in a list of eight essential capabilities of online 3D visualizations (Table 2).

**Coordinate space and extent.** In the presented case, the visualized area ranged from a set of a few buildings in a local coordinate system (See 3.4, Keilaniemi pedestrian level visualization) to a city-wide visualization with global coordinates (Helsinki 3D+).

The extent of the visualization and coordinate space are heavily dependent on the platform applied: many of the visualizations with large areas have been realized utilizing virtual globes, and thus allow, for instance, the placing of objects in any global location. Typically, these systems also handle geographic coordinate systems. In comparison, game engine based visualizations typically only support limited scenes and local coordinates, due to, for example, limitations on floating point accuracy and user interfaces unsuited to manipulating large scenes. The extent of the system can naturally be expanded by dividing the scene into tiles, but this is cumbersome if the tiling features are not integrated to the visualization system.

For some applications, the visualization of limited areas is sufficient. However, larger areas are required in applications such as landscape planning (e.g., Manyoky et al., 2014; Lewis & Sheppard, 2006; Wissen et al., 2008).

**Geometric complexity.** The visualized models varied from representing buildings as very simplistic volumes (Mission in Leppävaara; Keilaniemi overview visualization) to the inclusion of detailed building models (Otaniemi; Keilaniemi

---

**Table 1. Technical properties of Keilaniemi visualizations.**

<table>
<thead>
<tr>
<th>Case</th>
<th>Overview visualization</th>
<th>Pedestrian level visualization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total polygons</td>
<td>328,261</td>
<td>340,989</td>
</tr>
<tr>
<td>Total vertices</td>
<td>984,783</td>
<td>1,022,967</td>
</tr>
<tr>
<td>Mesh data (MB)</td>
<td>17.2 MB</td>
<td>19.8 MB</td>
</tr>
<tr>
<td>Mesh objects</td>
<td>53</td>
<td>346</td>
</tr>
<tr>
<td>Texture data (MB)</td>
<td>0.9 MB</td>
<td>54.7 MB</td>
</tr>
<tr>
<td>Texture maps</td>
<td>24</td>
<td>84</td>
</tr>
<tr>
<td>Rendering materials</td>
<td>24</td>
<td>53</td>
</tr>
<tr>
<td>Total objects in scene</td>
<td>57</td>
<td>441</td>
</tr>
<tr>
<td>Draw calls</td>
<td>53</td>
<td>547</td>
</tr>
</tbody>
</table>
pedestrian level visualization). Naturally, there were differences in representing other urban elements as well: for example, the pedestrian level visualization from Keilaniemi contained a high amount of walkway and park structures modeled in high detail (Figure 9).

CityGML uses the concept of level of detail (LOD) to characterize models (Gröger & Plümer, 2012). While the majority of the discussion concerning the LOD has been around the representation of buildings (e.g. Benner et al., 2013; Biljecki et al., 2016), the LOD can be defined for other object classes as well (e.g. city furniture, see OGC, 2012). While the highest level of detail in CityGML includes interiors and furniture (OGC, 2012), models with higher detail are commonly encountered in gaming context. The concept of LOD is also present in game engines and mesh models commonly used in game engine content production, but without a single standardized definition (Luebke, 2003). This complicates the discussion on the geometric complexity of models.

The geometric complexity naturally depends on the data to be visualized, but also necessitates suitable rendering and loading performance from the platform used. Tiling schemes are commonly applied to manage large amounts of data in visualization.

Texturing. The Helsinki 3D+ city information model applies photographic textures to relatively simplistic building models, whereas in the Otaniemi Lighting Simulation, highly detailed building models are textured with procedural textures depicting different façade materials. The models can also be un-textured, such as some of the models in the SmartOulu application which only contain a set of fixed colors. For the Keilaniemi shore model, the texturing played a significant role in the appearance of the models.

Texturing is also dependent on the source data, and can be applied to geometric models of different levels of complexity. It also becomes a specific content creation task when material specific textures are required. However, texturing is also varying supported on different platforms, with game engines...
supporting multiple textures per object, and allowing the use of texture maps to also describe other appearance properties of surfaces, such as the reflectance of specularity.

**Non-geometric information.** For several applications, the objects’ ability to contain non-geometric information is essential. This information may consist of semantic data and object specific metadata. For example, the city information model of Helsinki allows the user to access building registry information. The inclusion of non-geometric information extends the analysis potential of models, and allows their use for information visualization (Chaturvedi & Kolbe, 2015). However, both of these scenarios require the platform used to support inclusion of non-geometric information.

**Temporal dimension.** A visualization represents either a static state, a set of discrete states, or a continuous flow of time (Wenzel et al., 2003). This can range from the model displaying a static moment in time (Helsinki 3D+) to visualizing different times of the day (Otaniemi) or to objects having a position on a timeline (SmartOulu).

**Dynamic content.** In addition to the user, other elements in a browser based 3D application can also be dynamic. The Otaniemi Lighting Simulator includes some moving vehicles, and a lighting system visualizing different times of the day. For example, building and city models have been used to visualize energy consumption data from sensors (Kim et al., 2012). In this case, the model colors and bar heights are altered dynamically according to the data.

Unlike time series data, dynamic content may consist of real-time sensor observations, or programmed logic (Chaturvedi & Kolbe, 2015).

Game engines have been applied for creating extensive dynamic simulations (Wang et al., 2003). In addition, the dynamic properties have to be taken into account in the data (Chaturvedi & Kolbe, 2015). Realizing dynamic properties naturally places demands on the platform used.

**Interaction.** Functions in the systems allow the users to perform a variety of tasks, from simply studying the model and accessing information (Helsinki 3D+) to commenting (Mission in Leppävaara) or editing objects in the system (Otaniemi Lighting Simulation). Interaction functions can be realized by leveraging the tools offered by the platform (like in Keilaniemi shore), or by programming them manually (as in the Keilaniemi overview visualization).

A common interaction in planning applications is the comparison of different scenarios represented with different models (e.g., Wissen et al., 2008). The interaction tools and programming possibilities greatly depend on the platform used.

**User count.** The Virtual Oulu application can facilitate several users interacting, while model viewers are single user systems (Helsinki 3D+, Otaniemi Lighting Simulator). As a midway solution, many of the commenting and collaboration systems allow the users to leave comments, and view comments left by other users, but not interact directly (Mission in Leppävaara, SmartOulu).

The user count is dependent on the system used, with some systems natively offering support for multi-user interaction.
5 Discussion and conclusions

Recently, 3D models have become a central tool for professionals in the built environment. In a majority of applications, the visualization of these models is required. Digital systems are suited to producing interactive visualizations, that allow the user to study the models freely (unlike in images or videos). For online participatory activities, platforms that allow the development of customized functionalities are needed (Berry et al., 2011). Ideally, the platform used should be flexible enough to allow several different tasks to be accomplished with the same system (Döllner et al., 2006). If large focus groups are to be reached with these systems, they have to be browser-based and operate without any additional installations (e.g., plugins).

The creation of interactive visualizations may be performed using products intended for 3D model distribution, viewing and collaboration, or generic 3D game engines. In addition, there are emerging application development platforms that combine aspects from both game engines and collaboration environments.

While case descriptions of applying various technical systems are available in the literature, frameworks that allow the discussion of or the comparison of different setups are poorly available. By studying a set of contemporary Finnish examples of online 3D systems and the relevant literature, we suggest a list of essential capabilities for online 3D visualization in order to enable the discussion of online 3D visualization in the context of the built environment.

When discussing the different systems for browser based interactive 3D visualization, one of the challenges is the connection of the data sets visualized and the technical systems used. For example, when applying a game engine for visualizing simple 3D models, the rendering capability of the engine is much higher than what is required by the model. It also has to be noted, that some of the properties in the list are difficult to attain. For example, server infrastructure is needed for implementing the communication between users, or updating edited content to other users. However, this is not available for all platforms. Not only do these features require a platform with suitable capabilities, but also, in most cases, further software development. Choosing the right types of tools for the task, and identifying the features required becomes a central question when building interactive visualizations.

Looking at the platforms in more detail, a virtual world platform (Meshmoon) was applied for visualizing two different models from the Keilaniemi area. In the Otaniem lighting simulation, we see the utilization of a game engine (Unity) for realizing a more complex application. These examples highlight the benefits of applying game engines: very different types of scenes can be built, as long as the models are available as mesh models in compatible format and polygon count. Visualizations of varying size, geometric complexity, dynamic content or even the user count become possible. Different types of camera controls, navigation methods and functionalities can be implemented as needed. Indeed, the high rendering capacity of a game engine is easily accessible. However, increasing the amount of interaction tends to increase the amount of work required: models have to be prepared for interaction functions (e.g., by adding elements for physics),
and required additional components (camera control, etc.) have to be added, or developed from scratch.

The Mission in Leppävaara case applies a collaboration platform for city models. The implementation requires significantly less work than building a collaboration system from scratch using a game engine. At the same time, reaching the same amount of interaction as attained with a game engine would be very difficult. Specific platforms are not as flexible as game engines.

To summarize, the systems studied show a high potential for browser based 3D applications in the context of the built environment. Interactive visualizations with multi-user characteristics and dynamic elements can be built by leveraging the 3D web technologies. These aspects (e.g., high interaction, multi-user operation) that were earlier associated with stand-alone software (such as computer games), are now possible in a browser in a way that is conducive to high levels of distribution. While increasing the amount of interaction tends to increase the amount of case-specific programming work required, the emerging application development platforms may reduce the amount of software development needed. Professionals working with geo-information data should be aware of the different tools and their properties, and the whole spectrum of possibilities available in modern web-based 3D in order to be able to make the best choices.
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