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Cyclic loading on granular packings and amorphous media leads to a transition from reversible elastic behavior
to an irreversible plasticity. In the present study, we investigate the effect of oscillatory shear on polycrystalline
and amorphous colloidal solids by performing molecular dynamics simulations. Our results show that close
to the transition, both systems exhibit enhanced particle mobility, hysteresis, and rheological loss of rigidity.
However, the rheological response shows a sharper transition in the case of the polycrystalline sample as
compared to the amorphous solid. In the polycrystalline system, we see the disappearance of disclinations, which
leads to the formation of a monocrystalline system, whereas the amorphous system hardly shows any ordering.
After the threshold strain amplitude, as we increase the strain amplitude both systems get fluid. In addition to
that, particle displacements are more homogeneous in the case of polycrystalline systems as compared to the
amorphous solid, mainly when the strain amplitude is larger than the threshold value. We do not see any effect
of oscillation frequency on the reversible-irreversible transition.

DOI: 10.1103/PhysRevE.98.062607

I. INTRODUCTION

A common characteristic of a number of soft materials is
that when such materials are subjected to a small shear stress
they behave elastically and reversibly, while they display
plastic behavior when they are subjected to a high shear
stress [1]. A similar behavior is also exhibited by periodically
driven disordered granular media [2–4], colloidal suspensions
[5–8], and colloidal gels [9]. A number of simulations and
experiments have shown that depending on the oscillatory
strain amplitude they display an intriguing transition from
reversible elastic behavior to irreversible plastic deformation
[10–16].

Soft glassy materials, such as foams, concentrated colloids,
pastes, and clays are viscoelastic materials. Under mechanical
perturbation, their response is time and amplitude dependent
[17]. When a small stress or strain is applied, they exhibit
solidlike behavior on short timescales but on much longer
timescales they start to flow like liquids. In a similar way
when the strain amplitude is varied, a transition from mostly
solidlike to mostly liquidlike is observed. To characterize the
rheological properties of those soft systems, an oscillatory
perturbation is among the most commonly used tools as the
variation of driving strain amplitudes allows quantifying the
elastic, viscous, and plastic behavior in materials [18]. At
small deformations, where systems exhibit elastic behavior,
storage modulus dominates, whereas at large deformations,
where systems display irreversible plastic behavior, loss mod-
ulus plays a dominating role instead [19].

*pritam.jana@aalto.fi

The microscopic features corresponding to the macro-
scopic rheological response in small and large strain am-
plitude regimes is a matter of discussions. For crystalline
materials, it is well established that yielding is mediated by
defects. For amorphous solid, it is considered that localized
rearrangements, known as shear transformations, are respon-
sible for flow [17]. However, it is challenging to identify those
local events due to their disordered structure. In between those
two classes of materials, crystals and amorphous solids, lie
polycrystals, where several crystalline regions are separated
by grain boundaries. Plastic deformation of colloidal poly-
crystals has been studied in experiments and in simulations
[20–22]. In a previous study, we have shown that polycrystals
also exhibit yielding transition mediated via defects motion
depending on the strain amplitude of oscillatory shear [23].
There are few studies [24,25] comparing polycrystals and
amorphous solids, though this could shed light on the nature
of yielding transition.

In the present study, we approach the irreversibility tran-
sition under oscillatory shear by comparing 2D amorphous
solid and polycrystalline colloidal systems by performing
molecular dynamics simulations. Our results show that the
rheological response for both systems is similar before and
after the transition, i.e., at a low strain amplitude, the storage
modulus dominates over the loss modulus, and the differ-
ence decreases when the strain amplitude crosses a threshold
value. However, the irreversible transition is sharper in the
case of the polycrystalline sample as compared to the amor-
phous solid. A similar structural change is observed in radial
distribution functions, though the effect is much weaker in
amorphous solids. Particle displacements in polycrystalline
samples is more homogeneous as compared to amorphous
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solid. We also show the atomic strain close to the transition
for both cases, which reveals the sliding of the dislocations
through the crystals and grain boundary motion and finally
annihilation of the dislocations, whereas amorphous solids
exhibit local rearrangements with no annihilation of defects.
We discuss the effect of oscillation frequencies on the irre-
versible transition. We also briefly shed light on the thermal
effect on the irreversible transition. This paper is organized
as follows: in Sec. II we describe the model and simulation
details; the results and discussions are presented in Sec. III;
the conclusions are presented in Sec. IV.

II. MODEL AND SIMULATION DETAILS

Molecular dynamics simulations are performed on 2D
amorphous and polycrystalline colloidal systems. Both sys-
tems consist of bidisperse particles where the ratio of larger
(l) and smaller (s) particles is 65:35 in amorphous solids
[26] and that ratio is 0.5:99.5 for polycrystalline systems. We
model attractive colloids as Lennard-Jones particles [27]. Two
types of atoms, α, β = l, s, which interact via LJ potential as
follows:

Vα,β = 4εα,β

[(
σα,β

r

)12

−
(

σα,β

r

)6
]

− Cα,β . (1)

For amorphous solid the depths of the potential well εα,β are
εll = 1.0, εls = 1.5, εss = 0.5. σα,β is the finite distance at
which interparticle(α, β) potential becomes zero which takes
the value σll = 1.0, σss = 0.88, and σls = 0.8. The cutoff
distance rc

α,β is fixed to 2.5σα,β . The same parameters for
polycrystalline system are as follows: εll = 1.0, εss = 0.5,
εls = 1.5; σll = 1.4, σss = 1.0, σls = 1.2 and the cutoff radius
is r

α,β
c = 3.0σα,β . Mass of the particles is ml = ms = 1. The

constant Cα,β ensures the continuity of Vα,β at r = r
α,β
c . The

unit of length, σ , is set to σll and σss for the amorphous
and polycrystalline systems, respectively. The unit of mass
and energy are set to m = ml and ε = εll , respectively, and
correspondingly the unit of time is τ defined as σ

√
(m/ε). The

equation of motion is integrated using the Verlet algorithm
with the time step �t = 0.005τ .

The amorphous and polycrystalline systems are prepared
as follows: first both systems are equilibrated at a sufficiently
high temperature. The temperature is controlled by Nose-
Hoover thermostat with the damping time of 0.1τ . Then the
system is gradually cooled down with a slow rate to the target
temperature and then is relaxed for 5000τ . The procedure is
repeated for 10 independent samples. The packing fraction of
the system is defined as φ = π [NlR

2
l + NsR

2
s ]/L2 and is kept

fixed at 0.79 and 0.84 for the polycrystalline and amorphous
system, respectively.

The linear dimensions of amorphous and polycrystalline
samples are 92.78 × 92.78 and 100 × 100, respectively. In the
case of the polycrystalline system, several grains with local
crystal orientations are separated by grain boundaries which
consist of a regular array of dislocations. The combination
of particles with five and seven neighbors known as posi-
tively charged (+1) and negatively charged (−1) disclination,
respectively [28], create edge dislocations. Dislocations can
exist individually or can form an array depending on the

misorientation of the grains which is consistent with Frank
condition, n ∝ sin dθ , where n is the line density along the
grain boundary with the corresponding misorientaion dθ [29].

In a passing note, the grain boundaries are not pinned
at both sides. They evolve with the atomic rearrangement.
However, the presence of bigger particles makes the boundary
stronger as we showed in our previous work [23]. In the case
of an amorphous solid, there is no long-range ordering.

To discuss the temperature effect on irreversible transition
for both cases, we prepare sample at T = 0.001, 0.01, 0.1, 0.2
for amorphous solid and at T = 0.001, 0.01, 0.1 for poly-
crystalline sample. After quenching the sample to the target
temperature with a similar cooling rate, we relax them for
205 000τ .

Periodic shear strain was applied in the xy plane using Lee-
Edwards periodic boundary conditions. The shear strain was
varied as a function of time according to

γ (t ) = γ0(t ) sin(2πt/Tp ), (2)

where γ0 is the strain amplitude and Tp is the oscillation
period. The corresponding oscillation frequency ω is 2π/Tp.
The system was subjected to periodic deformation during 200
cycles, and the positions of all atoms were saved at the end of
every cycle. The measured parameters are averaged over 10
independent simulations.

Molecular dynamics computation does not consider the
particle-solvent interaction in contrast to Brownian dynamics.
In the case of a densely packed system, particle-particle
interactions guide the dynamics instead of the particle-solvent
interactions [30]. There are several studies where colloidal
systems are investigated by using molecular dynamics sim-
ulations [31–33]. Stevens et al. have investigated the shear
melting of colloids by using molecular dynamics study [32].
Komatsugawa et al. [33] have constructed a molecular dy-
namics model to mimic the experiment where the behavior
of a concentrated colloidal system is studied under oscillatory
shear [34]. We choose to perform molecular dynamics sim-
ulations to study colloidal polycrystals and amorphous solid
under cyclic deformation, and we use LAMMPS [35].

III. RESULTS AND DISCUSSIONS

A. Enhanced mobility

Depending on the strain amplitude, the local rearrange-
ments of particles can be reversible after one or more cycles
or irreversible, leading to chaotic dynamics and particle dif-
fusion [36]. To characterize particle motion at T = 0.001, we
compute mean-square displacement (MSD) 〈�r2〉 at the end
of each cycle Nc considering the initial configuration (Nc = 0)
as a reference. The MSD is defined as follows:

〈�r2(Nc )〉 = 1

N

〈
N∑

i=1

|ri (Nc ) − ri (0)|2
〉
, (3)

where N is the number of particles. We plot the MSD as a
function of the number of cycles for both amorphous and the
polycrystalline systems in Fig. 1. The local slope averaged
over the last 20 cycles is plotted as a function of strain
amplitude γ0 in Fig. 2. It shows that for lower values of
strain amplitudes after an initial transient, the system becomes
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〈Δ
〉

γ γ

FIG. 1. MSD as a function of number of cycles, Nc, for (a)
amorphous solid and (b) polycrystalline system for different values
of γ0. The smallest γ0 is at the bottom of the figure and then gradually
increases.

reversible. However, after a threshold value of γ0, the system
becomes diffusive within the simulation timescale. Both poly-
crystalline and amorphous solids respond in a similar way. It is
important to note that for a similar value of strain amplitude,
close to the threshold value and after the transition, MSD is
larger in the case of a polycrystalline sample as compared to
amorphous solid. The reason is that in the case of amorphous
solid, rearrangements are local [37], whereas in the case of
polycrystals whole grains (different local orientations) move
coherently. This is also evident from the displacement distri-
bution as shown in Fig. 7(f).

B. Dynamic modulus

To understand the hysteresis and the rheological loss of
rigidity of the system, we compute storage modulus G′ and
loss modulus G′′ [15,19]. In purely elastic materials the stress
and strain occur in phase, whereas in a purely viscous material
strain lags stress by 900. Viscoelastic materials exhibit behav-
ior somewhere in between that of purely viscous and elastic
materials [38]. In viscoelastic materials, storage and loss
modulus are the measure of stored energy, representing the
elastic contribution, and the dissipated energy, representing
the viscous contribution, respectively. They are defined as

G′ = σ
xy

0

γ0
cos(δ), (4)

G′′ = σ
xy

0

γ0
sin(δ), (5)

FIG. 2. Local slope of mean square displacement (MSD) vs. Nc

(see Fig. 1) is plotted as a function of strain amplitude at temperature
T = 0.001. (a) Amorphous solid and (b) polycrystals. The dotted
lines indicate the strain amplitudes after which enhanced mobility
is observed.

FIG. 3. (a), (c) Phase lag δ; (b), (d) dynamic modulus (G′, G′′)
are shown as a function of γ0 at temperature T = 0.001 for amor-
phous solid (left) and for polycrystals (right).

where σ
xy

0 and δ are the shear stress amplitude, and the phase
lag, respectively, obtained by fitting the shear stress-time
plot with a oscillatory function σxy = σ

xy

0 sin(ωt + δ) [39].
The ratio between shear loss and shear storage modulus in
viscoelastic materials is defined as tan δ, which measures the
dampening of material. We have plotted G′ and G′′ along
with the phase lag as a function of γ0 in Fig. 3. We observe
that at a low value of γ0, in both cases storage modulus G′
dominates over loss modulus G′′, which indicates that in the
linear regime the response of both systems is like a soft elastic
solid [19]. As we increase the strain amplitude, slow evolution
of shear moduli is observed until γ0 = 0.0388 and γ0 = 0.044
for the amorphous and polycrystalline system, respectively,
which indicates a certain degree of plastic rearrangements.
Note that in the reversible regime, in the case of amorphous
systems loss moduli and the phase lag δ weakly increase
while polycrystalline systems exhibit a fluctuation. As γ0

increases further, we observe a sharp increase of phase lag and
the difference between storage and loss moduli significantly
decreases, which indicates the onset of energy dissipation due
to plastic deformation [13,19]. It is noteworthy that in the case
of a polycrystalline system the transition from reversible to
the irreversible regime is much sharper as compared to the
amorphous solid. The reason is that in case of the polycrys-
talline system, as the γ0 approaches the threshold value of
strain amplitude, dislocations are annihilated, and the system
becomes monocrystalline with defects due to the presence
of bigger particles. In the case of an amorphous solid, no
such phase change occurs. Therefore, a further increase of
strain amplitude, a stronger defect-free monocrystalline sam-
ple starts to fluidize and exhibit a sharp transition as compared
to the amorphous solid.

To understand the energy dissipation during the plastic
events, one computes the hysteresis loop area from the shear
stress against the applied strain. In our previous study, we have
shown that the hysteresis loop area sharply increases as strain
amplitude reaches a threshold value in case of a polycrys-
talline system [23]. In a similar study, Laurson et al. [40] have
shown that cyclically stressed crystalline solids exhibit two
phases: jammed and the moving state by computing hysteresis
loop area. It is explained in the light of collective dislocation
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γ γ

FIG. 4. Radial distribution function (RDF) at temperature
T = 0.001. Panel (a) corresponds to amorphous solid for different
values of strain amplitude which include γ0 = 0.0043, 0.009,

0.011, 0.015, 0.019, 0.022, 0.026, 0.03, 0.034, 0.039, 0.043,

0.047, 0.052, 0.056, 0.06, 0.065. Panel (b) corresponds to
polycrystals when the strain amplitudes are γ0 = 0.01, 0.02, 0.03,

0.04, 0.05, 0.06, 0.07, 0.08, 0.09, 0.1. Inset shows the first peak
height of the RDF as a function of γ0.

dynamics. Perchikov et al. have theoretically studied the
response of amorphous solid under oscillatory shear where
they have shown the presence of hysteresis after a threshold
value [41]. In a recent simulation on amorphous solid under
oscillatory shear, Leishangthem et al. have also shown the
hysteresis after a threshold value of strain amplitude [12]. One
can correlate the observation of hysteresis and the decrease of
storage modulus after the threshold strain amplitude. Both are
the results of energy dissipation due to plastic deformation.

C. Structural changes

To describe the local structure of the system depending
on the shear strain amplitude, we compute the radial distri-
bution function (RDF) as it quantifies the density variation
as a function of the distance from a reference particle. It is
mathematically defined as follows [26]:

gls (r ) = L2

2πrNlNs

∑
i∈{l}

∑
j∈{s}

〈δ(r − rij )〉, (6)

where Nl and Ns are the number of particles of type l (larger
particles) and type s (smaller particles), L is the length of
the system, and rij is the distance between particle i and
j . For larger r , gls (r ) becomes 1.0. In Figs. 4(a) and 4(b)
we have shown RDF of l-l and s-s pairs for amorphous and
polycrystalline systems, respectively. Inset figures display the
height of the first peak obtained from RDF plot.

In the case of amorphous solids, we see an initial increase
of the first peak height as a function of γ0 until the same
threshold value of γ0 = 0.0388 after which the system ex-
hibits enhanced mobility and rigidity loss. In the case of the
amorphous solid, the height of the first peak corresponds to
the density of the first neighbor of type l (larger particles)
around l-type (larger) particle. As the peak height increases,
we conclude that there is a certain degree of rearrangement
which leads to the increase of density of l-type particles
around an l-type particle in amorphous solid. After the critical
strain amplitude, the peak height of the radial distribution
function decreases as we increase the strain amplitude. In the

FIG. 5. Panels (a), (c) display the initial configuration of amor-
phous solid and polycrystalline system, respectively. Panels (b), (d)
display the structures after 200 cycles for large values of strain
amplitude which are γ0 = 0.22 for amorphous solid and γ0 = 0.1
for polycrystalline system. The color of each particle represents the
number of neighbors Ncoord. All are at temperature T = 0.001.

case of polycrystalline systems, as in amorphous solids, as we
increase the strain amplitude, the peak height in the radial dis-
tribution function increases until a threshold value which is a
result of grain boundary motion and defect annihilation. After
the threshold strain amplitude, both systems start to fluidize
which is shown in the RDF plot where the first peak height
exhibits a gradual decrease. To quantify the degree of order,
we calculate 2D local bond-orientational order parameter ψ6

for each particle i as follows [42]:

ψ6(rij ) = 1

nn

nn∑
j=1

ei6θ (rij ), (7)

where the summation is taken over all nn nearest neighbors of
the particle i. θ is the angle between the vector rij connecting
particle i to j and x axis. In the case of a perfect hexagonal
symmetry, |ψ6| = 1. Figure 6 shows the histogram of |ψ6|
values of the particles. Figure 6(a) represents the amorphous
solids and Fig. 6(b) is for the polycrystalline systems. In the
case of amorphous solids, the maximum of the histogram is
approximately 0.015 which is equivalent to the hexatic order
parameter of isotropic liquids [42], and it remains unchanged
with increasing the strain amplitude. |ψ6| > 0.7 indicates that
the system is in a crystalline state [42,43]. In the case of a
polycrystalline system, as we increase the strain amplitude,
until a threshold value strain amplitude, the peak height of
the histogram increases. A final configuration of the polycrys-
talline system under the oscillatory shear with a larger strain
amplitude appears as a monocrystal, as depicted in Fig. 5(d).

To understand the fate of the defects for both systems
under oscillatory shear, we have shown the structure of a
polycrystalline and amorphous sample before and after the
transition in Fig. 5. The color corresponds to the number of
neighbors of each particle. The left panel in Fig. 5 [Figs. 5(a)
and 5(c)] represents the initial configurations of an amorphous
and a polycrystalline sample, respectively. We see mostly
particles with five and seven neighbors in the amorphous
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FIG. 6. Probability of hexatic order parameter for different val-
ues of strain amplitude for (a) amorphous solid and (b) polycrys-
talline system at T = 0.001.

solid, whereas in the polycrystalline system particles with
five and seven neighbors (dislocations) mainly appear in grain
boundaries. The right panel [Figs. 5(b) and 5(d)] exhibits
the configurations of an amorphous and a polycrystalline
system, respectively, after the deformation by 200 cycles with
a high value of strain amplitude. In the case of amorphous
systems, the number of neighbors remains the same while
for polycrystalline systems, dislocations (particles with five
and seven neighbors) disappear via the atomic rearrangement,
and a more ordered crystalline structure is observed. Defect
annihilation is also observed in submicrometer dimensional
metal crystals [44] and colloidal polycrystals [20] via cyclic
loading.

To probe the dynamical heterogeneity, we have shown a
color map that illustrates the displacement of particles for
both systems at two different strain amplitudes. Figures 7(a)
and 7(b) correspond to the displacement of particles in the
amorphous solid at strain amplitudes γ0 = 0.011 and γ0 =
0.06 at T = 0.001. Figures 7(c) and 7(d) represent the same
quantity for polycrystalline systems at γ0 = 0.01 and γ0 =
0.06 at T = 0.001. By a visual inspection, we can comment
that displacement fields for a polycrystalline system are much
more homogeneous as compared to those of an amorphous
system at higher strain amplitude. To quantify, we have plotted
probability density of displacement for both cases in Figs. 7(e)
and 7(f). Figure 7(e) describes that at a low value of strain
amplitude, both exhibit a similar distribution whereas, at
higher strain amplitude, the distribution is flat as compared to
amorphous solid. Less inhomogeneity in the polycrystalline
sample is exhibited through the displacement distribution.

D. Atomic strain

To understand the rearrangement in both systems, we look
at the Von Mises shear stress, ηmises

i , at particle level [45]. The
following algorithm has been used: the initial configuration is
considered as reference and the local transformation matrix
Ji that best maps {d0

ji} → {dji},∀j ∈ P 0
i is formed, where

d’s are vector separations (row vectors) between atom j and
i (superscript 0 means the reference configuration). Here, j is
one of atom i’s nearest neighbors, and P 0

i is the total number
of nearest neighbors of atom i, at the reference configurations.
Ji is determined by minimising

∑
j∈P 0

i
|d0

jiJi − dji |2 → Ji .
For each Ji , the local Lagrangian strain matrix is com-

puted as ηi = 1
2 (JiJT

i − I). Then the local shear invariant is

FIG. 7. Displacement magnitude map. Panels (a), (b) show the
magnitude of displacement of the particles in amorphous solid during
the last strain cycle with a low, γ0 = 0.011 and a high value of strain
amplitude, γ0 = 0.06, respectively. Panels (c), (d) depict the same
parameter for the polycrystalline system when γ0 is 0.01 and 0.06,
respectively. Panels (e), (f) exhibit the probability density distribution
of displacement for both systems. Strain amplitudes in (e) correspond
to (a) and (c), whereas the strain amplitude in (f) corresponds to the
snapshots (b) and (d). All are at temperature T = 0.001.

calculated for each atom i as

ηmises
i =

√
η2

xy + (ηxx − ηyy )2

2
(8)

and shown in Fig. 8.
Figure 8(a) corresponds to amorphous solid and Fig. 8(b)

represents the polycrystalline sample. They display ηmises

for each particle after the application one cycle. We ob-
serve local rearrangements in the case of amorphous solid,
whereas polycrystalline material exhibits sliding motions of
different lengths. The local events in amorphous solid are
well identified by Falk and Langer [37] and others [46]. To
quantify the sliding motion observed in the polycrystalline
sample, we have plotted the probability density P (ηmises) of
ηmises. We see two additional peaks in the distribution in case
of the polycrystalline sample as shown in Fig. 8(c). Those
peaks correspond to the particles having 0.04 < ηmises < 0.1
and 0.15 < ηmises < 0.3, which are denoted as regions I and
II, respectively. The arrow in Fig. 8(d) indicates the particles
in the regions mentioned above. The mechanism of sliding
motion is demonstrated in Fig. 9. In Fig. 9(a), we have
shown a part of a polycrystalline sample with grain boundaries
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FIG. 8. Atomic strain map. Panels (a), (b) display the atomic
strain of each particle with respect to its previous configuration at
γ0 = 0.039 for amorphous solid and γ0 = 0.04 for polycrystalline
system, respectively, which are close to the transition. (c) Probability
density for von Mises shear strain. Applied strain amplitudes are
same as (a) and (b). In case of polycrystalline sample two additional
peaks appear in contrast to amorphous solid. (d) A region of snapshot
(b) is shown where particles with ηmises in the range of the region I
and II are indicated by arrows.

(consist of an array of dislocations) and individual disloca-
tions. We focus on the dislocation which is indicated by the
yellow circle in Fig. 9(a). Figure 9(b) displays that after one
cycle, the dislocation moves from the earlier position. To
understand this motion, we compute the displacement field as
shown in Fig. 9(c), where it exhibits that two grains are mov-
ing opposite to each other. The atomic strain map captures the
sliding motion as displayed in Fig. 9(d). From our simulations,
we observe that the slip motions are mainly happening along
the principal axis of the crystal lattice and have a preference
whether the principal axis of the local crystalline structure is
along x or y direction. To explain the behavior we consider a

FIG. 9. (a) A region of the polycrystalline sample with grain
boundary is shown. (b) Dislocation moves from the location pointed
by the yellow circle. (c) Displacement field after the completion of a
cycle. (d) von Mises shear strain.

similar formalism as performed by Shiba et al. [24] where they
studied the polycrystalline sample under steady shear. Using
the Peach-Koehler theory one may obtain the elastic energy of
the slip in isotropic elasticity as follows [47]:

fslip = μb2

2π

ln(l/b)

1 − ν
± �xybl cos(2θ ), (9)

where μ is the shear modulus, b is the lattice constant, ν is the
Poisson’s ratio, l is the slip length, �xy is the external shear
deformation, and θ is the angle made by the slip direction
with the x axis. The negative sign implies that particles’
displacement around the slip is clockwise and the positive sign
implies that particles’ displacement around the slip is coun-
terclockwise. The elastic energy of the dislocation is equal to
the first term of the equation and the second term is the work
done by the applied force. Now, fslip will be minimum for
clockwise movement of the particles (− sign) when θ = 0,
i.e., the slip is along the x axis and for counterclockwise
movement (+ sign) when θ = π/2, i.e., the slip is along the y

axis. In Fig. 9(c), we have shown that the slip is along the
principal axis, and it happens when the crystal is along the x

direction. The motion of the particles is clockwise. Shiba et al.
have observed similar behavior in a polycrystalline sample
[24]. Qualitatively one can comment on the dislocation
density from local shear invariant. Probability density of
ηmises of a system with lower dislocation density decays faster
as compared to the system with a larger dislocation density
under the same strain amplitude (data are not shown).

In recent investigations, “soft spot” in amorphous solid
[41,48,49], which is equivalent to the dislocation in crystalline
materials, is identified. Those soft spots are vulnerable toward
the rearrangement as compared to other regions in the system.
Rottler et al. have performed a detailed comparison between
polycrystals and amorphous solid by using the low-frequency
quasilocalized modes to identify defects or soft spot [48] that
are more likely to fail during plastic deformation [50].

E. Effect of oscillation frequency on irreversible transition

In addition, we also look at the effect of oscillation fre-
quencies on the irreversibility transition by computing the
dynamic modulus. This shows a weak dependence on the
transition as shown in Fig. 10. The amorphous solid and
the polycrystalline system respond in a similar way. Carrier
et al. have observed similar results where they have studied the
colloidal glasses under nonlinear oscillatory measurements.
They have shown that at a high volume fraction, varying the
frequencies by two orders of magnitudes the dynamic moduli
weakly changes while at a lower volume fraction the system
exhibits a significant response depending on the frequencies
[51]. Datta et al. have shown that for the densely packed
system, in the linear regime storage modulus G′ and loss
modulus G′′ hardly depend on the oscillation frequencies
[52,53]. In a dense granular system, particles are trapped in
a “cage,” i.e., formed by their neighbors. The mechanism for
energy storage and dissipation is guided by the changes in the
configuration of these cages and contribute to the moduli. So,
the frequency dependence is controlled by the evolution of
these cages [54]. In the case of both systems, for different
oscillation frequencies, we always see the decrease of storage
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FIG. 10. (a), (c) Dynamic modulus (G′, G′′) and (b), (d) phase
lag δ are shown as a function of γ0 for different oscillation frequen-
cies at T = 0.001. Left panel corresponds to amorphous solid and
the right panel is for polycrystalline system.

and the magnitude of shear modulus, |G∗| =
√

(G′2 + G′′2)
(not shown here), after a threshold value of strain amplitude
which implies the modulus softening of the system. Similar
behavior is observed by Lieou et al. [49].

F. Effect of temperature on irreversible transition

So far, in all previous discussions we have focused on
irreversible transition for both amorphous and polycrystalline
system at a sufficiently low temperature where thermal fluc-
tuations have hardly any impact on the dynamics of the
system within the range of simulation timescale. However, to
shed light on the effect of temperatures on the irreversible
transition, we also consider a range of temperatures after
which amorphous solids exhibit enhanced mobility, and poly-
crystalline samples annihilate their dislocations rapidly. In
Fig. 11(a), we have shown the local slope of mean square
displacement (〈�r2〉) versus Nt ≡ t/Tp plot, where Tp =
1000τ (not shown) for amorphous solid at different values
of temperatures. We observe that when T > 0.22 the system
exhibits diffusive behavior. In Fig. 11(b), we have shown the
number of disclinations (particles with either five or seven
neighbors) Ndis as a function of temperature T , and we see
a rapid decrease when T > 0.1. Therefore, we apply cyclic
load on amorphous solids at four different temperatures T =
0.001, 0.01, 0.1, 0.2 and on polycrystalline sample at three
different temperatures T = 0.001, 0.01, 0.1. We compute the
average displacement of the particles at the steady state,
which is closely similar to the Lindemann criterion where
atomic vibration is considered as a precursor to melting
[55] in crystals. However, some previous experiments and
numerical studies show that the Lindemann criterion can
also be valid in glass-liquid transition [56–59]. Lindemann
criterion holds universally for the α-relaxation irrespective of
whether temperature induces the system in the linear response
regime or driven by mechanical strain [55]. Our simulations
consider both temperature and strain together. We maintain
the temperature at a target value and apply different values of
strain amplitudes over 200 cycles. We see a competing nature
of the applied strain and temperature.

FIG. 11. (a) Local slope of MSD vs. Nt ≡ t/Tp , where Tp =
1000τ for amorphous solid as a function of temperature for amor-
phous solid. (b) Number of disclinations as a function of tempera-
ture for polycrystalline system. The dotted line corresponds to the
temperature below which we consider to study the thermal effect.
Bottom panel: average displacement of the particles as a function of
temperature for different values of strain amplitude. Panel (c) is for
amorphous solid and (d) corresponds to a polycrystalline system.

When we look at the average displacement in both cases,
we see a clear transition at lower temperatures for both cases;
however, it becomes less clear as the temperature increases;
see Fig. 11. Our results show that when γ0 = 0, average
displacement scales as 〈D〉 ∼ T 0.5 for both cases. However,
as we increase the γ0, the system deviates from the power-
law behavior. At low temperatures for amorphous systems
there is a wide range of displacements depending on strain
amplitudes, whereas for polycrystalline systems the case is
such that before and after the transition one notices a clear
difference.

IV. CONCLUSIONS

In the present study, by using molecular dynamics simu-
lations we compare the amorphous solid and polycrystalline
systems under oscillatory shear. In both cases, we observe
enhanced mobility of particles after a threshold value of
strain amplitude is reached. The dynamic modulus varies with
the amplitude in the same way in both cases. However, the
irreversible transition is sharper in the case of polycrystalline
sample as compared to the amorphous system.

We observe a clear structural change close to transition
in polycrystalline systems, whereas for amorphous solids we
see a weak change in the radial distribution function. After
the threshold strain amplitude, both systems get fluidized. In
addition to that, the distribution of particle displacements in
polycrystalline samples is shown to be more homogeneous
after the transition as compared to amorphous solids, though
at the well below the threshold strain amplitude, displacement
distribution is comparable. Finally, we compare the atomic
strain for both samples. Polycrystalline systems exhibit a clear
signature of sliding dislocations and grain boundary motion
which finally leads to the annihilation of defects whereas
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in amorphous systems we see instead local rearrangements.
Our simulation, as observed in experiments with the dense
colloidal system, shows that oscillation frequency weakly
affects the irreversible transition.

To understand the thermal effect on irreversible transition,
we apply cyclic deformation on both systems at different
temperatures which are below the temperature after which
amorphous solid exhibits enhanced mobility and polycrystals
annihilate the dislocations sharply. To characterize the transi-
tion, we compute the average displacement of the particles.
Our simulations show that as temperature increases the irre-
versibility transition becomes less clear.

A different perspective, not explored here, to better un-
derstand the microscopic behavior during yielding in amor-
phous solids in relation to crystal plasticity relies on the

identification of effective defects or soft spots, as discussed
in Refs. [48,50].
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