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ABSTRACT
Effects of unintended latency on gamer performance have been reported. End-to-end latency can be corrected by post-input manipulation of activation times, but this gives the player unnatural gameplay experience. For moving-target selection games such as Flappy Bird, the paper presents a predictive model of latency on error rate and a novel compensation method for the latency effects by adjusting the game’s geometry design – e.g., by modifying the size of the selection region. Without manipulation of the game clock, this can keep the user’s error rate constant even if the end-to-end latency of the system changes. The approach extends the current model of moving-target selection with two additional assumptions about the effects of latency: (1) latency reduces players’ cue-viewing time and (2) pushes the mean of the input distribution backward. The model and method proposed have been validated through precise experiments.
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1 INTRODUCTION
Minimizing a discordance between user input and system response is crucial to producing seamless human–computer interaction [11, 41]. The temporal gap between the input and the response, which is called latency, lag or delay, is among the factors that create this discordance. The cumulative effect, referred to as end-to-end latency, has various sources including device delay, network delay, and processing delay [22]. Latency has an especially strong unintended effect on user experience when accurate time management is critical: in applications such as real-time games. Addressing such situations, this paper has two goals: (1) to provide a clear understanding of how latency changes the user experience and (2) to suggest a novel method of compensating for latency effects.

Latency, which is not intentionally created or considered, has always existed in typical computing environments. The amount of end-to-end latency varies from computing platforms and their conditions, ranging from 21–277 ms for desktop to over 50 ms for touchscreen environments [10, 34, 52]. Latency is often inevitable, not controllable, and vary among devices. According to previous research, the effects of latency on performance are mostly negative [5, 32]. In fact, even near-zero latency may have a negative impact on users, at least...
in theory [44]. Also, positive effects of latency on usability have been reported in several recent works [24, 27, 29].

Various studies have been conducted to compensate the unintended effects of latency, especially in real-time network games, such as an online first-person shooter (FPS) games. The most widely used method is to rewind the timeframe by the amount of latency and then determine the feedback on the basis of that point [30, 39]. At this point, all game elements, except local input feedback, are rendered in keeping with the rewound game timeframe. Hence, the player experiences a discrepancy between the perceived situation stemming from the local feedback and the feedback given by the compensated system (e.g., an apparent success getting deemed a failure, or vice versa). This can create a serious hindrance to user engagement in real-time games [40].

However, if the latency mechanisms that influence game performance can be clearly explained, geometric compensation could be attempted. For example, if 50 ms system latency exists in an FPS game and the player’s number of hit points is reduced by 15% relative to a zero-latency situation, an enemy’s size can be increased (making it easier to hit) to compensate for the drop in hit rate. For determining the amount of the target’s size increase, a predictive model is more effective than tedious trial-and-errors.

To demonstrate the potential of geometric compensation for latency, we focus on one type of task, we call moving-target selection task, which is widely encountered with today’s mobile games. In this task, players must activate a button within a short time window when a moving target is placed within a certain selection region. The time window is often shorter than typical human reaction times (from 200 to 300 ms depending on the stimulus modality) [17, 18, 45, 50]. Therefore, the player must plan the input in advance for successful trial. Moving-target selection games are popular these days, e.g., Flappy Bird, Dancing Line, etc (see Figure 2). Our survey 1 of the Google Play market revealed that 16 of “the 100 most popular” free games employ a moving-target selection task as their central component.

For a moving-target selection task with zero latency, a model for predicting the user’s error rate already exists [28, 29]. We complement the model with the following two assumptions: (1) latency reduces the player’s cue-viewing time, and (2) latency pushes the player’s implicit aim point backwards. The new model built on these assumptions accurately predicts the effect of end-to-end latency on user error rate for the task. When geometric compensation is applied, the model can predict the corresponding error rate, thereby facilitating control of game difficulty level when latency exists.

Contributions of this research can be summarized thus:

1 Data retrieval date: September 12, 2018

- We constructed a predictive model that explains the effect of end-to-end latency on user error rate in moving-target selection games.
- We verified the proposed model ($R^2=0.94$) by using a customized experimental apparatus that can precisely control the latency (less than 0.5 ms accuracy, less than 1.5 ms precision).
- We demonstrated that geometric compensation can offset the unintended effects of end-to-end latency.

2 RELATED WORK

Latency and its Measurement

Latency, lag or delay is the time span between a input and its corresponding response [8, 32, 38, 46]. End-to-end latency generally refers to the total time elapsed between a user’s initiation act and the system’s visual, auditory, or other responses [10, 21]. Several components contribute to end-to-end latency in an interactive system. In online mobile games, there are three types of latency: device delays, network delays, and processing delays [22]. For nowadays touchscreen mobile games, device latency (capacitive touch sensor and display) and processing latency (logic in game software) exist as a baseline [34]. Network communication latency may be added for online games. All kinds of delays (device, processing, and network) increase user reaction time [41].

Often, measuring end-to-end latency entails using a camera, in most cases a high-speed one, to capture the input motion and the associated feedback [6, 16, 21, 31, 34, 49]. Latency is calculated by manually counting the frames between them. Automated tools such as a mechanical relay [13], optical sensor [13], or accelerometer [8] have been employed to capture the exact input and output moments. The automation allows repeated measure for better precision. Depending on the devices and applications, the amount of end-to-end latency ranges from 21 to 277 ms, composed of input latencies of 2–30 ms and output latencies between 19 ms and 247 ms [10]. Latencies in touchscreen devices such as smartphones or tablet PCs range from 50 to 200 ms [15, 21, 52].

Figure 2: Moving-target selection games: (from upper left) Jelly Jump!, Beatmania, Rollercoaster Dash, Stack, CookieRun for Kakao, Knife Hit, Piano Magic Tiles, Dancing Line, Taiko no Tatsujin, Helix Jump, and Rolling Sky
Effects of Latency on Human Performance

Latency influences user experience in interactive systems. Firstly, even a small amount of latency is perceivable. Interactive display delays start to be detectable at 40 ms to 90 ms [41]. According to Ng et al., people have been able to visually detect even latency as low as 2.38 ms when performing direct-touch dragging [34]. Latencies that are greater than “barely perceptible” start to impair user experience [20, 40]. Practically, delays more than 180 ms in FPS game have tended to frustrate users, which lead them to eventually stop playing [3]. Latency of 600 ms for tap actions and 450 ms for drag actions annoyed people using touchscreens [1, 43].

In addition disturbed user interaction, higher latency hinder human performance [2] also. With general tasks such as programming and problem-solving, it has been found that latency impairs work efficiency [4, 33, 46, 48]. For target-acquisition tasks specifically, movement times and error rates have risen as the amount of latency grew [12, 32]. More precisely, latencies over 100 ms have strong negative effects on human performance [12, 32]. FPS game players exposed to 200 ms latency exhibited a performance deduction of 1 kills-per-minute\(^2\) compared to players experiencing 45 ms latency [3]. Human performance degrades more with targets that are smaller or further away [19].

Effects of Latency on Anticipated-Input Tasks

Obviously, latency negatively affects users’ performance of reaction tasks (responding as quickly as possible to a given unexpected stimulus). However, in real-time games, there are often anticipation tasks: a user can anticipate the moment of input before the actual stimulus. Imagine a target that briefly blinks periodically or that moves toward a particular selection region at constant speed. The time window for successful trial is set shorter than a person’s typical visual reaction time (up to 250 ms) [18, 50]. The player must anticipate and plan the input so as to acquire the target successfully. A series of models for predicting user error rates in such anticipated input tasks has recently been published [24, 27–29, 35–37]. The moving-target selection model extended in this paper [28] is the latest of these.

In a task that requires anticipation for input, the moment the system responds may lag behind or jump ahead of the timing anticipated by the user. If the system response is faster than the user’s anticipation, a non-intuitive conclusion follows: that latency must be increased for minimizing the discordance. This effect has recently been reported by several authors [24, 27–29]. In their studies, delaying the system response of the button-pressing reduced the user’s error rate by 5–94%. The effect of latency is more complicated in an anticipatory task than in a reactive task, and, to the best of our knowledge, there remains no decent model to explain and predict it.

Reducing Effects of Latency

Reducing the amount of end-to-end latency is the most direct way to decrease the effect of latency [44]. Researchers have been improving hardware and software to minimize the total latency, by such means as considering the best locations for game servers [3] and developing software that eliminates delays from synchrony [52]. The main goal with these has been to reduce latency to an imperceivable level [34].

Trajectory prediction, such as dead reckoning, is another way to reduce perceived latency by predicting the best possible current movement from the history of tracked movements. To reduce the perceived delays in an head-mounted display environment, researchers have implemented a “look-ahead” algorithm to predict the head-tracking data [47, 51]. Using prediction, Knibbe et al. improved high-speed motion-projector–camera systems by such means as projecting images onto moving objects [25]. Recently, some researchers have applied trajectory prediction in combination with additional sensors such as accelerometers or inertial measurement units (IMUs) [2, 26]. Their approach is effective with ballistic motion but cannot be directly applied to a moving-target selection task, which is performed based on a user’s small movement with a single button.

In FPS games, wherein real-time operation is crucial to player performance, “favoring the shooter” is a widely used latency-compensation method [30]. This method makes decisions on events in line with the game world that the shooter sees when shooting [30]. Although keeping players from aiming ahead of the targets, this has “shot around a corner” inconsistency issues [7, 30]. To eliminate the oddity wherein players get shot even though they hid behind walls, some games, such as Battlefield 4 and Overwatch [39], impose a 250 ms maximum for their lag-compensation [30].\(^3\) Rolling back the game clock is deemed unfair and not playable from the point of view of players who have been shot [40].

Summary

The effect of latency on usability has been considered primarily negative. However, for anticipated input tasks, which occur frequently in real-time games, latency exhibits a more complicated effect on user performance than is seen in reactive input tasks. Nonetheless, relatively simple approaches have been taken to compensate for latency in real-time games. We have complemented existing models for anticipated inputs, and the discussion below presents geometric

\(^3\) Lagged players with a round-trip time (RTT) of 250 ms or more do not receive compensation via this method.
compensation, a novel way to eliminate or control the effects of latency, accordingly.

3 MOVING-TARGET SELECTION TASK OVERVIEW

Moving-target selection is one of the most representative tasks in real-time games: players must activate the button input within a particular time window – for example, while a moving target is passing over a particular selection region. Since the time window is usually shorter than human reaction time, the player must anticipate the timing of the input before the target reaches that region. With multiple trials, player’s input points can be approximated to be Gaussian distribution $N(\mu, \sigma^2)$ in time. The error rate is then obtained by integrating the input point distribution outside the selection region as depicted in the figure below:

In the most recent model for moving-target selection [28], multiple factors influence $\mu$ and $\sigma$ (see the Table below). The signs in parentheses in the table indicate whether $\sigma$ or $\mu$ increase or decrease as the corresponding factor increases. The model proposed in this study adds the effect of end-to-end latency ($\ell$) to the table. The following section first introduces known factors in the existing model that affect $\mu$ and $\sigma$ of the input point distribution. The section after that introduces new factors (marked in red) related to latency.

Factors Affecting the Mean ($\mu$)
The input distribution’s mean value, $\mu$, is known to vary with the following factors:

- **Target-selectable duration** ($W_t$): This is the duration of the time window where a moving target is on the selection region. It can be obtained by dividing the spatial size of the selection region by the speed of the target.
- **Implicit aim point** ($c_p$): This is the user’s implicit aim point within the selection region, which is known to a constant ratio of aim point to the size of the selection region [29], $c_p = \mu \cdot W_t$. That is, if $c_p$ is 0.5, the player always aims at the center of the given selection region.

Error Rates in Moving-Target Selection

Let’s define $t = 0$ as the time at which the target contacts the selection region for the first time. The time window where the target stays in the selection region can be expressed as $[0, W_t]$. The error rate ($E$) is then obtained by integrating the input distribution of the player $N(\mu, \sigma^2)$ over the time interval outside the selection region. According to the previous study [28], this results in the following equation:

$$E = 1 - \frac{1}{2} \left[ erf\left(\frac{(1 - c_p) \cdot W_t}{\sqrt{D_t}}\right) + erf\left(\frac{c_p \cdot \sqrt{D_t}}{\sqrt{D_t}}\right) \right]$$ \hspace{1cm} (1)

$D_t$ is used in the denominator in line with this equation:

$$D_t = P/\sqrt{1 + (P/(1/(\sigma^2) - 1 + \delta))^2}$$ \hspace{1cm} (2)

erf(error function) is a special function that often appears in the integration process of the Gaussian distribution. Refer to the original paper [28] for the detailed derivation process.
We propose a geometric compensation method when varying $\mu$ when no latency is present and prepare and execute the input earlier compared to a no-target game. This can be achieved by playing the game under various conditions, finding the case-specific error rates, and fitting them to the model (Equation 5). In order for fitting to be successful, the model must observe error rates for at least four to six task conditions. Assuming that 50 trials for each condition, about 300 button inputs are required. This can be done individually for each player or at a population-level for a particular game. This study focuses on showing the possibility of compensation at the population-level.

4 THE NEW MODEL REGARDING THE EFFECT OF END-TO-END LATENCY

On top of the existing model above, we derived an advanced model that accounts for the effects of latency on player’s input distribution. The new model assumes that latency has two effects on the moving-target selection (see Figure 3).

Firstly, a player experiences a decrease in cue-viewing time. With a certain amount of latency, the player must prepare and execute the input earlier compared to a no-latency condition. This preparation reduces the amount of time for the player to observe the target’s movement. The assumption can be expressed as:

$$t_{\text{eff}} = \text{MAX} \left( (t_c - L), 0 \right)$$  (3)

Here, $t_c$ is the original cue-viewing time and $t_{\text{eff}}$ is the newly calculated effective cue-viewing time under the influence of latency $L$. MAX function is applied because $t_{\text{eff}}$ should never be negative even with a great latency.

Secondly, latency shifts the input distribution backward in time. However, the extent of this may vary from player to player, so the assumption can be expressed as follows:

$$\mu_{\text{eff}} = \mu + c_L \cdot L$$  (4)

Here, $\mu$ is the average from the player input distribution when no latency is present and $\mu_{\text{eff}}$ is the mean of the distribution under latency $L$. $c_L$ is a player-specific parameter that indicates how much the mean is affected by latency. Substituting the above formula into Equation 1 yields the new moving-target selection model that considers latency:

$$E = 1 - \frac{1}{2} \left\{ \text{erf} \left( \frac{1 - c_{\mu} W_t - c_{\Delta} L}{c_{\sigma} \sqrt{2} D_t} \right) + \text{erf} \left( \frac{c_{\mu} W_t + c_{\Delta} L}{c_{\sigma} \sqrt{2} D_t} \right) \right\}$$  (5)

The $D_t$ with latency effect included is expressed thus:

$$D_t = P / \sqrt{1 + (P / (1 / (e^{x(t_c - L)} - 1) + \delta))^2}$$  (6)

Geometric Compensation of Latency Effect

We propose a geometric compensation method when varying latency exists in the system. It controls the error rate by slightly changing the geometric design of the game.

The full process has four steps (see Figure 4). (1) Obtain the player-side factors of the model ($c_{\sigma}, c_{\mu}, \nu, \delta, c_{\Delta}$) for the target game. This can be achieved by playing the game under various conditions, finding the case-specific error rates, and fitting them to the model (Equation 5). In order for fitting...
The speed of the target was fixed at 1.39 m/s (200 LED/s). If the value of the selection region was dark blue (#000001), our apparatus would turn on green or red lights along both sides of the selection region, for feedback. Green lights (#002001) represented success, and red lights (#200000) represented failure. Feedback for each button press came as blinking green or red lights. Failure appeared when the button was activated while the target was in the selection region. The physical length of the selection region and cue-viewing region were calculated from the given target speed, target-selectable duration, and target speed (i.e., length of selection region = \(W_t \times\) target speed). When the participant pressed the button, the activation event was delayed by the given latency. Feedback for each button press came as blinking green or red lights along both sides of the selection region, for success or failure, respectively (see Figure 5).

**Task:** Participants were asked to complete the task of activating a button when a moving target point was in the one-dimensional selection region. The target moved in a straight line, on an LED strip attached horizontally to a wall. The speed of the target was fixed at 1.39 m/s (200 LED/s). If the button was activated while the target was in the selection region, the trial was considered successful; otherwise, a failure was recorded. With a given `Period`, the target repeatedly appeared from the left. `Cue-viewing Time`, `t_c`, was the time for which the target was visible before reaching the selection region. The physical length of the selection region and cue-viewing region were calculated from the given `Period`, `t_c`, and target speed (i.e., length of selection region = \(W_t \times\) target speed). When the participant pressed the button, the activation event was delayed by the given latency. Feedback for each button press came as blinking green or red lights along both sides of the selection region, for success or failure, respectively (see Figure 5).

**Apparatus:** We implemented a one-dimensional moving-target selection device with precisely controlled latency (check the supplement material for the detail). To minimize default latency, a commercial LED strip (Adafruit DotStar\(^4\), 3 meters, 144 LED/m) was used as the display. A dedicated LED strip driver board (Arduino Uno using the Adafruit DotStar Library\(^5\)) drove 300 LEDs on the strip at 333.3 Hz. The moving target was moderate yellow in color (#202000), and the color value of the selection region was dark blue (#000001). Our feedback colors were bright green (#002001) for success and bright red (#200000) for failure.

An experiment board (Arduino 101) sets experimental conditions for the LED strip driver board through UART serial communication. It also monitored the following events through digital interconnection wires: LED target appearing/disappearing, LED target entering/exiting the selection region, and button press/release. For user input, the left button of a dummy mouse (activated at 0.4 mm with 55 cN force) was directly connected to the experiment board. The board recorded timestamps of all events internally. The board transmitted the events (with timestamps, to 0.1 ms precision) to a PC (Mac mini Late 2014, 2.6 GHz Intel Core i5) for logging. The device exhibited 1.5 ms of mean latency.

To implement latency, the experiment driver board maintained a circular queue. Switch state (opened or closed) of the mouse button was enqueued every 0.5 ms with timestamps. If items in the queue exceed the `Latency` time, they were dequeued and triggered the press/release events. By this method, all sequences of the button events were precisely delayed. The baseline latency was not considered, so 1.5 ms should be added to the experimental latency values.

**Setup and Procedure:** Participants were asked to sit on a regular office chair 2.8 meters away from the LED strip. The LED strip was installed horizontally at subjects’ eye level. The dummy mouse was on a desk in front of the chair. After completing the pre-experiment questionnaire, participants were given a practice session to familiarize themselves with the task. Participants were instructed to try not to skip any of the repeating targets. Forty task conditions (2\(\times\)2\(\times\)5\(\times\)2) were randomly assigned to the participants. There were 40 trials for each condition, and a minimum of one-minute break was given between conditions. Accordingly, there were 1,600 trials per participant, taking 50 minutes. The apparatus logged the result of each trial and the timing of every event.

**Results**

In total, 25,600 trials were logged from 16 participants. The overall error rate measured for participants in the experiment was 45% (SD=23%). For statistical testing, we used repeated-measure ANOVA with an alpha level of 0.05. Greenhouse–Geisser correction was used for violation of sphericity. As forty task conditions were progressed, no increase in error rate due to fatigue was observed (\(F(1,15)=0.838, p=0.374\)).

**Normality of the Response Distribution:** Before analyzing the results, we consider whether the timing distribution obtained in this experiment shows a Gaussian distribution as expected. We tested the normality of each task condition block. A one-sample Kolmogorov–Smirnov test was performed for 640 blocks (40 conditions \(\times\) 16 participants) in total (\(\alpha = .05\)).

Of the 640 distributions obtained (one per condition per user), 70.3% were statistically normal distributions. This is similar to the level observed in typical timing tasks [29]. For the participants who met the normality condition at the lowest rate, 60% of the conditions were found to be statistically normal.

---

\(^4\)https://learn.adafruit.com/adafruit-dotstar-leds/overview

\(^5\)https://github.com/adafruit/Adafruit_DotStar
normal. Since this is not a particularly problematic level, all subsequent analyses included data from all participants.

Effect of \( P, W_t, \) and \( t_c \) on Error Rates: Their effect on the error rate of the moving-target selection task have been reported in detail in previous studies [28, 29]. Below, we replicate each effect once again and report on it briefly.

Firstly, all factors had statistically significant effects on the error rate: \( P (F(1,15)=106.4, p < 0.001), \) \( t_c (F(1,15)=485.1, p < 0.001), \) and \( W_t (F(1,15)=750.1, p < 0.001). \) We replicated the tendency for error rates to rise as Period \( (P) \) increases, Cue-Viewing Time \( (t_c) \) decreases, and Target-Selectable Duration \( (W_t) \) decreases.

Effect of Latency on Error Rates: End-to-end latency too had a significant impact on the error rate \( (F(2.205,33.079)=53.975, p < 0.001). \) Contrary to the conventional belief that error rate will increase when latency rises, a slight latency seems to benefit performance of tasks involving anticipation by the user, such as moving-target selection (see Figure 6). The condition with 60–80 ms latency added showed an error rate that was 15.7% lower (mean=35.3%, SD=27.2%) than that in the zero-latency condition (mean=51%, SD=26.4%).

Model Fitting

Testing Assumptions about Effect of Latency on \( \sigma \) and \( \mu \): We validated Section 4’s assumptions related to latency for input-distribution \( \sigma \) and \( \mu \) (expressed as equations 3, 6, and 7) by fitting the equations to the data obtained. All the curve fittings were carried out with the patternsearch function provided by MATLAB Global Optimization Toolbox. Fitting was performed at the population-level by averaging all participant data for each condition.

As a result, the predicted \( \sigma \) value and the actually measured \( \sigma \) are fitted with a high correlation \( (R^2=0.77; \) see Figure 6). Also, the phenomenon of input-distribution mean \( \mu \) shifting with latency is explained by the model with a moderate coefficient of determination \( (R^2=0.70; \) see Figure 6).

Error Rates: The proposed model is ultimately aimed at predicting the error rate displayed by users in the given task condition. This is achieved by plugging the independent variables and the observed error rate into Equation 5.

Hence, the model was fitted with the observed error rate and showing a high coefficient of determination \( (R^2=0.94; \) see Figure 6). If the effect of latency is not considered, the earlier model for moving-target selection [28] provides a low fit \( (R^2=0.65). \) The five free parameters obtained from the fitting are summarized in Table 1. For reference, individual-level fitting was attempted for each participant, and the results are as follows: \( c_p=0.056 \) (SD=0.099), \( c_o=0.091 \) (SD=0.017), \( \nu=19.54 \) (SD=21.77), \( \delta=0.243 \) (SD=0.202), \( c_L=0.53 \) (SD=0.16), \( R^2=0.81 \) (SD=0.051).

Discussion

In the moving-target selection task with latency added, the proposed model faithfully predicted the empirical error rate of the user. In particular, in the study we observed a decline in participants’ error rate with latency increases up to a certain level. To achieve the lowest error rate in the timing task, players must aim at the center of the selection region as the Gaussian distribution is symmetric about the mean. However, users are generally known to aim at the front of the selection region (note that \( c_p \) values in Table 1 are lower than 0.5). This is called the negative mean asynchrony (NMA) phenomenon [42]. The increase in latency allows the user’s aim point to move closer to the center of the selection region. So, while not intuitive, an increase in latency can lead to a reduction in the error rate. This illustration that the system’s response can sometimes be too fast in a task involving participant anticipation of input timing replicates and theoretically extends the results of some studies previously reported upon [24, 27–29].

Table 1: Summary of empirical parameters

<table>
<thead>
<tr>
<th>Studies</th>
<th>( c_p )</th>
<th>( c_o )</th>
<th>( \nu )</th>
<th>( \delta )</th>
<th>( c_L )</th>
<th>( R^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Study 1 with our model</td>
<td>0.061</td>
<td>0.089</td>
<td>10.59</td>
<td>0.18</td>
<td>0.50</td>
<td>0.94</td>
</tr>
<tr>
<td>Study 1 with CHI’18 model [28]</td>
<td>0.35</td>
<td>0.955</td>
<td>49.48</td>
<td>0.91</td>
<td>N/A</td>
<td>0.65</td>
</tr>
<tr>
<td>2016 Flappy Bird data [29]</td>
<td>0.089</td>
<td>0.071</td>
<td>66.53</td>
<td>0.23</td>
<td>0.14</td>
<td>0.98</td>
</tr>
<tr>
<td>our model assuming 30 ms latency</td>
<td>0.087</td>
<td>0.027</td>
<td>5.97</td>
<td>0.49</td>
<td>0.0091</td>
<td>0.94</td>
</tr>
</tbody>
</table>
The model’s assumptions about the effects of latency on the input distribution’s $\mu$ and $\sigma$ values were verified. Thus, we can report that the model succeeded in predicting participants’ empirical error rates with high accuracy ($R^2=0.94$).

We now turn to the empirical parameters obtained through fitting. The previous model for moving-target selection [28] failed to capture the tendency of latency to push back the mean of the input distribution, $\mu$. The effect was reflected instead in the measurement of the user’s implicit aim point ($c_\mu$). For the same dataset, the prior model produces a large $c_\mu$ value, about 0.35 (see Table 1), which results from misinterpreting the latency-induced shift in input distribution to be a shift in the user’s intended aim point.

We attempted to further analyze whether the phenomenon of shifting the input distribution backward is a passive effect of latency vs. intended by the user. If we assume that $c_\mu$ is directly affected by latency, the $\mu$ of the input distribution can be expressed thus:

$$\mu = c_\mu \cdot W_t = (c_{\mu 0} + c_L \cdot L) \cdot W_t \quad (7)$$

Fitting this equation to the $\mu$ of the empirically measured input distribution yields a worse fit ($R^2=0.47$) than our model’s ($R^2=0.70$). This supports the view that the input-distribution shift represents not user intention but a passive effect of latency.

However, there are hypotheses that cannot be answered by this analysis alone. For example, to achieve a lower error rate, the user may tolerate the input being delayed without actively correcting the aim point. In contrast, under experimental conditions wherein the error rate can be critically increased via latency (i.e., by latency above 200 ms), the user may actively modify the implicit aim point. In fact, it has been observed that as the latency value approaches 200 ms, the change in $\mu$ value saturates (see the third graph in Figure 6). A definitive answer is beyond the scope of this study and requires further investigation.

6 STUDY 2: GEOMETRIC COMPENSATION OF LATENCY

For the famous moving-target selection game Flappy Bird, Study 2 demonstrates the geometric compensation of the latency effect.

Moving-Target Selection in Flappy Bird

In Flappy Bird, the player must control the flight of a small bird and pass it through pillars that each have a narrow gap. The player must activate a button occasionally to control the bird’s flight: when this is pressed, the bird starts rising at a constant speed, but if there is no further input it then falls to the ground under gravity. The game ends when the bird hits the ground or a pillar.

The difficulty level in Flappy Bird is determined by the speed of the bird, the vertical spacing between pillar sections, and the magnitude of the gravity. Of these variables, the one that determines the look of the game geometry is the spacing between the pillars. Other variables must be kept constant to maintain the temporal dynamics of the game.

When the vertical spacing for a pillar is changed, target-selectable duration $W_t$, which determines the user’s error rate, is changed. Input period $P$ and cue-viewing time $t_c$ do not change when the bird’s speed and gravity are constant. In Study 2, we controlled the player’s error rate by adjusting the vertical spacing of pillar segments to change $W_t$.

How vertical gaps determine the $W_t$ value is calculated from an equation obtained in previous work [29] (not repeated here). The change in the player’s error rate due to the change in $W_t$ can be predicted via Equation 5. This enabled geometric compensation to be applied for Flappy Bird in line with Figure 4. Changing the pillar gaps alters the $W_t$ values in selection regions A and B both (see Figure 7).

Figure 7: Two selection regions in the Flappy Bird game (left), the result of the geometric compensation performed by adjusting the pillar spacing (right)

Keeping the bird from falling to the ground is easy, so this task was not considered in our study. However, the player must perform a moving-target selection task to pass through a pillar without bumping into it. At this time, the player encounters two selection regions in the game scene, of different shapes (see Figure 7).

Geometric Compensation in Flappy Bird

The difficulty level in Flappy Bird is determined by the speed of the bird, the vertical spacing between pillar sections, and the magnitude of the gravity. Of these variables, the one that determines the look of the game geometry is the spacing between the pillars. Other variables must be kept constant to maintain the temporal dynamics of the game.

Taking the vertical spacing for a pillar as $W_t$, which determines the user’s error rate, is changed. Input period $P$ and cue-viewing time $t_c$ do not change when the bird’s speed and gravity are constant. In Study 2, we controlled the player’s error rate by adjusting the vertical spacing of pillar segments to change $W_t$.

How vertical gaps determine the $W_t$ value is calculated from an equation obtained in previous work [29] (not repeated here). The change in the player’s error rate due to the change in $W_t$ can be predicted via Equation 5. This enabled geometric compensation to be applied for Flappy Bird in line with Figure 4. Changing the pillar gaps alters the $W_t$ values in selection regions A and B both (see Figure 7).

Obtaining Empirical Parameters

The 10 participants in the aforementioned study [29] played the Flappy Bird game under various $W_t$, $P$, and $t_c$ conditions. Using their dataset, we fitted our model to obtain empirical parameters. Since we did not know the end-to-end latency of the apparatus used in the earlier experiments (MacBook Pro late 2012, 2.2 GHz Intel Core i7, Intel Iris Pro 1536 MB graphics card), therefore, it was assumed that the typical latency of a MacBook Pro keyboard, 30 ms, was present in those experiments. Our model showed a high fit with their data ($R^2=0.98$). The resulting empirical parameters were...
When the latency changes from 30 ms to 200 ms, the spacing between the pillars varies by compensation from -34.85% to 3.57% as shown in the figure below (the shading indicates the 95% confidence interval): 

![Image](https://example.com/image.png)

### Method

**Participants:** Twelve participants, four of them female and eight male, were recruited from a local university. Their average age was 23.61 (SD=4.4), and each was rewarded with $10 for completing the experiment. Participants were informed and signed a consent form before the experiment.

**Task:** Participants were asked to play Flappy Bird implemented in Java (see Figure 8). They made the bird jump by pressing the spacebar. We asked the participants to do their best to avoid colliding with the pillars and make the bird fly as far as they could. The horizontal velocity of the bird was 3 pixels/frame, and the speed at which the bird rose upon pressing of the spacebar was 5 pixels/frame. The temporal dynamics of the final application were similar to those of the original Flappy Bird.

**Apparatus:** The game was implemented on a desktop computer (Intel Core(TM) i7-7700 CPU @3.60 GHz, Windows 10) and was constantly driven at a frame rate of 60Hz. A 24-inch monitor (ASUS ROG Swift PG248Q 180 Hz) and a gaming keyboard (ASUS ROG Claymore) were used. We measured the end-to-end latency of the system with a high-speed camera (960 fps, SONY DSC–RX100M5). The resulting latency was approximately 40 ms between when the keyboard button was pressed and feedback appeared on the screen.

**Experimental Design:** The experiment had a 4x3 within-subject design with two independent variables: Game Condition, and Latency. The levels were the following:

- **Game Condition:** 
  - **Condition 1** (Gravity $g_1=-0.11$ pixels$^2$/frame, Pillar Width $W_{p1}=272$ pixels, Pillar Spacing $H_{p1}=190$ pixels), 
  - **Condition 2** ($g_2=-0.22$ pixels$^2$/frame, $W_{p2}=136$ pixels, $H_{p2}=132$ pixels), 
  - **Condition 3** ($g_3=-0.22$ pixels$^2$/frame, $W_{p3}=136$ pixels, $H_{p3}=94$ pixels), 
  - **Condition 4** ($g_4=-0.22$ pixels$^2$/frame, $W_{p4}=136$ pixels, $H_{p4}=84$ pixels)

- **Latency:** 
  - Latency 1 (40 ms, default latency), Latency 1 (40 ms added), Latency 3 (120 ms, 80 ms added)

The additional latency was implemented through software and was applied from the moment of the keyPressed event. For each Latency–Game Condition pair except with default latency, the following geometric compensation was applied to $H_p$: $\Delta H_{p1}^{80} = -17$ pixels, $\Delta H_{p2}^{80} = -12$ pixels, $\Delta H_{p3}^{80} = -11$ pixels, $\Delta H_{p4}^{80} = -4$ pixels, $\Delta H_{p1}^{120} = -35$ pixels, $\Delta H_{p2}^{120} = -26$ pixels, $\Delta H_{p3}^{120} = -11$ pixels, $\Delta H_{p4}^{120} = -4$ pixels. Since the latency used was expected to lower the participants’ error rates, the pillar gaps had to be reduced overall after the geometric compensation was performed. After this compensation, the error rate for each Game Condition would be expected to remain the same across Latency conditions.

**Setup and Procedure:** Participants were instructed to sit on a gaming chair in front of the PC. During an experimenter’s brief explanation of the experiment, it was verified that each subject understood the tasks. None of the participants were familiar with the original Flappy Bird game. The order of the three Latency conditions was counterbalanced via a Latin square design. In each Latency condition, the order of Game Condition assignments was random. To keep trial counts similar irrespective of Game Condition, participants played for six minutes with a gravity of 0.11 pixels$^2$/frame and three minutes with a gravity of 0.22 pixels$^2$/frame. All received $10 as compensation for participating.

### Results

Let $E_1$ be the error rate in the default latency condition (Latency 1), $E_2$ be the error rate in the presence of 40 ms added latency (Latency 2), and $E_3$ be the error rate when additional latency of 80 ms is present (Latency 3). With the geometric compensation, the following relationship between these three error rates should be observed: $E_0 \approx E_{40}$ and $E_0 \approx E_{80}$.

The result is shown on the right in Figure 7. The x-axis of the graph represents the error rate measured under the Latency 1 condition for each Game Condition setting. On the y-axis is the error rate obtained in the measurements when participants were exposed to the latency-compensation conditions (Latency 2 and Latency 3). The graph illustrates that geometric compensation allows participants to maintain error rates similar to those with the default latency and
As mentioned earlier in Figure 7, the game Flappy Bird features two types of selection region, and the change in intrapillar spacing affects both shapes simultaneously. That is, if compensation for the error rate is applied for one kind of selection area, the error rate for the other may not reach the level targeted. In Study 2, we computed post-compensation pillar gaps for each of the two region types and averaged these to obtain a single compensation-inclusive spacing. This compromises the accuracy of the compensation. In fact, as Figure 7 shows, the post-compensation error rate for selection region A is slightly lower than the post-compensation error rate for selection region B.

If the speed of the bird too were adjusted, it would have been possible to compensate for the error rate from both selection regions simultaneously. However, this could affect the game’s temporal dynamics; game designers should apply it only selectively.

Inaccurate Estimation of Empirical Parameters: For performing geometric compensation, the empirical parameters of the moving-target selection model \( c_{opt}, c_{\sigma}, \nu, \delta, and \ v \) must be known in advance. In our experiment, these parameters’ values were obtained by fitting the model to the Flappy Bird dataset from the earlier paper [29]. Again, since the authors did not report the end-to-end latency of the system from which the data were obtained, we made a rough estimate for our paper that puts the latency of the system in the 2016 Flappy Bird experiment at about 30 ms. If errors in this assumption led to the empirical parameters not being obtained correctly, the accuracy of the geometric compensation performed in Study 2 may have suffered. For confirmation, we fitted the model with only the data obtained in Study 2 and acquired empirical parameters again. Since the latency in the newer user study is clearly known (40 ms, 80 ms, 120 ms), the empirical parameters obtained from the Study 2 dataset can be regarded as ground truth. Thus, we can conclude that our model successfully explained the error rate of the participants in Study 2 \( R^2 = 0.94 \).

The resulting parameters differed from the set used to design the geometrical compensation in Study 2 (see Table 1). There are two possible causes for this difference: (1) the end-to-end latency in the 2016 experiment may not have been 30 ms, and (2) subjects’ demographic differences may be relevant. However, no significant demographic differences were found between the participants in the 2016 experiment [29] and those in Study 2, so we conjecture that error exists in our assumption that the system latency in the 2016 experiment was 30 ms.

Inverse Modeling of Latency in 2016 Paper: Assuming that the empirical parameters obtained from the Study 2 dataset are ground truth, we can estimate the end-to-end latency in the 2016 Flappy Bird experiment [29] through inverse modeling [23]. The end-to-end latency in the earlier study was regarded as an unknown variable and fitted to our model via ground-truth empirical parameters. As a result, the model described the data well \( R^2 = 0.96 \), and the 2016 system’s latency was found to be 122 ms, a much larger value than we expected. This may be the reason for our geometrical compensation not being perfect.

7 LIMITATION AND CONCLUSION

Our research yielded a novel model and method that can compensate for the effects of latency by geometrically transforming the shape of the game scene. The idea could be further generalizable to other games. For example, followings are applicable geometric compensation methods on existing popular games: increase/decrease a route width in Dancing Line, enlarge/reduce a size of enemy in a FPS game, and adjust a ball size in Rolling Sky. The method does not interfere with the time progress of the game, so it can enhance the player’s immersion unlike prior time rewinding methods. That said, our work was confined to games based on relatively simple tasks (i.e., moving-target selection) and did not test how geometric compensation actually benefits the player. Also, this study did not address how the geometric compensation of latency affects the quality of experience (QoE) of players. Nonetheless, the model proposed in this paper represents a low-level mechanism for the effects of latency and was derived on that basis, so follow-up studies should be able to easily extend the model to more complex tasks. Finally, our non-intuitive finding that the error rate may decrease with some latency increases is an important take-away, one with implications for future game design.
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