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Abstract

Speech coding is the most commonly used application of speech processing. Accumulated layers of improvements have however made codecs so complex that optimization of individual modules becomes increasingly difficult. This work introduces machine learning methodology to speech and audio coding, such that we can optimize quality in terms of overall entropy. We can then use conventional quantization, coding and perceptual models without modification such that the codec adheres to conventional requirements on algorithmic complexity, latency and robustness to packet loss. Experiments demonstrate that end-to-end optimization of quantization accuracy of the spectral envelope can be used for a lossless reduction in bitrate of 0.4 kbits/s.

Index Terms: speech and audio coding, end-to-end optimization, speech source modeling.

1. Introduction

Despite the fact that speech coding is the most commonly used speech processing application — there are an estimated 4.67 billion mobile phone users in 20191 — research in coding has dwindled in the academic speech community. A contributing factor to this development is that progress is often published through international standards (e.g. [1,2]), which is a slow process and where it is difficult for individual researchers to participate [3]. A technical reason is that speech codecs have accumulated layers of incremental improvements, which are so densely woven to an interconnected mesh, that introducing new methods often has unexpected side-effects and it is hard to demonstrate the benefit of improvements [4].

The quality of a codec is best measured with subjective evaluations, where human listeners score the output of different codecs [4]. The performance is essentially determined by two models, the perceptual and source models [4,8]. The perceptual model determines relative quantization accuracy of different variables, while the source model is basically used to losslessly compress the quantized signal. The two models are, to some extent, independent and improvement in one model gives an improvement in overall quality if the other model is fixed. In particular, in this paper we focus on the source model to provide a reduction in bitrate without changing the quantization or perceptual model. In terms of entropy coding, such improvements can be characterized by sample entropy, that is, the average log-likelihood of the observation given the source model.

A trend in machine learning has been to optimize systems end-to-end (e.g. [5,6]) such that all components of a system are tuned to optimize a global objective function. If the training uses a sufficiently large database, then this approach provides a level of insurance that complicated interactions between components do not cause unexpected degradations to the system.


Figure 1: Flow diagrams of (a) the encoder and (b) off-line training. The dashed square corresponds to the part which are equivalent between both structures. The training process (b) finds those probability distribution functions (pdfs) and that quantization step size $\Delta q$ which minimizes the cost function (viz. entropy). The encoder (a) takes the pdfs and $\Delta q$ as inputs from the off-line training (b).

The main contribution of the current paper is to demonstrate how a conventional speech and audio coding structure, such as [7], can accommodate end-to-end optimization. This enables researchers to evaluate competing methods side by side, without the fear of unintended consequences in other modules. As a first step, here we discuss end-to-end optimization of the source model, encompassing an envelope model and spectral fine structure, and which is used in entropy coding of speech signals. Secondary contributions include improvements to our prior methods in quantization and coding of envelopes [9] and the spectral fine structure [7], which are necessary to make the modules compatible with end-to-end optimization.

The proposed global objective function is the entropy of the source model. Improving the accuracy of the source model is equivalent with improving its entropy, and such improvements can be used for lossless reduction of bitrate. As a consequence, it is here not necessary to consider the effects of quantization or perceptual modeling, nor do we need subjective listening tests.
to evaluate quality, but an improvement in entropy suffices.

The design-goal of the current work is to provide a realistic implementation of a speech and audio codec, which can be used on low-power CPUs in both single- and multi-device scenarios [3, 10]. In difference to other machine learning approaches such as WaveNet-based coding [11], we aim to remain within conventional constraints of algorithmic complexity, latency and robustness to packet loss. With the objective of making experiments reproducible and simple, as well as due to space constraints, we have not included more advanced tools, though they are known to improve quality, such as fundamental frequency modeling [4, 12], noise filling [13] and dithering [14, 15].

2. Systems Structure

To conform with the constraints of conventional speech coding environments, our systems model is closely related to conventional speech codecs. Fig. 1a illustrates the flow diagram of the encoder, which takes the spectrum of a single frame as an input. The decoder mirrors the structure of the encoder and is not depicted here. In the encoder, the envelope model characterizes the macro-shape of the power spectrum and the quantized envelope is used to flatten the spectrum. This envelope thus corresponds to the linear predictive (LP) model used in CELP and TCX-type codecs [4]. The quantized envelope is further used to derive a perceptual model, which controls the relative quantization accuracy of the flattened/white spectrum. The absolute quantization accuracy is then optimized in a rate-loop as in [7] to maximize quality within the bit-rate constraint.

The proposed source model is a parametric probability distribution function (pdf), used as input for the entropy coder. The parameters of that source model are optimized with an end-to-end training process, whose cost-function is illustrated in Fig. 1b. In coding of the spectrum, quantization accuracy is independent from the probability distribution; by improving the accuracy of the distribution, we obtain a lossless gain in the bitrate, irrespective of the perceptual model. The perceptual model can therefore be omitted from the training process.

The quantized envelope is, however, used for flattening the spectrum, such that the quantization accuracy of the envelope has a direct effect on the distribution of the flattened spectrum. It is therefore a compromise between the bitrate used for coding the envelope versus the spectrum. Consequently, quantization of the envelope must be included in the training phase.

An important difference in the proposed codec with respect to conventional codecs is that the proposed model omits a separate scalar gain term; the overall energy of the signal is coded with the envelope model. The motivation is that inclusion of the gain in the envelope model simplifies the overall structure. This approach also avoids potential overcoding, where the same signal could be encoded in multiple different ways.

The proposed codec uses a fixed quantization step size for the envelope, which requires a variable bit rate (VBR) coder. The remaining bits are used for quantization of the flattened spectrum, where thus a fixed number of bits is available and we need a rate-loop to optimize quality. The quantization step-size is optimized in the off-line training. It should be noted, however, that the conventional rule of thumb in quantization of the envelope is that the mean spectral distortion should be lower than 1 dB [16]. An expected consequence of the current experiments is then to improve the quantization step size based on data driven optimization.

3. Parametric Signal Model

Let \( x \in \mathbb{R}^{N \times 1} \) be the input signal representing the \( N \) coefficients of an MDCT-spectrum [4]. To model the envelope, we determine a low-rank cepstral representation \( y \in \mathbb{R}^K \) as

\[
y = D \log (|x|),
\]

where \( D \in \mathbb{R}^{K \times N} \) are the \( K \) first rows of a discrete cosine transform (DCT) matrix of type II. The 4th envelope parameter \( y_k \) is quantized as

\[
y_k = \Delta q \text{ round}(y_k / \Delta q),
\]

where the operator \( \text{round()} \) signifies rounding to the nearest integer and \( \Delta q \) correspond to the quantization step size. The output envelope \( \hat{s} \in \mathbb{R}^{N \times 1} \) is then \( \hat{s} = \exp (D^T \hat{y}) \). It follows that \( \hat{s} \) has the approximate gross shape of the speech spectrum (see Fig. 2). By sample-wise division \( w_k = x_k / \hat{s}_k \) we obtained a flattened version of the spectrum \( w \in \mathbb{R}^{N \times 1} \), where the envelope shape and the signal energy have been normalized or removed (see Fig. 2).

As a parametric model of the probability distribution, we use mixtures of logistic mixture functions [17], where the cumulative probability \( c(\xi) \) and the probability distributions \( f(\xi) \) are defined, respectively, as

\[
c(\xi; \mu; \sigma) = \frac{1}{1 + e^{-\frac{\xi - \mu}{\sigma}}}, \quad \text{and} \quad f(\xi; \mu; \sigma) = \frac{\partial c(\xi; \mu; \sigma)}{\partial \xi}.
\]

For the envelope parameters \( y \) we use a multivariate, logistic mixture model whose probability distribution function is

\[
f(y) = \prod_{k=1}^{K} \sum_{m=1}^{M} \gamma_{k,m} f(w_k; \mu_{k,m}; \sigma_{k,m}).
\]

Similarly, for the flattened spectrum \( w \) we use the distribution model

\[
f(w) = \prod_{n=1}^{N} \sum_{i=1}^{L} \alpha_{n,i} f(w_n; \beta_{n,i}; \tau_{n,i}).
\]

Here the mixture weights must be positive and add up to unity, \( \gamma_{k,m} \geq 0, \alpha_{n,i} \geq 0, \sum_{m=1}^{M} \gamma_{k,m} = 1 \) and \( \sum_{i=1}^{L} \alpha_{n,i} = 1 \) and scale-factors must be strictly positive, \( \sigma_{k,m}, \beta_{n,i}, \tau_{n,i} > 0 \). Parameters representing component means, the scalars \( \beta_{n,i}, \tau_{n,i} \in \mathbb{R} \) are constrained only to the field of real values,
4. Training

The parameters of the signal model are optimized with a single criteria; maximum likelihood of observation. In other words, we minimize the entropy, measured in bits, which thus directly corresponds to minimizing the bitrate. In typical coding applications, improving the entropy gives a lossless reduction in bitrate. This is also true for the flattened spectral components in the current case; we do not have to include quantization of components in the cost function, since improving the entropy gives a lossless reduction in bitrate whatever the quantization is.

For the envelope parameters, the situation is however more complicated. The quantized envelope parameters are used as pre-conditioning (flattening) for the spectrum (see Fig. 1), such that efficiency of the pre-conditioning influences the entropy of the spectral components; Bits used for encoding the envelope reduce the number of bits required for encoding the spectrum. To strike a compromise between the cost of encoding the two, we must include the quantization accuracy of the envelope parameters in our cost-function.

The $\log_2$-likelihood of the envelope parameters and flattened spectral components are $\log_2 f(y)$ and $\log_2 f(w)$, respectively. For the quantization accuracy $\Delta q$, we are not interested in the absolute bitrate required, but we need only the sensitivity of the entropy with respect to $\Delta q$. We can readily see that the sensitivity of the bitrate to changes of $\Delta q$ is $K \log_2 \Delta q$.

The cost-function for the training can then be defined as

$$\text{cost}(x; \mu_m, \sigma_m, \gamma_m, \beta_k, \tau_k, \omega_k, \alpha_l, k, \Delta q) = - \left[ \log_2 f(y) + \log_2 f(w) + K \log_2 \Delta q \right].$$

(6)

Reductions in this cost-function thus gives a lossless improvement in overall bitrate.

5. Codec

The code consist of two parts, a variable bit-rate coder for the envelope parameters and a fixed bit-rate coder for the spectral coefficients, where the latter uses all the bits remaining after encoding the envelope. Specifically, a parameter $x \in \mathbb{R}$ which follows a logistic mixture model, has the cumulative distribution function

$$c(x) = \sum_{j=1}^{L} \rho_j \phi_{\beta_j, \tau_j, k}(x),$$

(7)

If $x$ is then quantized to a bin $x \in [q_i, q_{i+1}]$, then the probability of that bin is

$$P \left[ x \in [q_i, q_{i+1}] \right] = c(q_{i+1}) - c(q_i),$$

(8)

which is exactly what is needed to entropy code the quantized value with an arithmetic coder [4, 18]. We encode all envelope parameters with the fixed quantization bin size $\Delta q$, such that no further steps are necessary.

The spectral coefficients, in turn, are then quantized such that the accuracy follows the perceptual model and encoded with a fixed-rate code achieved by a rate-loop, following [7]. Here we use uniform quantization to keep the system simple and allow straightforward comparison to prior methods, even if it is clear that dithering quantization for the low-bitrate parts would improve quality [14].

The first step is to estimate the entropy of the spectral coefficients which follow Eq. 5. A simple analytic form for the entropy of a logistic mixture model is not available, whereby we estimate the entropy as follows. We calculate the probabilities $p_k$ of evenly spaced quantization bins with a step size $1/Q$ using $Q = 256$. We can then calculate the entropy $H_{256}$ of the histogram over the training set as

$$H_Q = \sum_{q=1}^{Q} - p_k \log_2 p_k.$$

(9)

We can then approximate the entropy of an arbitrary quantization accuracy $Q$ by

$$H_Q = H_1 + \log_2 Q = H_256 - 8 + \log_2 Q.$$

(10)

In other words, with the measured $H_{256}$ we can determine $H_1$ and thus find the entropy $H_Q$ of an arbitrary quantization accuracy $Q$. Conversely, we will determine the entropy $H_1$ for each spectral component. These entropy values then tells us the relative number of bits $H_j(f)$ required to encode each component $f$ to achieve uniform accuracy.

The perceptual masking model then provides an envelope shape $W(f)$, which corresponds to the relative magnitude of quantization errors that gives a uniform perceptual degradation [4, 19]. The number of bits required to quantize a sample with error $W(f)$ is relative to $\log_2(W(f))$. However, since we know that spectral coefficients need $H_j(f)$ bits to achieve uniform accuracy, we add this as a bias correction and define the perceptually weighted bit-consumption for each spectral component as

$$B(f) := \log_2 W(f) + H_j(f).$$

(11)

Note that the definition of $B(f)$ did not take into account the target bitrate and indeed, the perceptual envelope offers only a relative envelope shape, but not an absolute level for the envelopes. In other words, we must further correct the envelope to match the target bit-rate. We choose a correction term $\eta$ and define

$$B(f, \eta) := \log_2 W(f) + H_j(f) + \eta.$$  

(12)

Our objective is to determine $\eta$ such that we reach a target bitrate $B_{\text{target}} = \sum_{f=0}^{F-1} B(f, \eta)$. Clearly this is achievable with $\eta = \frac{1}{F} \sum_{f=0}^{F-1} B(f, 0)$. However, this can result in a non-realizable negative bitrate $B(f, \eta) < 0$. We therefore set any negative bitrates to zero and repeat the process, determine $\eta$ for the remaining coefficients, until all $B(f, \eta)$ are non-negative.

This procedure guides us to target bitrate for each spectral coefficient. Then we must still quantize each coefficient with the corresponding accuracy. From Eq. 10 we find that the desired quantization step size $1/Q(f)$ is found by $Q(f) = 2^{B(f, \eta)}$. This accuracy gives, on average, the target bitrate, but to match the bitrate of a sample with the target, we therefore need a rate-loop, where the input spectrum is scaled such that we reach the highest accuracy with the given bitrate; see [1, 7] for details.

6. Experiments

To evaluate the performance of the system, we implemented it using a sampling rate of 16 kHz, window length of 30 ms, window step of 20 ms, and a half-sine window with a flat top of 10 ms [4]. Each window is transformed to the frequency domain using the MDCT [4, 19]. Envelopes, including signal gain, are modeled in the cepstral domain with 20 coefficients. We chose to use logistic mixture models for the envelope and spectrum with, respectively, $M = 5$ and $L = 3$ mixture components.

The perceptual model in the codec is based on that of the EVS codec [1], which is based on a linear predictive model of the signal. Since the current codec does not have a predictive model, we estimated the signal autocorrelation from the power
Table 1: Differential entropy of proposed and reference models.

<table>
<thead>
<tr>
<th>Mixture order $M = 5$</th>
<th>Proposed</th>
<th>GMM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flattened spectrum</td>
<td>75.1 bits</td>
<td>72.0 bits</td>
</tr>
<tr>
<td>Conventional $\Delta q$</td>
<td>990 bits</td>
<td>1024 bits</td>
</tr>
<tr>
<td>Optimal $\Delta q$</td>
<td>979 bits</td>
<td>1006 bits</td>
</tr>
</tbody>
</table>

Table 2: Statistics of the bitrate of the quantized envelope.

<table>
<thead>
<tr>
<th>Bitrate</th>
<th>Mean</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimal $\Delta q$</td>
<td>44.0 bits</td>
<td>16.2 bits</td>
</tr>
<tr>
<td>Conventional $\Delta q$</td>
<td>63.0 bits</td>
<td>15.9 bits</td>
</tr>
</tbody>
</table>

The differential entropy of the trained models, evaluated over the test set, are listed in Table 1. Observe that the absolute values of differential entropies are generally not meaningful and that we should compare only the differences in entropy. We find that, for the cepstral envelope parameters, the proposed logistic mixture model requires 3.1 bits/frame more than a diagonal Gaussian mixture model with the same number of parameters, which corresponds to a rather negligible increase in bitrate of 0.155 kbits/s. The main advantage of the proposed method is that the cumulative distribution is simple to calculate with Eq. 7, whereas the Gaussian model would require computations of the error function, which can not be expressed in terms of elementary functions and approximations are complicated.

Table 1 also shows the mean differential entropy of the flattened spectral components per frame. It shows that, when using the optimal quantization step $\Delta q$, the proposed mixture model gives an advantage of 12 bits/frame and 34 bits/frame over Laplacian and Gaussian distributions, respectively, which correspond to 0.6 kbits/s and 1.7 kbits/s. When the quantization step is manually tuned such that the average distortion is below 1 dB, to follow the conventional rule-of-thumb [16], we see that the differential entropy of both the proposed model and the Laplacian model are reduced with approximately 10 bits and the Gaussian by 18 bits.

Table 2 lists the bitrate statistics of the envelope with the optimal and conventional quantization step sizes $\Delta q$. Obviously, since the optimal quantization accuracy is much lower, also the mean bitrate is reduced by 19 bits. The same is reflected in the mean spectral distortion of the quantized envelopes, listed in Table 3. A reduction of the accuracy increases the spectral distortion of the envelope as expected. Since we save approximately 19 bits in encoding the envelope, it offsets the 11 bits increase in differential entropy for the flattened spectrum. In conclusion, optimization of $\Delta q$ thus reduces the bitrate by a total of 8 bits/frame or 0.4 kbits/s. However, the advantage is available only when using the logistic mixture model for the flattened spectrum and disappears if using the simpler Laplacian model.

To estimate the perceptual effect of proposed model, we further measured the perceptual signal to noise ratio of the output signal for typical bitrates (see Table 4). The perceptual model is the same as that used for perceptual quantization. This provides an objective measure which approximates subjective quality. We observe that the optimal quantization step size provide an improvement in quality of approximately 0.2 dB. According to our experience, this difference in quality is very close to the just noticeable difference for experienced listeners. It is therefore not worthwhile to perform a subjective listening test, since it is unlikely that we would get a statistically significant difference between methods.

7. Conclusions

Tuning speech and audio codecs has become increasingly difficult in tandem with their complexity. The current work proposes an end-to-end approach for optimizing the source model in such codecs, such that the entropy of the whole codec can be minimized. As a demonstration, we focus here on the quantization accuracy of the spectral envelope, which is in conventional codecs chosen using a rule-of-thumb. Our experiments show that there is more freedom in the choice in that quantization accuracy than previously thought and a reduction of 0.4 kbits/s can be achieved just by this optimization. Conversely, we also find that quantization within the network corresponds to addition of noise, which is in the machine learning community known as regularization and here the amount of regularization is present in the cost function. Classical tools of machine learning thus have well-warranted counterparts in coding.

An important benefit of the proposed methodology is thus that now speech and audio coding is framed as a machine learning problem. Connecting these two fields opens plenty of opportunities for improvement. For example, obvious next steps include at least introduction of conventional tools such as fundamental frequency models, bandwidth extension and either noise filling or dithering [4, 14, 15]. Conversely, we can introduce methods from machine learning, such as adding new layers to the network to improve latent representations.
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