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Abstract—Method to reconstruct images with frequency diverse subarrays at millimeter-wave frequencies is presented. The imaging system consists of a set of transmit and receive subarrays each having unique, strongly frequency-dependent radiation pattern. Signal transmissions between different transmit and receive subarray pairs are recorded at multitude of frequencies and the image is solved from the set of these measurements. Target space is observed with each subarray pair and with the known subarray field patterns, the target locations are determined. Simulation study of the method has been conducted and the evaluation of the results proves that the method is viable and could be used for imaging purposes.
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I. INTRODUCTION

Electrical beam steering is superseding traditionally used mechanical beam steering in many radar applications. Electrical beam steering is realized with antenna arrays, whose element phasing can be adjusted to obtain beams radiating to different directions. Element phasing can be realized either with adjustable phase shifters, or with traveling wave antennas, whose beam inherently steers with the carrier frequency. The approach based on adjustable phase shifters offers the best control of the beam but leads to complex and costly hardware especially in case of large arrays [1]–[3]. The solutions where the beam steers with the carrier frequency are simpler in hardware, but imposes other challenges [4]–[6]. First, the beam can be easily steered only in one plane only, severely limiting the angular range. Second, the bandwidth, which is needed to achieve distance resolution, is partly sacrificed to achieve angular resolution.

A method utilizing frequency-diverse antenna patterns in millimeter-wave imaging has been previously studied [7], [8]. This makes it possible to simplify the hardware significantly, while maintaining the needed distance and angular resolution. Similarly to MIMO radars as in [9], the method utilizes diversity offered by the multiple probing signals but with simple signal processing. Demonstrations of the method have been realized using meta-surfaces or reverberating multi-mode resonators [7], [8]. In this paper, we present an alternative array configuration that is more straightforward to design and manufacture.

II. ESTIMATION PROBLEM FORMULATION

The conceptual figure of the problem setup is presented in Fig. 1. The imaging system consists of many transmit and receive subarrays each having different, strongly frequency-dependent radiation pattern. Each subarray radiates, according to its unique pattern, its own field, which is then reflected back from \( N \) targets. The reflected signal is received by every subarray according to the subarray patterns.

The observed responses provide frequency-dependent observation data \( y_{mn}(f) \) for each TX-RX pair, with \( n \) denoting transmitting and \( m \) receiving subarray number. The signal model for the system can be formulated as:

\[
y_{mn}(f) = \sum_{i=1}^{N} (E_n(\theta_i, \phi_i, f) \cdot E_m(\theta_i, \phi_i, f)) \cdot e^{-j \frac{4 \pi \Gamma_i}{c} r_i^2}, \quad (1)
\]

The total observation is the sum of the single target responses, where an individual target \( i \) locates in angular direction of \( \theta_i, \phi_i \) with the distance of \( r_i \) from the imaging system. The reflection from the target is denoted with \( \Gamma_i \). Furthermore, the scalar product of the transmitting and receiving subarray electric fields, \( E_n \) and \( E_m \), respectively, is calculated to preserve the phase information, which is essential for the distance calculation. From (1) we can evaluate the target location variables \( \theta_i, \phi_i, r_i, \Gamma_i \), and \( N \), if the radiated fields of the transmitting and receiving subarrays are known over the target space.
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III. EVALUATION OF THE IMAGING METHOD

First step with the evaluation is the discretization of the target space. The 3D target space is divided into voxels, which are identified with the spherical coordinates $\theta_i, \phi_j, r_l$. The angular resolution depends on the resolution of the subarray field patterns whereas the range is dependent on the observation bandwidth and the frequency step between the observations. In this study, the targets are assumed to be stationary in a single voxel and the reflections from them are perfect i.e. $\Gamma_i$ for each target is assumed to be 1 in linear scale. In reality, $\Gamma_i$ is affected by the radar cross section (RCS) of the target i.e. the target shape, material, and the incident angle of the illumination. However, RCS is omitted from this study to simplify the examination of the method.

$O$ is the vector containing the observation data $y_{mn}(f_k)$ of the $mn$ TX-RX subarray pair at kth frequency, as expressed in (1). It can be expressed as a product of the field data and the target data as:

$$O(y_{mn}(f_k)) = A(P_{mn}(\theta_i, \phi_j, f_k), r_l)\mathbf{T}(\Gamma(\theta_i, \phi_j, r_l)).$$

(2)

$\mathbf{T}$ is the vector containing the target data over the target space $(\theta_i, \phi_j, r_l)$ and $A$ is the matrix containing the field data $P_{mn}(\theta_i, \phi_j, f_k)$ towards the target space. $A$ is constructed using the aforementioned TX-RX subarray pairs and the scalar products of their electric fields as a basis of the matrix elements:

$$P_{mn}(\theta_i, \phi_j, f_k) = E_n(\theta_j, \phi_j, f_k) \cdot E_m(\theta_i, \phi_j, f_k).$$

(3)

The matrix element for $A$ is:

$$A_{m,n,i,j,k,l} = P_{mn}(\theta_i, \phi_j, f_k) e^{-j2\pi f_k r_l} (4\pi r_l)^2.$$ 

(4)

The elements of vectors $O$ and $T$ and matrix $A$ are arranged so that they satisfy (2).

The image reconstruction is based on solving the matrix equation (2) for the target data as:

$$T = A^+O,$$

(5)

where $A^+$ is the pseudoinverse of the field data matrix. Basically, the target data vector contains the reflection information of the target space for each voxel. By solving the target data using the field and observation data, we should find the target's reflection value $\Gamma(\theta_i, \phi_j, r_l)$ in that voxel, if there is a target. By finding the voxels with reflection values, we can identify the target locations.

To validate the performance of the method with simulations, we have chosen to simplify the problem and reduced the 3D target space to 2D. This reduces calculation time but still gives a fairly good estimation of what the method is capable of. Hence, the target evaluation is chosen to cover the azimuth cut and the distance.

Evaluation is done using the simulated antenna array with 64 elements, that radiate ideal cosine patterns at 38–42 GHz frequency range. Element spacing is $\lambda/2$ at 40 GHz. The elements are divided to eight subarrays, thus we can observe 36 independent TX-RX pairs due to the reciprocal responses. The shapes of the subarrays and their locations in the antenna system are shown in Fig. 2.

Furthermore, the variation over the frequency is required, as it benefits the angular resolution. Distinguishable radiation patterns with frequency-dependency are achieved by feeding each subarray element out-of-phase with different time-delay lines. Each subarray has an unique element-phasing scheme: an example is shown in Fig. 3 at 40 GHz. It shows the relative time-delays in wavelengths for each element compared to the reference one. The maximum time-delays used in the feeding are 2.40$\lambda$ at 40 GHz. The subarrays are configured as simple 4x2 arrays as the shape of the subarrays are relatively insignificant when considering the performance of the evaluation method. In addition, the used element phasing with time-delay lines gives much more of the wanted frequency diversity between the subarray patterns than the phase difference caused by the element spacing. However, it would be beneficial to study optimal subarray configurations.

The electric field patterns of subarrays are designed so that the target space is fully illuminated, but also so that the subarrays illuminate different angular areas. Hence, a noticeable deviation in field strength between different subarrays over the angular space is achieved, which further creates diversity between the TX-RX pair responses. This is thought to increase the performance, when the individual responses are involved in the image reconstruction calculation. The azimuth cut of the normalized amplitude responses for each TX-RX pairs are shown in Fig. 4 at 40 GHz.

Angular resolution of $1^\circ$ is used in the performance analysis of the method and thus the angular space is discretized to 181
points. However, the cosine-shaped element patterns limit the practical field-of-view to 30°–150°. The range resolution is affected by the bandwidth and the frequency step between the observations. The maximum range is also dependent on the frequency step and after the maximum range is reached, the further targets start aliasing to the lower range. The range is discretized to 151 points with aim to see how accurately the correct target location can be identified, and how far the imaging can be done with different frequency steps. In this study, the maximum range corresponds to 0.75 m.

The primary bandwidth for observations ranges from 38 GHz to 42 GHz, with frequency step of 200 MHz. The evaluation method has been studied by placing a target in each pixel of the 2D target space. The targets can be found fairly well in the areas with high illumination and the range point after the aliasing starts has been identified.

Further simulations have been made to analyze the effect of the observation bandwidth and the frequency step between the samples. They show that by increasing the observation bandwidth to 36–44 GHz, while keeping the number of samples constant (21), the decrease in the maximum imaging range can be noticed as the frequency step increases to 400 MHz. On the contrary, another simulation where the frequency step is decreased to 100 MHz while keeping 38–42 GHz bandwidth, shows that the maximum range can be increased. However, this increases the number of evaluated frequency points and thus raises the calculation time of the method.

Furthermore, the displacement of the target in each point has been recorded. The mean values of range and angle errors in pixels have been calculated for each simulation case using the same angle and range points so that the error results are comparable to each other. These results show that the range detection resolution becomes better as the bandwidth increases. The simulated results are collected to Table I.

The reconstructed image with five targets in 38–42 GHz bandwidth with 21 frequency samples is shown in Fig. 5. The results show that we can clearly locate multiple point targets in the space, though there can be a small error in range or angle component. However, these errors are very minor.

From these simulations can be deducted that where the range error is dependent on the used bandwidth and frequency step, the angle errors in imaging seem to be mostly related to the subarray radiation patterns. Still, the achieved angular resolution for imaging is quite good, when considering the wide width of the subarray beams and the small size of the total antenna array, the error is only some degrees.

### IV. Conclusions

The imaging method for millimeter-waves has been presented and the performance of the method has been analyzed. The simulated results show that the targets can be identified quite well in the illuminated target space.

Future work includes prototyping the antenna and testing the method in practice. Furthermore, the image reconstruction method could be better optimized to achieve even faster image reconstruction.
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