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Directional Feedback Delay Network

BENOIT ALARY, ARCHONTIS POLITIS, SEBASTIAN J. SCHLECHT, AND VESA VÄLIMÄKI

0 INTRODUCTION

Delay-based digital artificial reverberation algorithms have been prominently used for over 50 years [1, 2]. They were originally developed to use delay lines as an efficient way to simulate the buildup of echoes in a concert hall. Although more accurate reproduction methods have been developed since, these techniques are still widely popular due to their desirable aesthetic properties and computational efficiency [2]. By recirculating signals through multiple delay lines, the echo density can build up [3] while gains and filters placed within the recirculation paths can be used to control the frequency-dependent decay property of the reverberator [4, 5].

The Feedback Delay Network (FDN) is a popular method that generalizes the coupling of multiple recirculating delay lines to form a reverberation algorithm [4, 2]. Gerzon [6, 7] first proposed a unitary matrix to control the recirculation in a network of allpass filters, whereas Stautner and Puckette [8] generalized the use of delay networks to design multichannel reverberators. The formal design of a tunable FDN was presented by Jot and Chaigne [4]. They studied the use of absorptive filters in these systems to maximize the mode density of the response while controlling the decay rate of different frequencies and ensuring consistency within frequency bands. The central lossless property of FDNs has been extensively studied by Rocchesso and Smith [9] and by Schlecht and Habets [10].

For multichannel sound reproduction Gerzon [6], as well as Stautner and Puckette [8], presented a method that distributes the decorrelated output of different delay lines to a set of spatially arranged loudspeakers. In [11], De Sena et al. introduced a physically informed recirculating delay system, using digital waveguide networks, capable of positioning the output at the location of the first-order early reflections in a virtual shoebox. This design was further expanded to include physically informed second-order reflections [12]. In [13] the recirculating matrix of an FDN was used to alter the output positioning and is capable of reproducing scenarios such as decoupled rooms.

In many applications of multichannel sound reproduction, the energy decay is assumed to be isotropic, emphasizing the directionality of the direct sound [14]. A sound
field is isotropic when its mean energy distribution is uniform in all directions at a given time. In a reverberant sound field, the energy decay is isotropic when the reverberation time of the sound incident to a listener is the same in all directions. Therefore, we make a distinction between an isotropic sound field, considering the mean energy at all directions, and an isotropic energy decay, considering the mean reverberation time at all directions. The former is a property of the signal, whereas the latter is a property of a spatial impulse response (SIR). A truly isotropic energy decay can only be produced in a carefully designed reverberation chamber, but normal listening environments often exhibit at least slightly anisotropic reverberation properties. This can be due to the shape, the absorption properties of various materials, or the location of a listener in a space [15–19]. While the perceptual threshold of anisotropic energy decay remains to be established, recent studies demonstrate that a spatially anisotropic sound field can be perceivable [20].

One existing reproduction method for anisotropic energy decay is through the use of ambisonic impulse responses. Ambisonics is based on spherical representations of a sound field, originally developed in the 1970s and has recently regained popularity due to its practical use as a spatial audio format for virtual reality [21]. Capturing a SIR using an ambisonic microphone and convolving it with a dry signal is a common ambisonic reverberation method [22]. This method can inherently capture and reproduce the spatial properties of the sound field, including anisotropic late reverberation [23, 24]. Virtual acoustics, such as ray-based methods [25], can also offer the means to reproduce anisotropic energy decay, provided that the direction of arrival of each individually computed reflection is encoded into the output. Nonetheless, delay-based reverberation algorithms remain popular by offering a flexible parametric way to set the reverberation time of the system while remaining computationally efficient.

Recently, several designs for an ambisonic reverberator have been proposed. In [26], the multichannel reverberation algorithm introduced in [8] was expanded by converting from a first-order ambisonic signal, the B-Format, to a microphone array format, the A-Format, for delay processing. This method was further developed in [27] to control the energy weighting in different output directions independently. By using directional gain controls on the output, these approaches can produce an anisotropic sound field. However, since the direction-dependent energy decay rate will remain the same for all directions, the energy decay will remain isotropic.

This paper proposes a novel method to control the energy decay of a reverberant sound field within a delay-based artificial reverberation algorithm. Through the use of multichannel delay lines, we can preserve and alter the direction-dependent distribution of the delayed signals. By making use of these multichannel delay lines, a direction-dependent weighting function can iteratively modify the recirculating signals to create direction-dependent reverberation times. By analyzing an existing space to calibrate the reverberation times in the system, the proposed reverberator is capable of recreating a measured anisotropic energy decay.

Sec. 1 of this paper gives background information on the FDN, direction-dependent reverberation, and spherical harmonic domain processing. Sec. 2 introduces the Directional Feedback Delay Network (DFDN) method and its different components. Sec. 3 details the directional weighting transform used in the system, and Sec. 4 demonstrates a specific case study. Sec. 5 concludes the paper.

1 BACKGROUND

1.1 Feedback Delay Network

An FDN consists of a set of delay lines interconnected through a feedback matrix that defines the recirculating gain of each connection [4, 8], as shown in Fig. 1. The matrix is typically chosen to be orthogonal to create a lossless prototype for the FDN before any attenuation is introduced in the system. The FDN can be described by the difference equations [4, 9]

\[ y(n) = \sum_{i=1}^{N} c_i g_i s_i(n) + d x(n), \]  
\[ s_i(n + m_i) = \sum_{j=1}^{N} A_{ij} g_j s_j(n) + b_i x(n), \]

where \( y(n) \) is the sum of the input \( x(n) \) and the recursive summed output \( s_i(n) \) of the \( i \)-th delay line of length \( m_i \), weighted by the input and output coefficients \( b_i \) and \( c_i \), respectively. The direct-path gain coefficient is \( d \), and \( g_i \) is the gain coefficient of a given delay line. Upon recirculation, the state values \( s_i(n) \) are attenuated by the matrix \( A_{ij} \) (see Fig. 1).

To control the decay of the system, gain factors \( g_i \) are applied at the output of each delay line. A common parameter of a reverberator is the reverberation time \( T_{60} \), defined as the amount of time required for the impulse-response energy to decay by 60 dB [28]. To parametrize the attenuation of an FDN, we use a target \( T_{60} \) to obtain a per-sample attenuation value for a given sample rate \( f_s \) through

\[ g_{an} = -60 \frac{1}{T_{60} f_s}, \]  

which is converted from the logarithmic scale to the linear scale using

\[ g_{lin} = 10^{\frac{g_{an}}{20}} \]

in order to obtain the target attenuation at the output of each delay line from

\[ g_i = (g_{lin})^{m_i}. \]

This process can be extended to multiple, frequency-dependent, \( T_{60} \) values to parametrize absorptive filters [4, 5].

1.2 Anisotropic Energy Decay

To describe the behavior of an anisotropic energy decay within a reverberator, the reverberation time can be...
specified as a direction-dependent parameter $T_{66}(\phi, \theta)$ for a given azimuth $\phi$ and elevation $\theta$. Furthermore, considering a maximum reverberation time $T_{66}^{\text{max}} = \max[T_{66}(\phi, \theta)]$ along with a direction-dependent deviation $\Delta T_{66}(\phi, \theta)$ to characterize the deviation at a given direction is beneficial. These parameters should satisfy the following relationship:

$$T_{66}(\phi, \theta) = T_{66}^{\text{max}} - \Delta T_{66}(\phi, \theta).$$

1.3 Ambisonics

Ambisonics is a spatial audio format with a uniform spatial resolution in all directions, suitable for encoding arbitrary sound scenes and for spatial sound reproduction in arbitrary setups [21, 29–31]. It is based on spatial basis functions, the spherical harmonics (SHs), while the processing of the ambisonic signals occurs in the spherical harmonic domain (SHD). More specifically, when sound sources are in the far-field, an arbitrary sound field can be described as a continuous distribution of plane waves with amplitudes $s(n, \phi, \theta)$, each incident from azimuth $\phi$ and elevation $\theta$. The ambisonic signal vector $s(n) = [s_1(n), ..., s_d(n)]^T$, up to a spatial resolution determined by the ambisonic order $L$, is given by the spherical harmonic transform (SHT) of the amplitude density

$$s(n) = \text{SHT}[s(n, \phi, \theta)] = \int_{\phi=0}^{2\pi} \int_{\theta=-\pi/2}^{\pi/2} s(n, \phi, \theta) y(\phi, \theta) \cos \theta \, d\theta \, d\phi,$$

where $y(\phi, \theta)$ contains all $Q = (L + 1)^2$ spherical harmonics up to order $L$. In practice, a discrete SHT (DSHT) can be realized as

$$s(n) = \frac{4\pi}{K} Y_{n,m}^T s(n),$$

where $Y_{n,m} = [y(\phi_1, \theta_1), ..., y(\phi_K, \theta_K)]^T$ is a matrix of SHs sampled at $K \geq (L + 1)^2$ points of a uniform spherical point set, suitable for the SHT without sampling error up to order $L$, such as a spherical $t$-design of degree $t = 2L$ [32]. Moreover, $s(n) = [s(n, \phi_1, \theta_1), ..., s(n, \phi_K, \theta_K)]^T$ is the sampled amplitude distribution at the same points.

The inverse SHT is performed through the expansion

$$\tilde{s}(n, \phi, \theta) = \text{ISHT}[s(n)] = y^T(\phi, \theta) s(n),$$

which also constitutes a plane-wave decomposition of the sound scene. If the original distribution is spatially bandlimited to the order $L$ of the transform, then $\tilde{s}(n, \phi, \theta) = s(n, \phi, \theta)$. Encoding a plane-wave source carrying a signal $t(n)$, incident from $(\phi_0, \theta_0)$ in the SHD, is realized as

$$s(n) = t(n) y(\phi_0, \theta_0).$$

We use orthonormalized real SHs, common in higher-order Ambisonics (N3D ambisonic convention [31]), with the ACN ordering of the ambisonic channels, according to which

$$\begin{align*}
[y(\phi, \theta)]_l &= Y_{l,q}(\phi, \theta), \quad \text{with } q = 1, 2, ..., (L + 1)^2, \\
[s(n)]_q &= s_{l,q}(n), \quad \text{and } q = l^2 + l + d + 1,
\end{align*}$$

with $l$ and $d$ being the spherical harmonic order and degree, respectively.

1.4 Spatial Transformations

Previous publications on Ambisonics covered fundamental spatial transformations that can be applied in the SHD, such as rotation and mirroring of a sound scene [29–31]. Such operations do not modify the direction-dependent energy distribution itself, only its orientation in space.

More complex transformations, which can apply a predefined directional weighting to the sound scene or warp directionally certain regions towards other directions, have also been demonstrated, initially for first-order Ambisonics [33, 29] and then extended to Ambisonics of any order [34–36].

However, such transformations are neither energy preserving nor order preserving, meaning that higher orders are required to capture the effect of the transform than the
order of the input signals. The directional reverberator design proposed here makes use of a directional weighting function, which we detail below.

Considering that we want to modify the original sound distribution \( s(n, \phi, \theta) \) with a real directional weighting \( g(\phi, \theta) \), we obtain a modified signal distribution

\[
    s'(n, \phi, \theta) = s(n, \phi, \theta) g(\phi, \theta). \tag{14}
\]

If the original ambisonic scene is of order \( L \) and the weighting function is of order \( L' \), then the resulting modified scene is of order \( L + L' \). This property follows from the fact that the basis functions, the SHs, constitute trigonometric polynomials, and the directional weighting function relates to a polynomial multiplication in which the product of two polynomials is a polynomial of degree equal to the sum of the two degrees. This operation can be expressed conveniently directly on the ambisonic signals through a linear transformation matrix \( T \). By expanding \( s(n, \phi, \theta) \) and \( g(\phi, \theta) \) using the inverse SHT, and taking the SHT of their product, we end up with the relation

\[
    s'(n) = Ts(n), \tag{15}
\]

where \( T \) is the \((L + L' + 1)^2 \times (L + 1)^2\) matrix operator transforming the initial distribution to the modified one. Details on the construction of \( T \) with respect to the directional weighting function \( g(\phi, \theta) \) are presented in Sec. 4.

2 DIRECTIONAL FEEDBACK DELAY NETWORK

The DFDN is an extension to a conventional FDN capable of producing direction-dependent reverberation times. Individual delay lines are expanded into a set of multichannel signals by encoding a mono input signal in the SH domain, as in Eq. (11). A directional energy weighting function is included in the recirculating path to modify the direction-dependent energy decay \( T_{60}(\phi, \theta) \), which can be tuned to resemble the anisotropic energy decay behavior of an existing space. Fig. 2 shows the structure of the DFDN reverberator. The signal \( x(n) \) is the discrete-time input signal encoded into an ambisonic signal through \( Q \) channels using the input gain vector \( b_i \), which may be used to give the input signal an incident direction. Delay lines within a delay-line group have the same delay length \( m_i \). The delay-line groups are attenuated by a common gain factor \( g_i \), which should account for the smallest attenuation required by the system. The individual \( g_i \) in Eq. (5) is obtained using \( T_{60}^{\text{max}} \) instead of \( T_{60} \) in Eq. (3) along with the respective delay length \( m_i \), starting with

\[
    g_{an} = -60 \frac{1}{T_{60}^{\text{max}} f_s}. \tag{16}
\]

Each matrix \( T_i \) is the directional weighting matrix transform, that takes a set of ambisonic signals as the input and outputs signals in the same format. \( A \) is the orthogonal recirculation matrix that defines the recirculation gain between the delay lines.

2.1 Input

The directional weighting function is designed to control the direction-dependent decay of the late reverberation. For this reason, processing and positioning direct sound and the early reflections independently by sending them through a distinct parallel signal path is preferable. Nonetheless, the desired initial energy distribution should be used to encode the input signal into Ambisonics. Different methods can be used based on the desired perceptual effect. In our experiments, we chose to encode the mono signals into an omnidirectional incident sound field to highlight the directional attributes of the late reverberation. Therefore, for an omnidirectional source, the input gain of the direct sound of the \( i \)th SH delay line is

\[
    b_i = [1, 0, 0, \ldots, 0], \tag{17}
\]
where $b_i$ is a $Q \times 1$ vector. The gain $d$ can be set via the physically motivated incident direction of the direct sound using Eq. (11).

### 2.2 Multichannel Delay Lines

The difference equation of the $i$th delay line of a regular FDN (see Eqs. (1) and (2)) is

$$s_i(n) = \hat{s}_i(n - m_i),$$

where $\hat{s}_i(n)$ is the input of the $i$th delay line. The output of each delay line $s_i(n)$ in a regular FDN corresponds to the output of a delay-line group $s_i(n)$ in the DFDN containing $Q$ sub-delay lines, one for each SH channel, all sharing the same delay length $m_i$. Thus, $s_i(n)$ is a $Q \times 1$ vector with the same ordering as in Eq. (12). The difference equation of the SH delay line is then

$$s_i(n) = \hat{s}_i(n - m_i).$$

### 2.3 Multichannel Recirculating Matrix

To build the lossless prototype, the recirculating matrix of an FDN, which defines the recirculation gain from every channel first-order ambisonic configuration with three delay lines (Fig. 3). The Kronecker product retains orthogonality when the two matrices involved in the operation are orthogonal themselves [37, 38].

### 2.4 Recursive Spatial Transform

As stated previously, the attenuation of an FDN is designed to use the recursive nature of the algorithm by using gain values or absorptive filters calculated from the length of each delay line. For the DFDN, we propose a spatial transform, represented by $T_i$ in Fig. 2, that can recursively alter the energy in different directions to alter the reverberation times. The transform operates on ambisonic signals, and therefore, a delay-line group containing a set of ambisonic channels is used as the input. The transform is a matrix which is multiplied by the ambisonic signal of each delay-line group. While the transform aims to alter the direction-dependent decay, it must not introduce more energy into the system to ensure stability. Full details on the proposed transform are given in the next section. The complete transform matrix for the delay network can be constructed with a block diagonal matrix $T$:

$$T = \begin{bmatrix} T_1 & 0 & 0 \\ 0 & T_2 & 0 \\ 0 & 0 & T_3 \end{bmatrix}. \quad (21)$$

Since acoustic phenomena are frequency-dependent, having a system behaving with frequency-dependent characteristics may be desirable as well. Frequency and direction-dependent features can be obtained by first splitting the output of each recirculating delay-line group using a filter bank and then connecting each filter output to a different directional weighting transform to obtain the frequency-dependent characteristics. The signals are then mixed back together before entering the recirculating matrix.

### 2.5 Output

Finally, each delay-line group is attenuated by vector $c_i$, which allows direction-dependent gain control of the final output, and each delay-line group is mixed together with the direct sound to produce the final output $y$. Since the output signal is already in the SHD, it can be decoded spatially to a loudspeaker array or binaurally to headphones using the appropriate decoding matrix [31]. The complete formula of the DFDN is given by modifying Eq. (2) as follows:

$$y(n) = \sum_{i=1}^{N} g_i c_i \odot s_i(n) + d x(n),$$

where $\odot$ denotes element-wise multiplication (Hadamard product) and

$$s_i(n + m_i) = \sum_{j=1}^{N} A_{ij} g_j T_j s_j(n) + b_i x(n). \quad (23)$$

### 3 DIRECTIONAL WEIGHTING TRANSFORM

The directional weighting matrix (DWM) transform is a matrix operator that modifies the direction-dependent energy distribution of an ambisonic signal. By adding this operator in the recirculation path of the reverberator, we can control how the energy of the late reverberation is gradually distributed spatially. To construct the transform, we first specify directional decay times, which are converted into a directional weighting function. The transform itself takes the form of a matrix multiplied by the multichannel signals of each ambisonic delay-line group as expressed in Eq. (15). However, the full DWM transform generates
new higher-order signals that require more output channels than input channels. Therefore, the transform matrix is truncated to retain the original SH order. The following section explains the DWM construction.

### 3.1 Determining Directional Gain

To define the DWM operator, a direction-dependent $g_i(\phi, \theta)$ must be calculated to yield a $\Delta T_{60}(\phi, \theta)$ for each delay line. Since a global attenuation $g$ based on $T_{60}^\text{max}$ is already part of the system, it needs to be subtracted. The per-sample direction-dependent gain factor $g_i(\phi, \theta)$ is obtained by modifying Eq. (3) to (5) as follows:

$$g_i(\phi, \theta) = \frac{-60}{f_s} \left( \frac{1}{T_{60}(\phi, \theta)} - \frac{1}{T_{60}^\text{max}} \right),$$

(24)

$$g_i(\phi, \theta) = \frac{-60}{f_s} \left( \Delta T_{60}(\phi, \theta) T_{60}^\text{max} \right),$$

(25)

This is used to obtain the necessary direction-dependent per-sample attenuation for each delay-line group using

$$g_i(\phi, \theta) = (g_i(\phi, \theta))^m_i.$$  

(26)

In practice, $T_{60}(\phi, \theta)$ is sampled uniformly in many directions, using a uniform set of points on a sphere, such as spherical $t$-designs of high degrees ($t \geq 20$) [32].

### 3.2 Determining the Recursive Transform

The DWM is not applied in a single stage as is common in the reproduction of ambisonic signals [35, 36]. Instead, it is included in the DFDN’s recursion. For this purpose, $g_i(\phi, \theta)$ is used to construct a matrix operator that applies the desired gain in the SH domain. The SH coefficients of $g_i(\phi, \theta)$ are computed from Eq. (9) and the sampled values of $g_i$ as

$$g_i = \frac{4\pi}{K} Y_{\text{lin}}^T \cdot Y_{\text{lin}}^i.$$  

(27)

The coefficient vector $g_i$ is an exact representation of the directional weighting in the SHD, instead of in the spatial domain.

Since the effective order $L'$ of the directional weighting is unknown, we find the maximum SH order in $g_i$ that contains 95% of the total energy of the coefficients. The coefficient vector $g_i$ is then truncated up to the order $L'$.

### 3.3 Building the Matrix Operator

Based on the final directional weighting expressed in the SHD $g_i$ and its estimated order $L'$, we construct the DWM $T_{\text{full}}$, which is illustrated in Fig. 4, realizing the recursive spatial shaping.

Starting from the output of the $i$th delay line $s(n, \phi, \theta)$, the directional weighting $g_i(\phi, \theta)$, and their SH representations $s_i(n)$ and $g_i$ of orders $L$ and $L'$, respectively, we proceed as follows. The desired direction-dependent weighted signal $s'(n, \phi, \theta)$ is given by

$$s'(n, \phi, \theta) = s(n, \phi, \theta) g_i(\phi, \theta).$$  

(28)

The DWM expresses the above equation directly in the SHD, having as its input the ambisonic signals $s(n)$ and returning the modified ambisonic signals $s'(n)$ of order $L + L'$.

We use the following notation for compactness: a point on the unit sphere is $u \equiv (\phi, \theta)$, and the spherical integration is denoted as $\int du$. The vector $y_{L}(u)$ denotes the SH vector of all SHs up to order $L$ in direction $u$, and $Y_q(u)$ means the $q$th SH in the series. Furthermore, we omit the sample index $n$ in the following expressions.

The directionally weighted ambisonic signals $s'$ express the SHT of the weighted sound scene

$$s' = \text{SHT}[s'(u)] = \int g_i(u)s(u)y_{L+L'}(u)du,$$  

(29)

where the $q$th channel of $s'$ is

$$s'_q = \int g_i(u)s(u)Y_q(u)du.$$(30)

Taking the inverse SHT, given in Eq. (10), of the product function and rearranging the terms, we obtain

$$s'_q = \text{SHT}[\text{ISHT}[g_i] \text{SHT}[s]] = \int (g_i^T y_{L}(u) (s^T y_{L}(u)) Y_q(u)du = g_i^T (\int y_{L}(u),Y_q^T(u)Y_q(u)du) s = g_i^T G_q s,$$  

(31)

where $G_q$ is a $(L + 1)^2 \times (L' + 1)^2$ matrix of Gaunt coefficients $G_{ij}$ for real spherical harmonics [39], given by

$$ [G_q]_{ij} = G_{ij} = \int Y_i(u) Y_j(u) Y_q(u) \, du. \quad (32) $$

Such coefficients can be computed analytically from Gaunt coefficients for complex SHs, for which closed-form solutions exist. Tabulated Gaunt coefficients for both complex and real SHs and orders up to $L + L' = 30$ are found in the accompanying code of [40].

The linear operation of Eq. (31) can be computed for all ambisonic signals $s'$ in one step:

$$ s' = T_{\text{full}}(g) s. \quad (33) $$

$T_{\text{full}}$ is a $(L + L' + 1)^2 \times (L + 1)^2$ matrix with its $q$th row given by

$$ [T_{\text{full}}(g)]_{ij} = g^T G_q. \quad (34) $$

An alternative formulation to construct the matrix $T_{\text{full}}(g)$, given in [41], is to implement a discrete SHT form of Eq. (31) using a uniform spherical $t$-design with $t \geq 2(L + L')$ and then to evaluate the weighting function for that set of points:

$$ T_{\text{full}}(g) = \frac{4\pi}{K} Y_{L+L'}^T \text{diag} [Y_{L'; g}] Y_{L}. \quad (35) $$

where $Y_{L+L'}$ is the matrix of SHs up to order $L + L'$ computed in the $K$ directions of the $t$-design and the diag[ · ] operator constructs a diagonal matrix from a vector.

### 3.4 Ambisonic Order Preservation

One issue when integrating the directional modification into the recursion is that increasing the order of the output ambisonic channels by as much as the order $L'$ of the directional weighting becomes impractical. A practical solution is to use an approximation of the full transformation matrix $T_{\text{full}}(g)$ that is square, hence preserving the order and the number of channels. We select a truncated $T_t$ that retains only the first $(L + 1)^2$ rows of $T_{\text{full}}(g)$ (see Fig. 4):

$$ T_t = T_{\text{full}}(g)[1, 2, \ldots (L + 1)^2; 1, 2, \ldots (L + 1)^2]. \quad (36) $$

Due to the truncation, the direction-dependent decay times do not match exactly the target ones. However, since the application considered here is late directional reverberation design, exact matching is not necessary.

We demonstrate the effect of the truncated recursive transform matrix in the results section through comparisons with a simulated room. A demonstration of the effect is given in Fig. 5, where an example transform is applied recursively to an omnidirectional signal and the resulting signal is visualized at different time steps.

### 4 RESULTS

A case study is presented here to evaluate the direction-dependent energy decay characteristics of the DFDN reverberator and to compare it with a simulated acoustic space. For this purpose, we implemented an image-source algorithm [42] to serve as an ideal representation of the direction-dependent energy distribution over time. We then designed a DWM for the DFDN that approximates a similar distribution to the one obtained with the image-source method. We studied a shoebox type of room having a distinctively long shape for this purpose. This special case is equivalent to a long corridor that clearly exhibits anisotropic energy decay.

#### 4.1 Image-Source Reference

Using the image-source method, we set the dimensions of a rectangular room to be $22 \times 2.8 \times 3.2$ m, as illustrated in Fig. 6, and place both the source and listener close to the center of the room. All generated reflections were encoded as a broadband impulse using their simulated directions of arrival to encode them into an SIR. This SIR was then analyzed and used to inform the design of the DFDN.
Each time a delay is taken from the output of the image source, the beamforming directional impulse responses (DIR) through beamforming analysis is performed in the SHD using a plane-wave decomposition method based on Eq. (11). The grid used to select the beamforming sampling locations is a spherical composition method suitable for the SHT up to order 20 without error.

In Fig. 7(a), we visualize the time and direction-dependent energy distribution corresponding to a view from above the horizontal plane at 0° elevation is sampled at 1° intervals which yields a 2-dimensional, direction-dependent energy distribution corresponding to a view from above the plane. In Fig. 7(a), we visualize the time and direction-dependent energy distribution of the room simulated using the image-source method. In the initial time window (the outermost curve in Fig. 7(a)) shows that the energy distribution converges towards an anisotropic energy distribution that then converges towards a direction-dependent energy distribution. Here, the DFDN demonstrates an anisotropic energy decay, similar to the one observed in Fig. 7(a).

4.2 Design Consideration

The DFDN has been designed as an extension of a four-delay-line FDN using third-order Ambisonics, which requires 16 channels to achieve a good level of directionality. Therefore, the reverberator has 4 groups of 16 delay lines, making a total of 64 delay lines. A gain factor was applied for broadband attenuation, but no frequency-dependent filters, for simplicity.

The \( g(\phi, \theta) \) used for the DWM design are calculated from \( T\phi(\theta) \) values, which are obtained by extracting directional impulse responses (DIR) through beamforming from the output of the image source. The beamforming analysis is performed in the SHD using a plane-wave decomposition method based on Eq. (11). The grid used to select the beamforming sampling locations is a spherical \( r \)-design suitable for the SHT up to order 20 without error. Each \( T_i \) is obtained from the per-sample transform calculated in Eq. (26) and the individual randomly selected delay length \( m_i \).

4.3 Directional Analysis

To analyze the energy distribution of the generated DIR, we again sample the ambisonic signals in different directions and time windows through a beamforming analysis. The horizontal plane at 0° elevation is sampled at 1° intervals which yields a 2-dimensional, direction-dependent energy distribution corresponding to a view from above the plane. In Fig. 7(a), we visualize the time and direction-dependent energy distribution of the room simulated using the image-source method. In the initial time window (the outermost curve in Fig. 7(a)) shows that the energy distribution behaves nearly isotropically. However, an approximately 6-dB difference is already present between the right-left and the front-back axis. Shortly into the simulation, the directionality of the reflections converges towards the long end of the corridor (front, back) with an amplitude deviation in the order of 20 dB of the last segment. Therefore, the energy decay is anisotropic in this case.

4.4 Computational Cost Considerations

When comparing the computational costs to a conventional FDN, the DFDN’s costs increases by factor equivalent to the number of channels in the delay-line groups. In our test case, third-order Ambisonics delay-line groups were used to ensure a detailed directional analysis. However, since third-order Ambisonics requires 16 channels, this increases the number of delay lines by a factor of 16 when compared to an equivalent conventional FDN. Since FDNs are often designed in the vicinity of 32 or even 64 delay lines to ensure a sufficiently high modal and echo density, a factor of 16 is relatively significant. IIR filtering in the recirculating signal path for frequency-dependent decay is another a common design feature that increases the computational costs of each delay line. Therefore, selecting the appropriate Ambisonics order for practical use is important to limit the computational cost and will vary depending on the desired spatial accuracy of the direction-dependent FDN's costs increases by factor equivalent to the number of channels in the delay-line groups. In our test case, third-order Ambisonics delay-line groups were used to ensure a detailed directional analysis. However, since third-order Ambisonics requires 16 channels, this increases the number of delay lines by a factor of 16 when compared to an equivalent conventional FDN. Since FDNs are often designed in the vicinity of 32 or even 64 delay lines to ensure a sufficiently high modal and echo density, a factor of 16 is relatively significant. IIR filtering in the recirculating signal path for frequency-dependent decay is another a common design feature that increases the computational costs of each delay line. Therefore, selecting the appropriate Ambisonics order for practical use is important to limit the computational cost and will vary depending on the desired spatial accuracy of the direction-dependent FDN’s costs increases by factor equivalent to the number of channels in the delay-line groups. In our test case, third-order Ambisonics delay-line groups were used to ensure a detailed directional analysis. However, since third-order Ambisonics requires 16 channels, this increases the number of delay lines by a factor of 16 when compared to an equivalent conventional FDN. Since FDNs are often designed in the vicinity of 32 or even 64 delay lines to ensure a sufficiently high modal and echo density, a factor of 16 is relatively significant. IIR filtering in the recirculating signal path for frequency-dependent decay is another a common design feature that increases the computational costs of each delay line. Therefore, selecting the appropriate Ambisonics order for practical use is important to limit the computational cost and will vary depending on the desired spatial accuracy of the direction-dependent FDN’s costs increases by factor equivalent to the number of channels in the delay-line groups. In our test case, third-order Ambisonics delay-line groups were used to ensure a detailed directional analysis. However, since third-order Ambisonics requires 16 channels, this increases the number of delay lines by a factor of 16 when compared to an equivalent conventional FDN. Since FDNs are often designed in the vicinity of 32 or even 64 delay lines to ensure a sufficiently high modal and echo density, a factor of 16 is relatively significant. IIR filtering in the recirculating signal path for frequency-dependent decay is another a common design feature that increases the computational costs of each delay line. Therefore, selecting the appropriate Ambisonics order for practical use is important to limit the computational cost and will vary depending on the desired spatial accuracy of the direction-dependent FDN’s costs increases by factor equivalent to the number of channels in the delay-line groups. In our test case, third-order Ambisonics delay-line groups were used to ensure a detailed directional analysis. However, since third-order Ambisonics requires 16 channels, this increases the number of delay lines by a factor of 16 when compared to an equivalent conventional FDN. Since FDNs are often designed in the vicinity of 32 or even 64 delay lines to ensure a sufficiently high modal and echo density, a factor of 16 is relatively significant. IIR filtering in the recirculating signal path for frequency-dependent decay is another a common design feature that increases the computational costs of each delay line. Therefore, selecting the appropriate Ambisonics order for practical use is important to limit the computational cost and will vary depending on the desired spatial accuracy of the direction-dependent FDN’s costs increases by factor equivalent to the number of channels in the delay-line groups. In our test case, third-order Ambisonics delay-line groups were used to ensure a detailed directional analysis. However, since third-order Ambisonics requires 16 channels, this increases the number of delay lines by a factor of 16 when compared to an equivalent conventional FDN. Since FDNs are often designed in the vicinity of 32 or even 64 delay lines to ensure a sufficiently high modal and echo density, a factor of 16 is relatively significant. IIR filtering in the recirculating signal path for frequency-dependent decay is another a common design feature that increases the computational costs of each delay line. Therefore, selecting the appropriate Ambisonics order for practical use is important to limit the computational cost and will vary depending on the desired spatial accuracy of the direction-dependent FDN’s costs increases by factor equivalent to the number of channels in the delay-line groups. In our test case, third-order Ambisonics delay-line groups were used to ensure a detailed directional analysis. However, since third-order Ambisonics requires 16 channels, this increases the number of delay lines by a factor of 16 when compared to an equivalent conventional FDN. Since FDNs are often designed in the vicinity of 32 or even 64 delay lines to ensure a sufficiently high modal and echo density, a factor of 16 is relatively significant. IIR filtering in the recirculating signal path for frequency-dependent decay is another a common design feature that increases the computational costs of each delay line. Therefore, selecting the appropriate Ambisonics order for practical use is important to limit the computational cost and will vary depending on the desired spatial accuracy of the direction-dependent FDN’s costs increases by factor equivalent to the number of channels in the delay-line groups. In our test case, third-order Ambisonics delay-line groups were used to ensure a detailed directional analysis. However, since third-order Ambisonics requires 16 channels, this increases the number of delay lines by a factor of 16 when compared to an equivalent conventional FDN. Since FDNs are often designed in the vicinity of 32 or even 64 delay lines to ensure a sufficiently high modal and echo density, a factor of 16 is relatively significant. IIR filtering in the recirculating signal path for frequency-dependent decay is another a common design feature that increases the computational costs of each delay line. Therefore, selecting the appropriate Ambisonics order for practical use is important to limit the computational cost and will vary depending on the desired spatial accuracy of the direction-dependent FDN’s costs increases by factor equivalent to the number of channels in the delay-line groups. In our test case, third-order Ambisonics delay-line groups were used to ensure a detailed directional analysis. However, since third-order Ambisonics requires 16 channels, this increases the number of delay lines by a factor of 16 when compared to an equivalent conventional FDN. Since FDNs are often designed in the vicinity of 32 or even 64 delay lines to ensure a sufficiently high modal and echo density, a factor of 16 is relatively significant. IIR filtering in the recirculating signal path for frequency-dependent decay is another a common design feature that increases the computational costs of each delay line. Therefore, selecting the appropriate Ambisonics order for practical use is important to limit the computational cost and will vary depending on the desired spatial accuracy of the direction-dependent
reverberator. However, since the perceptual attributes of anisotropic energy decay have yet to be fully established, the optimal Ambisonics order should be chosen based on the intended application and an empirical evaluation.

5 CONCLUSION

This paper presented a novel method to extend the FDN reverberator design to render anisotropic energy decay characteristics. By expanding delay lines into delay-line groups, or multichannel delay lines, containing individual ambisonic channels, we maintain the direction-dependent energy distribution within the recirculating system. Through a matrix transform, which modifies the direction-dependent energy distribution in the SH domain, we alter this distribution and approximate the direction-dependent energy decay of an existing DIR. Since all of the properties of the original FDN are preserved, the proposed DFDN is built by extending an existing FDN configuration with the multichannel elements of the DFDN. Further research is needed to fully establish the appropriate spatial definition required to achieve a good compromise between the perception of direction-dependent decay and computational costs.
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