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ABSTRACT

An adaptive real-time filtering technique for separating music and ambient noise signals in the ear canal of a headset
user is proposed. The system has been tested with a dummy head under laboratory conditions. This paper compares
the responses given by the real-time system with those obtained with standard laboratory measurements. Both
the headphone response estimate and the noise level measurements remain highly accurate even at a high ambient
noise level of 86 dBSPL inside the blocked ear canal. An efficient multirate version of the method is proposed for
cases, where the ambient noise is dominated by low frequencies. The method has several useful applications for
music listening in noise, including adaptive headphone target response equalization and unmasking of music.

1 Introduction

Many audio applications could benefit from having ac-
cess to the information of the music and noise levels to
which the user is exposed at any given moment. This
is especially true when a user is wearing headphones
in noisy environments, such as while commuting with
public transport or in a noisy work place. Raised back-
ground noise levels often lead to louder music listening
levels than in quiet surroundings, in order to unmask
the background noise [1, 2, 3].

Estimation of the ambient noise level can be obtained
by using an external microphone of a headset, which
can be an in-wire microphone or a microphone in-
stalled directly to a headphone earpiece. This, how-
ever, does not directly indicate what the sound pressure
level (SPL) inside user’s ear canal is. Even though the

transfer function from the external microphone to the
ear canal of the user can be measured, the estimation is
problematic, since the amount of leaking of the headset
can vary, especially between different users and also
over time.

An estimation of the total SPL inside the ear canal,
when using an in-ear headset with a microphone in-
stalled on the ear-canal side of the headset, can be
obtained from the in-ear microphone signal. Headsets
with in-ear microphones have become common, e.g., in
active noise cancelling headphones and in headphones
that can calibrate themselves [4]. However, for many
applications, it is important to discern between music
and noise signals within the ear canal, e.g, when eval-
uating the auditory masking of music signals caused
by ambient noise [3, 5], or loudness correction, which
requires the knowledge of the listening level [6, 7, 8].
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An important safety concern when using headphones is
the listening level and total noise exposure users experi-
ence over an extended period of time [2, 9, 10, 11]. By
using the in-ear microphone, it is possible to estimate
the total amount of SPL inside the ear canal. How-
ever, in addition to the total exposure it may be useful
to separate between the exposure caused by the back-
ground noise and music to get a better understanding
what is causing the high noise level exposures users
may experience.

This paper proposes an adaptive algorithm that sepa-
rates ambient noise and music signals from an in-ear
signal consisted of the mix of music and noise inside
the ear canal of a user. This is conducted by using
an adaptive least-mean-square (LMS) algorithm [12,
Ch. 9], which takes the in-ear microphone signal and
the unprocessed music signal as inputs, and outputs an
estimate of the music signal at the in-ear microphone
position along with an error signal, which, in this case,
is the ambient noise signal. Furthermore, the adap-
tive filter coefficients, estimated by the LMS, form an
estimate of the impulse response of the headset.

Obtaining the impulse response estimate of the head-
phone brings additional benefits and further possible
use cases for the proposed algorithm, such as head-
phone magnitude response monitoring and evaluation
of the perceived quality of the response [13, 14] and its
real-time equalizing to a given target response [15, 16],
or monitoring the fit and leakage of the headset [17] to
avoid poor fitting of the headset, which can deteriorate
the sound quality substantially and introduce even more
noise into the ear canal.

The rest of this paper is organized as follows. Section 2
introduces the prototype headset used in this work, as
well as measurements describing its acoustic properties.
Section 3 describes the proposed adaptive algorithm.
Section 4 shows the validation results, and Section 5
concludes the paper.

2 Prototype Headset

The headset used in this work was a commercially avail-
able in-ear headset with built-in in-ear microphones.
The headset was modified in order to be able to obtain
the in-ear microphone signal. A four-pin mini-plug
connector was wired to the left and right loudspeaker
elements of the headset, to the left in-ear microphone,
and to ground. That is, the music played in stereo, but

the sound inside the ear canal was estimated only from
the left ear. This compromise was made in order to
connect the headset directly to a laptop computer for
easier testing and validation. Thus, all the further pro-
cessing is applied to a mono signal and in one ear only.
However, the signal processing for the right ear should
be done exactly the same way as the left ear.

The headset was first measured in order to obtain the
frequency response of the in-ear microphone and the
headphone driver, as well as the passive isolation prop-
erties of the in-ear headset.

2.1 Measurement Equipment

The measurements were conducted in the large ane-
choic chamber at the Aalto University Acoustic Labs.
Figure 1 shows photos of the setup, where the leftmost
subfigure shows a closeup of the G.R.A.S. KEMAR
Type 45BC dummy head with an IEC 60318-4 ear sim-
ulator RA0045 and anthropometric pinna type KB5001
(left ear). The prototype headset was fitted into the ear
of the KEMAR, and a 1/2" free-field G.R.A.S. mea-
surement microphone (type 46AF) was placed next to
the ear.

The G.R.A.S. microphone was used for calibrating the
levels of the other microphones, as well as a reference
during the measurements, e.g., to make sure the sound
field stays unchanged throughout the measurements.
The subfigure on the right hand side in Fig. 1 shows a
broader view of the setup, including the placement of
a Genelec loudspeaker at approximately 2.8 m in front
of the KEMAR. The speaker was used as an external
sound source for isolation measurements.

A MacBook Pro laptop computer was connected to an
RME Fireface 800 audio interface, which was used to
output sound to the Genelec loudspeaker and to record
the signals of the G.R.A.S. microphone and KEMAR’s
left ear canal simulator. The headset was connected di-
rectly to a MacBook Pro’s headphone connector, since
the headset was equipped with the four-pin mini plug.
The joint use of two separate sound interfaces was en-
abled by MacOS’s Audio MIDI Setup, which allows
the user to create aggregate devices, i.e., to combine
different audio interfaces and use them as one.



Fig. 1: Photos of the measurement setup in the anechoic chamber of the Aalto Acoustics Lab.

2.2 Level Calibration

The setup consisted of three microphones, namely the
external G.R.A.S. reference microphone, KEMAR’s
left ear canal simulator, and the in-ear microphone
inside the headset. The microphone in KEMAR’s ear
is located at the drum reference point (DRP), which
correspond to the location of the ear drum.

First, the levels of the three microphones were aligned,
so that the recorded signals could be compared against
each other. The calibration procedure for the micro-
phones was conducted as follows.

1. The reference G.R.A.S. microphone was cali-
brated using a calibrator (94 dBSPL at 1 kHz) in
order to obtain the absolute level of the G.R.A.S.
microphone.

2. A 1-kHz sine signal was played back from the
external loudspeaker and simultaneously recorded
by using the G.R.A.S. microphone and the left
ear of the KEMAR dummy head. The absolute
level of the sine signal was calculated using the
calibrated G.R.A.S. microphone, and the level of
the KEMAR mic was set to be that of the G.R.A.S.
reference microphone.

3. A 1-kHz sine signal was played back from the
headset, while inserted into the left ear of the KE-
MAR. The signal was recorded using the KEMAR
and the in-ear microphone. Then, the headset’s
in-ear microphone level was set according to the
known level of the KEMAR microphone.

2.3 Isolation Response

An isolation response of a headset illustrates how am-
bient noise is leaked around and through the headset
into the ear canal of the user [18, 3]. The isolation is
defined as the difference of the open ear response and
the occluded ear response.

Figure 2 plots the results of an example measurement,
where the magnitude response of the external speaker
was measured using the KEMAR and the headset’s
in-ear microphone, while the KEMAR was facing the
loudspeaker (0 degrees). The blue lines, in the top sub-
figure, show the response measured with the open ear
(solid) and the occluded ear (dashed) of the KEMAR at
DRP, while the black line shows the measured response
at the in-ear microphone position.

The bottom subfigure in Fig. 2 shows the isolation
response—the difference between the occluded ear re-
sponse and the open ear response at DRP (blue curve)—
and the difference between KEMAR’s DRP micro-
phone and the headset’s in-ear microphone in the oc-
cluded case (dashed black curve). As can be seen, there
is not much suppression at frequencies below 500 Hz,
but between approximately 600 Hz and 8 kHz the at-
tenuation provided by the headset is between 10 and
40 dB.

Figure 3 shows the calculated isolation responses for
four different angles, namely 0◦, 30◦, 60◦, and 90◦,
where at 0◦ the KEMAR was facing the loudspeaker
and at 90◦ the ear of the KEMAR was pointed towards
the loudspeaker. As can be seen, the isolation responses
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Fig. 2: (Top) Measurements of the external loud-
speaker response with open and closed ear, and
(bottom) the related headphone isolation curve
and the difference of the responses at the in-ear
and DRP microphones.

are (surprisingly) similar for different angles, indicating
that ambient sounds from different directions (front and
side) are attenuated quite uniformly.

Furthermore, Fig. 4 shows the transfer functions from
the in-ear microphone to the DRP for the angles corre-
sponding to the isolation curves in Fig. 3. The transfer
function describing the change in magnitude response
between the in-ear microphone and the DRP allows the
estimation of the sound pressure level at the ear-drum
position of the user by using the audio signal captured
with the in-ear microphone. Similarly to the isolation
responses, the transfer functions of different angles do
not change much when the angle of the external sound
source is varied.

2.4 Magnitude Response

The magnitude response of the headphone driver was
measured using the in-ear microphone and KEMAR’s
DRP microphone. Figure 5 (top) shows the magnitude
response measured at the in-ear (black) and DRP (blue)
positions. There are total of eight measurements with
four repositions of the headset. The bottom subfigure
plots the magnitude difference between the DRP and

100 1k 10kFrequency (Hz)
-40

-20

0

20

Mag
nitu

de (
dB)

0 deg30 deg60 deg90 deg

Fig. 3: Isolation responses with different incident an-
gles of external sound.

Fig. 4: Magnitude response differences between the
in-ear microphone and KEMAR’s DRP micro-
phone, with the external sound source. Two
measurements per angle (i.e., one repetition).

in-ear microphones, i.e., the transfer function from the
in-ear microphone to the “ear drum” of the simulator.

It is slightly surprising that there is such a big difference
in the bass responses between the two microphones.
The expectation was that there would not be any dif-
ferences in the bass end of the spectrum, since there
should not be any position-dependent resonances in the
ear-canal at those frequencies [19], small electret mi-
crophones have typically no problem of capturing low
frequencies [20], and the air in the sealed “ear canal”
is operating under pressure chamber principle [21].

Based on the results shown in Figs. 3, 4 and 5, it seems
that the measurement results are consistent and repro-
ducible up to about 6 kHz. With higher frequencies the
measurement results vary quite much, which is often
the case with headphone measurements, mainly due to
slight variations on the placement of the headphones
[22] and the limitations of the ear canal simulators [23].
The inconsistency of the measurements below 40 Hz
in Figs. 3 and 4 is due to the external loudspeaker that



Fig. 5: (Top) Magnitude responses of the headset mea-
sured with the in-ear (black) and DRP (blue)
microphones, and (bottom) the differences be-
tween the in-ear and DRP measurements.

was not able to reproduce frequencies lower than that.
All in all, it is safe to assume that we can reliably use
the in-ear microphone to estimate the leaked ambient
noise at the ear drum at least up to 6 kHz.

3 Adaptive Filtering

The main idea in this work is to estimate the ambient
noise inside the ear canal by removing the music signal
from the noise-music mixture that is captured with the
in-ear microphone of the headset. This is achieved
by using an adaptive filter continuously in real time.
Furthermore, the impulse response of the headphone
is obtained with the adaptive processing, which can be
highly useful for many applications.

Figure 6 shows the block diagram of the proposed adap-
tive filtering scheme that is used to estimate the ambi-
ent noise signal, as well as the music signal within the
ear canal. It was decided to use the normalized LMS
(NLMS) algorithm instead of a standard LMS algo-
rithm, since the NLMS takes care of the normalization
of the signal levels, which leads to a fast convergence
and better stability, especially with nonstationary sig-
nals [24].

The clean music signal, which is fed to the headphone,
is used as the reference signal for the adaptive filter.
The in-ear microphone signal containing both ambient
noise and music is the desired signal. This way, the pur-
pose of the adaptive filter in Fig. 6 becomes to remove
the music from the in-ear signal and leave the ambient
noise in the error signal.

In general [12, Ch. 9][24], the filter coefficients w(n)
of an LMS algorithm form an adaptive finite impulse
response (FIR) filter producing an output

y(n) = w>(n)x(n), (1)

where x(n) is the vector of reference signal samples,
w(n) is the vector of adaptive filter coefficients, and >

refers to the transpose operation. The error signal e(n)
is calculated as a difference between the desired signal
d(n) and the filtered signal y(n):

e(n) = d(n)− y(n). (2)

The filter coefficients w(n) within the NLMS algoritm
(in Matlab) are updated with

w(n+1) = w(n)+
µe(n)x(n)

ε +x>(n)x(n)
, (3)

where µ is the adaptation step size and ε is a small
positive constant to overcome possible numerical insta-
bility.

As illustrated in Fig. 6, in this work, the inputs of the
NLMS algorithm are the clean music signal x(n) and
the music and ambient noise mix d(n) captured with the
in-ear microphone. With this data, the NLMS algorithm
continuously estimates the adaptive filter coefficients
w(n) that approximate the impulse response from the
headset driver to the in-ear microphone, after which it
can effectively subtract the music signal estimate y(n)
from the captured in-ear signal. This leaves the error
signal e(n), which in this case becomes the ambient
noise signal.

The clean music signal is delayed before it is sent to
the NLMS, otherwise the NLMS would also estimate
the “zeros” before the actual impulse response, caused
by the delay occurring mainly in the audio interface,
illustrated with the digital-to-analog (DA) and analog-
to-digital (AD) blocks in Fig. 6. This allows the use of
a shorter NLMS filter than without the delay. In this
work, the delay is estimated from a sine sweep mea-
surement by detecting the largest peak of the impulse
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Fig. 6: Block diagram of the proposed adaptive filtering technique to separate music and noise.

response and subtracting 20 samples from that index
value. With the hardware used during this work, the
delay is about1 870 samples with the sample rate of
48 kHz, which corresponds to about 20 ms.

Typically, headphones isolate high frequencies better
than low frequencies (see Fig. 3). Furthermore, many
naturally occurring ambient noises have a spectral struc-
ture near to that of a pink noise, meaning there are more
low frequencies, which pass the headphones’ structure
more easily. This is why low frequencies have a pro-
nounced importance in many noise related applications.

In case of low frequencies being the main interest for
an application, downsampling can be considered. For
such applications downsampling can be advantageous,
since it limits the frequency range at the high end of the
spectrum, according to the Nyquist-Shannon theorem.
The idea is to downsample the NLMS input signals be-
fore processing them, see Fig. 6. The benefits are that
higher frequency components will not take any com-
puting power, and thus, the NLMS algorithms can aim
its focus on the frequency range that is of importance,
and that the NLMS filter itself becomes considerably

1The delay varies slightly every time the sound interface is reini-
tialized in Matlab.

shorter, which reduces the computational complexity
of the system.

Furthermore, HDRP-N and HDRP-M shown in Fig. 6 are
the measured transfer functions of the prototype head-
set, from the in-ear microphone to DRP, for noise and
music, respectively, see Fig. 7. They can be utilized to
get music and noise estimates at the DRP position in-
stead of the in-ear microphone position. However, the
exact properties of these transfer functions may change
between users.
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Fig. 7: Magnitude response differences, with 1/12-
octave smoothing, between in-ear and DRP
microphones averaged over multiple measure-
ments (and angles in the external sound source
case). See Figs. 5 and 4.



4 Validation

The proposed adaptive system was implemented using
Matlab with the help of Playrec [25] that allows non-
blocking soundcard access from within Matlab. The
validation measurements were conducted using the pro-
totype headset and a G.R.A.S 45CA Headphone Test
Fixture with an IEC 60318-4 ear simulator.

The ambient noise used in the experiments was pink
noise and it was reproduced using a pair of Sennheiser
HD 599 headphones placed on top of the prototype
headset in the headphone test fixture. This proved to
be a compact way of emulating a noisy situation while
wearing an in-ear headset.

The music SPL was set to a moderate/high listening
level (around 90 dBSPL). The noise was played back
with three different levels of amplitudes: 1, 0.5, and
0.1, i.e., 0 dB, −6 dB, and −20 dB when normalized
in dB units. The reference noise level was measured
using the above described setup, when there was no
music playing. In other words, the reference noise is
the correct noise level that the adaptive algorithm is
trying to estimate while the music is playing.

Figure 8 shows the results from the validation test,
when the noise was played back at the middle level
(−6 dB). The validation results were evaluated at the
in-ear microphone position. The black line with mark-
ers, in the top subfigure, plots the impulse response
of the headset measured using a sine sweep, while the
green line with markers plots the adaptive filter coef-
ficients w(n) of the NLMS, i.e., the impulse response
estimated by the NLMS algorithm. The estimated im-
pulse response is a calculated average of 40 frames,
where each frame was 400 ms long. As can be seen,
the impulse responses align well on top of each other.

Furthermore, the bottom subfigure in Fig. 8 shows the
magnitude responses of both of the impulse responses
depicted in the top subfigure. The main differences
between these two magnitude responses are occurring
at the very lowest and highest frequency regions. The
inaccuracy at the bass end of the spectrum may be
due to the fact that the NLMS filter length is only 250
samples and that is not enough to estimate the lowest
frequencies. Another reason might be that the music
signal does not have enough content at such a low
frequency band to estimate it correctly. Lacking of
high-frequency content in the music signal is probably
the reason for high-frequency differences as well. All
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Fig. 8: NLMS performance with full 48-kHz sampling
rate. (Top) Impulse responses and (bottom)
magnitude responses of a sweep measurement
(black) and NLMS adaptive filter coefficients
(green).

in all, the NLMS estimation of the headset magnitude
response is highly accurate.

Table 1 shows the results for noise estimation for three
different noise levels, calculated from the NLMS out-
put e(n). Again, they are averages of 40 frames of
adaptive processing. The middle row shows the corre-
sponding noise level estimation result for the example
case presented in Fig. 8. All three noise levels were
accurately estimated. When the noise level was low,
see the 66 dBSPL case, there was a 2-dB difference be-
tween the estimate and the reference. This may be due
to the fact that the surrounding ambient noise in the
measurement situation starts to affect the measurement
results, since the actual played back noise is not dom-
inating anymore. The validation measurements were
conducted in a moderately quiet office, but there might
have been some extra noise, especially at low frequen-
cies, that could interfere with the measurements when
the target noise was at low level.

Figure 9 shows the magnitude spectra of the recorded
in-ear signal (thick black line), the estimated noise
(blue), and the estimated music (red). The spectra are
averaged over 40 frames and 1/6-octave smoothed. As
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frames of adaptive processing at 48-kHz sam-
pling rate is shown. The spectra were smoothed
with a 1/6-octave filter.

can be seen, Fig. 9 demonstrates the fact that at low
frequencies there is more ambient noise in the in-ear
signal than music, while towards high frequencies the
energy of the noise reduces and the music starts to
dominate.

4.1 Downsampling

As discussed in Sec. 3, downsampling can be useful in
certain situations, since the spectrum of a typical noise
signal has more energy in the low-frequency range com-
pared to high frequencies, and the isolation properties
of a typical headset attenuates high frequencies better
than low frequencies. Figure 10 illustrates the effect
of downsampling, where the signals were downsam-
pled with a factor of six, in order to have a sampling
frequency of 8 kHz.

The top part of Fig. 10 shows the impulse responses of
the same example as the one in Fig. 8, but downsam-
pled. The main difference is that now the NLMS filter

Table 1: Estimated noise SPLs with two different sam-
ple rates at various reference noise levels. Mu-
sic level was approx. 90 dBSPL in all cases.

Normalized Reference Estimation Estimation
level noise fs = 48 kHz fs = 8 kHz
(dB) (dBSPL ) (dBSPL ) (dBSPL )

0 85.8 85.9 85.8
−6 80.1 80.4 80.3
−20 66.2 67.7 67.2
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Fig. 10: NLMS performance at the downsampled 8-
kHz sample rate, where black lines show the
sweep-measured results and green lines show
an average of 40 frames of adaptive process-
ing. The vertical dashed line indicates the
Nyquist limit at 4 kHz.

length is only 42 samples, i.e., one sixth of the original
length of 250 samples. The bottom subfigure shows
the estimated magnitude response (green) against the
full-band response of the headset measured with a sine
sweep (black). As can be seen, the magnitude response
is estimated up to 4 kHz, and up to about 3.5 kHz the
estimation is as accurate as that of the 48-kHz case.

Table 1 shows the noise level estimates for the down-
sampled cases as well. In fact, the results are as good
as in the 48 kHz case, which emphasizes the fact that
most of the noise energy leaking inside the ear canal is
below 4 kHz.

5 Conclusions

This paper proposed an adaptive algorithm that extracts
music and ambient noise signals from inside the ear
canal using a single in-ear microphone of a headset.
The proposed adaptive filtering technique was imple-
mented using an NLMS algorithm, which was able
to adaptively extract the ambient noise signal, as well
as estimate the impulse response of the headset at the
in-ear microphone position.



The algorithm takes the raw music signal as a reference
signal and the in-ear microphone signal as the desired
signal. Based on these, it adaptively estimates the filter
coefficients, which correspond to the impulse response
of the headset. The NLMS uses these filter coefficients
to process the raw music signal to obtain an estimate
for the music signal at the in-ear microphone position.
It then subtracts the music estimate from the desired
signal leaving an error signal, which corresponds to the
ambient noise in the ear canal.

Validation measurements showed that the adaptive sys-
tem works as expected in real time, and it can accurately
estimate the impulse response of the headset and the
ambient noise level while the headphone is being used.
It was demonstrated that the algorithm also works at
the sampling rate of 8 kHz, while still producing ac-
curate ambient noise level estimations, since most of
the energy of the ambient noise that leaks through the
headset into the ear canal is below 4 kHz.

For many headphone signal processing applications, it
is essential to obtain the information about the head-
phone response, as well as the levels of the music and
ambient noise signals. The proposed adaptive system is
a useful building block for sophisticated headset signal
processing for music listening in a noisy environment.
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