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Abstract—Accurate electric load prediction offers an important input information for various smart decisions in energy systems. This paper focuses on short-term forecasting of the electric load of small-scale decentralized energy systems (buildings, energy communities, microgrids, virtual power plants, local energy internets, etc.), which are newly evolving energy system models. Quite few researchers have done feature selection before training forecast models, which is an important preprocessing task of data mining and broadly practiced for knowledge exploration in expert and intelligent systems. This paper proposes a feature selection strategy to find the most significant and non-repetitive variables for accurate short-term electric load prediction in distributed energy systems in general and buildings in particular. In the devised strategy, Binary Genetic Algorithm (BGA) is employed for the variable selection task and Gaussian Process Regression (GPR) is applied for quantifying the fitness score of the variables. The proposed feature selection strategy is implemented and validated using actual electricity consumption data of various buildings located in Otaniemi area of Espoo, Finland. The results are compared with those obtained by other predictor selection methods and show outperformed performances.

Keywords—BGA, electricity demand forecasting, feature selection, fitness evaluation measure, GPR, smart grid.

I. INTRODUCTION

Numerous challenges, ranging from inadequate electricity supply to increasing demand, confronts distributed energy systems. The electricity consumption curves of decentralized energy systems are dissimilar from the typical electricity consumption curves that denote big-scale demands at the global, national or regional levels. This lets the traditional techniques unsuitable for their direct application in distributed energy systems since the demand is much smaller and highly volatile. This indicates the recent development of distributed controls for local energy systems needs more effective feature selection (FS) methods and prediction techniques for optimal and efficient usage of the electricity.

FS is a process of finding a cluster of the most significant variables for a forecasting or classification task. It is essential to lower computing time and storage memory size, increase generalization and interpretability, simply complexity, and reduce overfitting.

The central logic when developing a FS tool is that the initial dataset contains some features that are either repetitive or unimportant and can thus be removed without causing significant destruction of information. A number of researches have shown that repetitive and unimportant variables decrease the performance and generalization competence of forecast systems. That is why, recently, FS researches are becoming quite prominent.

The focus of this study is to devise and develop a feature selection tool for accurate electric load prediction in distributed energy systems in general and buildings in particular.

Forecasting accuracy is the central goal of almost all prediction researches. As thoroughly shown in [1] and [2], the accuracy of forecasting approaches relies on the feature scope that is formed via the initial feature sets and FS method. FS is typically used in machine learning (ML) applications as one of the preprocessing tasks, where a feature subset is established by eradicating variables with inferior or insignificant value and highly repetitive [3]. Nevertheless, only quite few prediction approaches have performed FS ahead of fitting forecasting models.

Numerous metaheuristic optimization techniques have been employed as search methods for FS. For example, Particle Swarm Optimization (PSO) [4], Ant Colony Optimization (ACO) [5] and Genetic Algorithm (GA) [6]. GA has been widely used due to its higher suitability and effective searching capability. It belongs to the class of the artificial intelligent (AI) searching algorithms and has been successfully applied for solving numerous optimization problems [7].

We propose a hybrid ML-based FS strategy using the combination of Binary Genetic Algorithm (BGA) and Gaussian Process Regression (GPR) for accurate short-term prediction of electricity demand in buildings. BGA is a type of GA that functions by first encoding the feature space (candidate solutions) in binary bitstrings. This makes the BGA even more suitable for FS tasks than the traditional GA. In the proposed hybrid BGA-GPR FS strategy, the BGA is used to select the most significant and non-repetitive variables, while the GPR is employed to measure the fitness of the variables for the BGA execution.

This study mainly aims to (1) reveal the importance of a robust FS for accurate electricity demand forecasting, (2) present efficient and effective ML-based hybrid FS method for electricity demand prediction, and (3) enhance forecasting accuracy by making use of FS ahead of training forecasting models.

The rest parts of the study are outlined below. Section II presents the relevant prior works on FS. Section III provides the data and states the FS problem. Sections IV and V describe the working principle and mathematical modeling the BGA and GPR, respectively. Section VI discusses the devised BGA-GPR-based FS strategy. The experimental results and validations are provided in Section VII. Section VIII concludes the paper.

II. PRIOR WORKS

FS techniques can be categorized as filter, wrapper and embedded methods [1]. Filter methods do not rely on any forecast model and they order variables based on statistical behavior. They use a correlation value to grade a predictor subset. The Filter FS
method comprises correlation-based [8], mutual information-based [9], and principal component analysis-based methods [10]. Wrapper methods assess variable subsets depending on their value to a particular predictor or classifier. They assume the FS as a searching problem that handles numerous combinations of variables, measured, and compared with other combinations. Compared to the filter methods, wrapper methods show better performances because several predictor subsets are measured by the forecast model at every step [11]. Embedded techniques combine the variable selection task into the forecast model learning task. For example, the regularization technique [1] is one type of an embedded FS.

Table I provides recent FS works on demand forecasting in the power and energy sectors.

<table>
<thead>
<tr>
<th>Application</th>
<th>FS Type</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power systems</td>
<td>Filter</td>
<td>[8], [12], [13]</td>
</tr>
<tr>
<td>Energy systems</td>
<td>Filter</td>
<td>[16]</td>
</tr>
<tr>
<td></td>
<td>Wrapper</td>
<td>[14], [15]</td>
</tr>
</tbody>
</table>


In the FS process, the variables are sorted and chosen based on their evaluated values of the fitness function. The subset of variables that gives the best value of the fitness function is selected. This paper employs the residual (error) of GPR model as the fitness function of the BGA.

As the literature survey in this study shows, the traditional GA with the standard framework is employed for FS by most researches [15]. The traditional GA functions with the real-valued variables to reduce the fitness function. This decreases the efficiency of the FS and causes computation burden. This problem is addressed in this paper by substituting the traditional GA by the BGA and combining it with the effective fitness evaluation measure (GPR residual).

III. FEATURE SPACE AND FS PROBLEM

The candidate variables of the original feature space for this FS work includes historical electric load, seasonal parameters, weather parameters, occupancy, and economic factor (electricity price). The variables \( f_i \), \( i = 1, 2, \ldots, 24 \), in Table II represent the candidate variables.

Thus, the feature space is a matrix of order \( m \times n \), where \( m = 8760 \) is the number of observations, which is a one-year (2017) hourly sample of the features and \( n = 24 \) is the number of candidate features.

<table>
<thead>
<tr>
<th>Feature Index</th>
<th>Feature ( f_i )</th>
<th>Unit/Scale</th>
<th>Data Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Hour of the day</td>
<td>1-24</td>
<td>Seasonality/calendar</td>
</tr>
<tr>
<td>2</td>
<td>Day of the week</td>
<td>1-7</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Month of the year</td>
<td>1-12</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Season of the year</td>
<td>1-4</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Period of the day:</td>
<td>1-3</td>
<td>Occupancy (number of people)</td>
</tr>
<tr>
<td>6</td>
<td>Holiday/Weekend indicator1</td>
<td>0-1</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Holiday/weekend indicator2</td>
<td>0-2</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Ambient air temp.</td>
<td>°C</td>
<td>Weather</td>
</tr>
<tr>
<td>9</td>
<td>Dew-point temp.</td>
<td>°C</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Relative humidity</td>
<td>%</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>Precipitation</td>
<td>mm/h</td>
<td></td>
</tr>
</tbody>
</table>

Given that:

\[ f_i \in \mathbb{Z}^+, 1 \leq f_i \leq 24, \text{ and } \beta \in \mathbb{R}^+ \ni 0 \leq \beta \leq 100 \]  

(1)

where, \( f_i \) is the number of features in the reduced feature subset and \( \beta \) is the forecasting error (in %). Find a variable subset of \( f_i \) from Table II such that the objectives \( \beta \) and \( f_i \) are minimized.

IV. BINARY GENETIC ALGORITHM (BGA)

GA is a population-based metaheuristic optimization technique that was motivated by the Charles Darwin theory of human evolution and genetics theory [22]. The GA operates on the chromosomes (candidate solutions) to create a new population (offsprings) through its three genetic operators - selection, crossover and mutation. The fitness of the chromosomes is evaluated using a fitness function. The fitness function gives numerical values that is used for ranking the chromosomes. BGA is a type of GA that operates by first encoding the chromosomes as bitstrings to minimize or maximize the objective function. It is more efficient and stable than the standard real-valued GA. It also reduces computation burden and time. The flowchart of the BGA is shown in Figure 1.

V. GAUSSIAN PROCESS REGRESSION (GPR)

GPR is a mathematical model to fit nonlinear relationships between variables using probabilistic distributions over functions. A Gaussian process (GP) describes distributions over functions in such a way that, if we pick up any two or more points in the functions, samples of the targets at these points trace a joint (multivariate) Gaussian distribution (GD). That is, a GP is expressed as a gathering
of arbitrary variables, any specified amount of which have a joint GD.

The GPR output $y$ of a function $f$ at input $x$ is given by:

$$y = f(x) + \varepsilon$$

(2)

where, $\varepsilon \sim N(0, \sigma^2)$ is normal distribution with zero mean and $\sigma$ standard deviation.

The GP distribution of the function $f(x)$ is defined as:

$$f(x) = GP(m(x), k(x, x'))$$

(3)

As shown in (3), the GP distribution is expressed by the mean ($m$) and covariance ($k$) functions.

The mean function $m(x)$ designates the estimated value of the function at $x$:

$$m(x) = E[f(x)]$$

(4)

The covariance function $k(x, x')$ denotes the relation between the values of the function for different inputs $x$ and $x'$:

$$k(x, x') = E[(f(x) - m(x))(f(x') - m(x'))]$$

(5)

The function $k$ is called the GP kernel [23]. The GPR model in this study uses the squared exponential kernel expressed beneath:

$$k(x, x'|\theta) = \sigma^2_f \exp \left(-\frac{1}{2} \sum_{r=1}^{d} \left(\frac{x_r - x'_r}{\sigma^2_r}\right)^2\right)$$

(6)

where, $\sigma_r$ is the scale-length of the predictor $r$, $r = 1, 2, ..., d$ and $\sigma_f$ is the standard deviation of the dataset. The parameter $\theta$ is given by:

$$\theta_r = \log \sigma_r, \text{for } r = 1, 2, ..., d$$

(7)

$$\theta_{d+1} = \log \sigma_f$$

(8)

The parameters $\sigma_r$ and $\sigma_f$ are controlled to increase or decrease the correlation between the points and therefore the distribution of the function. After the mean and kernel functions are obtained, the GP is applied to obtain the prior and future values of the function using the historical observation of the dataset.

VI. PROPOSED FEATURE SELECTION STRATEGY

As described in the above sections, the proposed FS methodology for electricity demand prediction is based on the combination of the BGA and GPR (BGA-GPR-based FS). Figure 2 shows the flowchart for the detail operating mechanism of the proposed BGA-GPR-based FS. There are five crucial sub-tasks in the BGA: chromosome encoding, fitness evaluation, selection technique, genetic operators, and termination condition. An initial population is created and evaluated employing the fitness function. A gene value of ‘1’ designates the particular variable pointed by the position of the ‘1’ is selected for the fitness assessment. While a value of ‘0’ indicates the specific variable is not selected.

The chromosomes are sorted based on their fitness values. The top $n$ fittest offsprings (Elitism of size $n$) are selected to continue with the following generation. The remaining offsprings in the population genetically move via the crossover and mutation operators to generate crossover and mutation offsprings, respectively. The selection, crossover and mutation offsprings are then form the new population (generation) [24], [25].

In this paper, the fitness of the chromosomes is evaluated using the GPR model. The BGA fitness function is formulated by the mean squared error (MSE) of the GPR model predictive residuals. That is, the MSE of the actual target and the GPR model output is calculated for every variable subset given in Table II. The fitness function is expressed as follows:

$$fit = \frac{1}{n} \sum_{i=1}^{n} (T_i - y_i)^2$$

(9)

where $T$ is a vector of target values (electric load) and $n$ is the number of samples.

The goal of the BGA is to minimize the fitness function (9) by selecting a feature subset with the best fitness (lowest MSE) over iterations.

![Figure 2. Flowchart of BGA-GPR-based FS](image)

The BGA parameters employed in this study are given in Table III.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population size</td>
<td>24</td>
</tr>
<tr>
<td>Genomelength</td>
<td>24</td>
</tr>
<tr>
<td>Population type</td>
<td>Bitstring</td>
</tr>
<tr>
<td>Fitness function</td>
<td>GPR residual</td>
</tr>
<tr>
<td>Number of generations</td>
<td>100</td>
</tr>
<tr>
<td>Stall Generation Limit</td>
<td>50</td>
</tr>
<tr>
<td>Selection mechanism</td>
<td>Tournament selection</td>
</tr>
<tr>
<td>Tournament size</td>
<td>2</td>
</tr>
<tr>
<td>Mutation function</td>
<td>Uniform mutation</td>
</tr>
<tr>
<td>Mutation rate</td>
<td>0.1</td>
</tr>
<tr>
<td>Crossover function</td>
<td>arithmetic crossover (logical XOR)</td>
</tr>
<tr>
<td>Crossover fraction</td>
<td>0.8</td>
</tr>
<tr>
<td>Elite count</td>
<td>2</td>
</tr>
</tbody>
</table>
The BGA stops when it reaches at a desired optimal point. The optimal point associates with the desired predictor subset in question. Following the BGA convergence, the chromosome that achieved the best fitness value is selected and decoded to obtain the desired feature subset as illustrated in Figure 3.

The fittest chromosome at the final iteration of the BGA

\[
\begin{align*}
0 & 1 0 1 0 0 1 1 \\
\end{align*}
\]

Final feature subset \(\{f_1, f_2, f_6, f_7, \ldots\}\)

Figure 3. Final feature subset decoding

VII. RESULTS AND DISCUSSIONS

In this study, the BGA-GPR-based FS strategy is implemented and validated based on four electric load datasets (actual measurement records) collected from four different buildings in the Otaniemi area of Espoo, Finland. The buildings are Building A (residential building), Building B (educational building), Building C (office building) and Building D (mixed use building). The buildings have a peak (in 2017) total electric load of 236kW, 626kW, 21kW and 78kW, respectively. A one-year (2017) hourly observation, 8760 values, of both the candidate variables in the predictor space and target variable are employed for FS task. The FS is executed for each of the buildings. The experimental results obtained are given in Table IV.

![Table IV. FS results](image)

As shown in Table IV, the number of predictors selected by the devised FS strategy is much smaller than the size of the original predictor space. Thus, we can say this is due to the existence of insignificant and repetitive information by most of the features in the original predictor space. The BGA at the end chooses the variable subset that holds the most significant and non-repetitive features. For the residential building, the improvement in fitness value (MSE) using the BGA-GPR FS chosen predictors to fit the electric load by the GPR model is 42.9% over the initial feature set (without FS). Likewise, the chosen variable subsets for the educational, office and mixed-use buildings have achieved improvements of 96.5%, 96.7% and 99% respectively over the initial to variable set, with respect to the GPR residual (MSE) performance measure.

Features 1, 2, 3, 4, 5, 7, 8, 9, 10, 13, 15, 16, 17, 19, 20, 21, 22, 23, and 24, which designate the hour of the day, day of the week, month of the year, season of the year, period of the day, holiday/weekend indicator, air temperature, dew-point, relative humidity, air pressure, wind direction, wind speed, gust speed, solar radiation, sunshine duration, electricity price, previous 24h average electric load, 24h lagged electric load, and 168h lagged electric load, respectively, are selected at least for one of the building types. For the sake of consistency, the feature subset consisting of these 19 predictors is selected to establish the training input for the accurate short-term prediction of the electricity demands of the buildings.

In order to verify the performance of the proposed BGA-GPR-based FS further, the obtained FS results are compared with FS results using other two conventional FS methods, namely: Correlation-based FS (C FS) and Neighborhood Component Analysis Regression-based FS (NCA FS). The Correlation-based FS first computes the Pearson and Spearman correlations of each variable with the target, and it then takes the maximum of the two correlation coefficients. A variable with correlation value greater than a specified threshold (0.5 in this study) is chosen as the significant variable and involved in the final predictor subset. The NCA FS works based on the neighborhood component analysis (NCA) regression modeled over the variable subsets versus the target. The NCA FS finds the variable weights utilizing a diagonal adaptation of the NCA regression model. The model realizes the FS by regularizing the weights of the variables.

Table V gives the comparison of the FS results by the evaluated FS techniques.

![Table V. Comparison of FS results](image)

As revealed in Table V, the devised BGA-GPR-based FS resulted in the variable subset with the best fitness value (lowest MSE). Therefore, the feature subset chosen by the devised FS strategy holds more important and non-repetitive variables than the other techniques. That is, an electric load prediction model whose training input is constituted by the variable subset obtained by the devised FS strategy can give accurate forecasting.

VIII. CONCLUSION

In this paper, a BGA-FS-based FS method for short-term electric load prediction is devised and implemented. The method used the GPR fitness function to select the combination of variables from the specified initial feature space. The devised FS has obtained a feature subset that achieved a better fitness value than the initial dataset with all the candidate variables. The FS results obtained by the devised FS.
method are also compared with FS results obtained by other two conventional FS methods. The FS results by the proposed method outperformed the other FS results obtained by the other methods with respect to the MSE criterion formulated with the GPR model. In addition, the devised FS method has been applied for four different building electricity demands (residential, educational, office and mixed-use building buildings). It obtained the best training input variable subsets for improved short-term prediction of the electric loads of all the building types.
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