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Abstract—A surface integral equation (SIE) method is developed for analyzing electromagnetic scattering by objects with generalized soft-and-hard (GSH) boundary conditions. GSH boundary condition is an anisotropic impedance boundary condition, which limits the tangential electric and magnetic fields in specified directions. In the developed SIE formulation, the GSH boundary condition is expressed in a vector form with two sets of orthogonal vectors, which can be combined with the field integral equations. The resulting equation can be discretized with the standard method of moments (MoM) using triangular elements and the Rao-Wilton-Glisson (RWG) functions. By varying the GSH condition the direction of the tangential electric and magnetic fields on the surface can be flexibly changed.

Index Terms—Electromagnetic scattering, boundary conditions, generalized soft-and-hard (GSH) boundary, surface integral equation (SIE)

I. INTRODUCTION

Electromagnetic scattering by an arbitrarily shaped object is an important and fundamental problem in antenna and microwave engineering. To guarantee a unique solution for the scattered problem, a set of interface conditions is required to relate the fields on both sides of the surface. If the field behavior on the surface of an object can be approximated by a mathematical boundary condition [1], the region of computation can be reduced and the solution of the problem can be significantly simplified. Therefore, boundary conditions are very useful in modeling various real-world problems.

Conventionally, electromagnetic boundary conditions are defined in terms of the tangential components of the fields. The most common examples are the perfect electric and magnetic conductor (PEC and PMC) boundary conditions, which state that the tangential component of the electric or magnetic field vanishes on the boundary, respectively. Impedance boundary condition (IBC) [2], [3] is a generalization of PEC and PMC conditions. Perfect electromagnetic conductor (PEMC) [4] is another type of boundary condition that combines the tangential components of the electric and magnetic fields. It is also possible to express the boundary conditions in terms of the normal field components [5]–[7]. For example, the DB boundary condition requires the normal components of the electric and magnetic flux densities \( D \) and \( B \) vanish on the surface [8]. By requiring the normal derivatives of the normal components of \( D \) and \( B \) vanish, the \( D'B' \) boundary condition is introduced [9]. The DB and \( D'B' \) boundary conditions can be combined to form the mixed IBCs (MIBCs) [10].

Soft-and-hard (SH) boundary condition is a mathematical idealization of a surface on which both tangential electric and magnetic fields are restricted to one direction [11]. The SH boundary is a convenient model for the tuned corrugated surface, which has been used in various engineering applications such as horn antennas, waveguides, and corner reflectors [12]–[15]. By allowing the electric and magnetic fields to have different tangential directions, the SH boundary can be extended as a more general anisotropic boundary, i.e., the generalized soft-and-hard (GSH) boundary [16].

The surface integral equation (SIE) method is an attractive method for numerical analysis of electromagnetic scattering by arbitrarily shaped targets with boundary conditions. Boundary conditions, such as PEC, PMC and IBC, that can be expressed in terms of the equivalent electric and magnetic surface current densities can be straightforwardly implemented into SIE formulations. Less obvious is the implementation of the boundary conditions expressed in terms of the normal field components [17]–[19]. For anisotropic boundary conditions, like SH condition, the development of the SIE method is even more challenging. Though the SH boundary can be considered as a kind of anisotropic IBC, the impedance dyadic contains either very small or very high values, and the existing numerical methods for anisotropic IBC may not be applicable [20], [21]. In 2006, an SIE method for the SH surface was developed by using rectangular elements and the rooftop functions [22]. In [22], the rectangular elements are oriented to the direction of the corrugation, and the surface currents are automatically restricted to flow in the desired direction. However, since the surface currents are only allowed to flow in the direction of rectangular elements, with this method the direction of the currents can not be flexibly changed and it is not applicable for arbitrary GSH surfaces. To our knowledge, no SIE method exists for GSH so far.

In this paper, we propose an SIE method for the GSH boundary condition. In order to enable modeling of arbitrary GSH surfaces, we use triangular surface elements and the Rao-Wilton-Glisson (RWG) [23] basis and test functions. Numerical experiments are performed to verify the accuracy and efficiency of the proposed method.

II. GENERALIZED SOFT-AND-HARD(GSH) BOUNDARY CONDITION

Before developing the SIE formulation, we first review the definition and the properties of the GSH boundary condition.
A. Definition of GSH

Soft-and-hard (SH) condition defines a boundary on which the tangential electric and magnetic fields are ideally conducted in a certain direction. This condition can be written as [15]
\[
v \cdot E = 0, \quad v \cdot H = 0.
\]
where \( v \) is a tangential vector.

By forcing the tangential electric and magnetic fields to have zero components in two different directions, the SH boundary can be extended to a generalized Soft-and-Hard (GSH) boundary as [16]
\[
a_t \cdot E = 0, \quad b_t \cdot H = 0
\]
where \( a_t \) and \( b_t \) are two arbitrary tangential vectors.

The GSH boundary condition can be written in the form of an anisotropic impedance boundary condition (IBC) over a closed surface \( S \) [1], [16]:
\[
\gamma_t E = \mathbf{Z}_s \cdot n \times \gamma_t(\eta_0 H) \tag{3}
\]
\[
\mathbf{Z}_s = \lim_{\delta \to 0} \left( \delta a_t + \frac{1}{\delta} (n \times a_t) (n \times b_t) \right) \tag{4}
\]
Where \( n \) is the unit normal vector of \( S \) and \( \gamma_0 \) is the wave impedance of the free space. \( \gamma_t = (I - nn^\ast)F|_S \) denotes tangential component of a vector field on the surface \( S \), where \( I \{ F \} = F \) is the identity operator.

B. Non-reciprocity and Non-losslessness of GSH

An impedance boundary is reciprocal if the impedance dyadic satisfies \( \mathbf{Z}_s^T = \mathbf{Z}_s \) [2]. The impedance boundary is lossless when \( \mathbf{Z}_s = -\mathbf{Z}_s^* \) [2]. Assuming \( a_t = x \) and \( b_t = x \cos \gamma + y \sin \gamma \), where \( x \) and \( y \) are the local orthogonal tangential unit vectors on \( S \), by which \( x \times y = n \), the surface impedance dyadic (4) can be written in the form
\[
\mathbf{Z}_s = \lim_{\delta \to 0} \left( xx\delta \cos \gamma + yy\delta \cos \gamma + xy\delta \sin \gamma \right) \tag{5}
\]

When \( \sin \gamma = 0 \), \( a_t \) is parallel with \( b_t \), \( \mathbf{Z}_s \) is symmetric and anti-hermitian, the impedance boundary is reciprocal and lossless. In this case, the conditions of the GSH boundary (2) become conditions of the SH boundary. The GSH boundary is non-reciprocal and non-lossless except in the special case of an SH boundary.

C. TE/TM Decomposition of Plane Wave

To analyze the reflection from a GSH boundary, let us split a plane wave \(( \mathbf{E}, \mathbf{H} )\) with a propagation direction of a unit vector \( u \) as [1], [16]
\[
( \mathbf{E}, \mathbf{H} ) = ( \mathbf{E}_a, \mathbf{H}_a ) + ( \mathbf{E}_b, \mathbf{H}_b ) \tag{6}
\]
where
\[
\mathbf{E}_a = \frac{1}{\Delta} ( \mathbf{u} \times a_t ) ( b_t \cdot \eta_0 H_t ) \tag{7}
\]
\[
\eta_0 \mathbf{H}_a = \frac{1}{\Delta} ( (a_t \times \mathbf{u}) \times \mathbf{u} ) ( b_t \cdot \eta_0 H_t )
\]
\[
\mathbf{E}_b = \frac{1}{\Delta} ( (b_t \times \mathbf{u}) \times \mathbf{u} ) ( a_t \cdot \mathbf{E}_t )
\]
\[
\eta_0 \mathbf{H}_b = -\frac{1}{\Delta} ( \mathbf{u} \times b_t ) ( a_t \cdot \mathbf{E}_t )
\]
with \( \Delta = -(\mathbf{u} \times a_t) \cdot (\mathbf{u} \times b_t) \). The decomposed plane waves satisfy \( a_t \cdot \mathbf{E}_a = 0, b_t \cdot \mathbf{H}_a = 0 \), which are defined as TE\(_a\) and TM\(_b\) waves, respectively.

Considering a plane wave \(( \mathbf{E}^i, \mathbf{H}^i ) = ( \mathbf{E}_a^i, \mathbf{H}_a^i ) + ( \mathbf{E}_b^i, \mathbf{H}_b^i )\) incident to the GSH boundary, the TE\(_a\) wave can be proved to be reflected as a TE\(_a\) wave \(( \mathbf{E}_a^r, \mathbf{H}_a^r )\) and the TM\(_b\) wave is reflected as a TM\(_b\) wave \(( \mathbf{E}_b^r, \mathbf{H}_b^r )\) [1], [16]. It can also be shown that \( \mathbf{n} \times (\mathbf{H}_a^r + \mathbf{H}_b^r) = 0 \) and \( \mathbf{n} \times (\mathbf{E}_a^r + \mathbf{E}_b^r) = 0 \). Thus, the GSH boundary behaves as a PMC surface for TE\(_a\) wave and a PEC surface for TM\(_b\) wave [1], [16]. In other words, the problem of scattering by a GSH boundary can be split into two simpler problems, i.e. PEC for TM\(_b\) wave and PMC for TE\(_a\) wave. This property is utilized in the analysis of the numerical results in Section IV.

D. Reflection from GSH

The relations between the incident and reflected fields can be defined using reflection dyadics as
\[
\mathbf{E}^r = \mathbf{R}_E \cdot \mathbf{E}^i, \quad \mathbf{H}^r = \mathbf{R}_H \cdot \mathbf{H}^i \tag{9}
\]
where the reflection dyadics of the GSH boundary are [7], [16]
\[
\mathbf{R}_E = \frac{1}{\Delta} \left[ (\mathbf{u}^r \times a_t)(\mathbf{u}^r \times b_t) + (\mathbf{u}^r \times (\mathbf{u}^r \times b_t))(\mathbf{u}^r \times (\mathbf{u}^r \times a_t)) \right] \tag{10}
\]
\[
\mathbf{R}_H = \frac{1}{\Delta} \left[ (\mathbf{u}^r \times b_t)(\mathbf{u}^r \times a_t) + (\mathbf{u}^r \times (\mathbf{u}^r \times a_t))(\mathbf{u}^r \times (\mathbf{u}^r \times b_t)) \right] \tag{11}
\]
The relation between the incident unit direction \( (\mathbf{u}^i) \) and the reflected unit direction \( (\mathbf{u}^r) \) is \( \mathbf{u}^r = \mathbf{C} \cdot \mathbf{u}^i \), where the mirroring dyadic \( \mathbf{C} \) is
\[
\mathbf{C} = \mathbf{I} - 2\mathbf{n}\mathbf{n}^\ast \tag{12}
\]
in which \( \mathbf{I} \) is the unit dyadic. Note that \( \Delta \) is the same for \( \mathbf{u} = \mathbf{u}^i \) and \( \mathbf{u} = \mathbf{u}^r \). We use these analytic reflection dyadics to calculate the surface currents on the illuminated region for the physical optics (PO) method [24], [25], which is employed as a reference to verify our results obtained by the SIE method.

III. SURFACE INTEGRAL EQUATION METHOD FOR GSH

In this section, we develop a SIE method for electromagnetic scattering by a closed object with GSH boundary conditions.

A. Surface Integral Formulation

Consider time-harmonic electromagnetic scattering (with time factor \( e^{j\omega t} \)) by a closed non-penetrable object in free space with permittivity \( \varepsilon_0 \) and permeability \( \mu_0 \). On the surface of the object \( S \) we assume GSH boundary condition (2). Let \( \mathbf{J} = n \times \mathbf{H} \) and \( \mathbf{M} = -n \times \mathbf{E} \) denote the equivalent electric and magnetic surface current densities on \( S \). For a given incident wave \(( \mathbf{E}^i, \mathbf{H}^i )\), the tangential field integral equations can be formulated as follows
\[
\begin{bmatrix}
-\gamma_t \mathbf{T} & \gamma_t \mathbf{K} + \frac{1}{2} n \times \mathbf{I} \\
-\gamma_t \mathbf{K} - \frac{1}{2} n \times \mathbf{I} & -\gamma_t \mathbf{T}
\end{bmatrix}
\begin{bmatrix}
\eta_0 \mathbf{J} \\
\eta_0 \mathbf{E}^i
\end{bmatrix}
= \begin{bmatrix}
\gamma_t \mathbf{E}^i \\
\gamma_t \mathbf{H}^i
\end{bmatrix} \tag{13}
\]
Here the operators \( \mathbf{T} \) and \( \mathbf{K} \) are defined as
\[
\mathbf{T}(\mathbf{X})(\mathbf{r}) = -jk_0 \int_{p.v.} \left[ 1 + \frac{1}{k_0^2} \nabla \nabla \right] \mathbf{X}(\mathbf{r}')G(\mathbf{r}, \mathbf{r}')dS' \tag{14}
\]
\[ \mathbf{K}(X)(r) = -\int_{p.v.} X(r') \times \nabla G(r, r') \, dS' \]  

(15)

where \( k_0 = \omega \sqrt{\mu_0 \varepsilon_0} \), \( G(r, r') = e^{-j k_0 |r-r'|} / 4\pi |r-r'| \) is the Green's function of free space, and \( p.v. \) stands for the principal value integral.

Since the tangential field integral equations are formulated in terms of the equivalent surface electric and magnetic currents, we rewrite the GSH in terms of these currents as

\[ a_t \cdot n \times M = 0 \]

(16)

\[ b_t \cdot n \times J = 0. \]

(17)

These are scalar equations and thus can be not be directly combined with the SIEs. To allow this, we multiply (16) with \( b_t \) and \( n \times b_t \), as

\[ a_t (a_t \cdot n \times M) = 0, \quad (n \times a_t) (a_t \cdot n \times M) = 0 \]

(18)

\[ b_t (b_t \cdot n \times J) = 0, \quad (n \times b_t) (b_t \cdot n \times J) = 0. \]

(19)

In this way, the GSH boundary conditions are expressed in vector form and can be combined with the SIEs. Let \( n \times a_t = c_t, \ n \times b_t = d_t \). Then (18) and (19) can be written as

\[ (n \times c_t) c_t \cdot M = 0, \quad c_t c_t \cdot M = 0, \]

\[ (n \times d_t) d_t \cdot n \eta_0 J = 0, \quad d_t d_t \cdot n \eta_0 J = 0. \]

(20)

Combining Eq. (20) with (13), the final SIE formulation for the scattering of GSH boundary is written as

\[
\begin{bmatrix}
-\gamma_t \mathbf{T} + d_t d_t \cdot \gamma_t \mathbf{K} + \frac{1}{2} n \times \mathbf{I} - (n \times c_t) c_t \\
-\gamma_t \mathbf{K} - \frac{1}{2} n \times \mathbf{I} + (n \times d_t) d_t \\
\gamma_0 J \\
M
\end{bmatrix} =
\begin{bmatrix}
\gamma_t \mathbf{E}^t \\
\gamma_0 \gamma_t \mathbf{H}^t
\end{bmatrix}.
\]

(21)

**B. Numerical Strategy**

Next, Eq. (21) is discretized with the method of moments (MoM). Expanding the unknown surface current densities \( J \) and \( M \) with the RWG basis functions and employing the Galerkin testing method, the integral equations are converted into the following matrix equation

\[
\begin{bmatrix}
-\mathbf{T} + \mathbf{G} d_t d_t \\
-\mathbf{K} + \frac{1}{2} \mathbf{R}^t - \mathbf{R} c_t c_t \\
\end{bmatrix}
\begin{bmatrix}
\mathbf{x}^t \\
\mathbf{x}^M
\end{bmatrix} =
\begin{bmatrix}
\mathbf{b}^E \\
\mathbf{b}^H
\end{bmatrix}
\]

(22)

with elements

\[
T_{ij} = \int_S \mathbf{g}_i \cdot \mathbf{T} \{ \mathbf{g}_j \} dS, \quad K_{ij} = \int_S \mathbf{g}_i \cdot \mathbf{K} \{ \mathbf{g}_j \} dS
\]

\[
R^{\pi}_{ij} = \int_S (\mathbf{g}_i \times \bar{\mathbf{n}}) \cdot \bar{\mathbf{A}} \cdot \mathbf{g}_j dS, \quad G^{\pi}_{ij} = \int_S \mathbf{g}_i \cdot \bar{\mathbf{A}} \cdot \mathbf{g}_j dS
\]

(23)

and excitation vectors

\[ b_t^E = \int_S \mathbf{g}_i \cdot \mathbf{E}^t dS, \quad b_t^H = \eta_0 \int_S \mathbf{g}_i \cdot \mathbf{H}^t dS. \]

(24)

Here \( g_i \) denotes an RWG function associated with an edge of the mesh. Vectors \( \mathbf{x}^t \) and \( \mathbf{x}^M \) include the coefficients of the RWG basis function approximations of \( \eta_0 J \) and \( M \), respectively.

In order to allow efficient solutions for large problems, the Multilevel Fast Multipole Algorithm (MLFMA) [26] is employed to speed up the computation of the matrix-vector multiplication. When MLFMA is employed, the matrix is partitioned into near-field and far-field interactions. The terms of the boundary conditions affect only the near-field interactions, while the far-field interactions only relate to \( \gamma_t \mathbf{T} \) and \( \gamma_0 \mathbf{K} \) operators. Thus the standard MLFMA can be used. This property is one of the main benefits of our formulation.

The near-field matrix of MLFMA is used as a preconditioner to further improve the iteration speed [27]. Writing the matrix equation (22) into a compact form as \( \mathbf{M} x = \mathbf{b} \), the preconditioned matrix equation can be expressed as

\[ (\mathbf{M}^{NF})^{-1} \mathbf{M} x = (\mathbf{M}^{NF})^{-1} b \]

(25)

where \( \mathbf{M}^{NF} \) is the near-field part of \( \mathbf{M} \).

**IV. Numerical Results**

This section investigates numerical solutions obtained by the proposed SIE method. In our calculations, the MLFMA with the preconditioner and the generalized minimal residual (GMRES) iterative solver is used unless otherwise noted. The dimension of the Krylov subspace is 100 and the residual error is 10\(^{-3}\) except for the results in Fig. 4, where value 10\(^{-5}\) is used.

**A. Surface Current Distribution**

First, we calculate scattering by a cube with the GSH boundary condition and study current distributions. The cube has an edge length of 2m, which is two wavelengths at the operating frequency 300 MHz. Fig. 1(a) shows the direction of \( \mathbf{a}_t \), and the angle between vectors \( \mathbf{a}_t \) and \( \mathbf{b}_t \) is denoted by \( \gamma \), as shown in Fig. 1(b). The electric field of the incident plane wave is \( x \)-polarized and propagating along the \( -z \) direction. Meshing the cube with a mesh size of 1/10 wavelengths gives 8196 edges. The proposed SIE method provides converged solutions within 10 and 15 iteration steps for \( \gamma = 0^\circ \) and \( \gamma = 30^\circ \), respectively. The surface current distribution of the cube for \( \gamma = 0^\circ \) and \( \gamma = 30^\circ \) are shown in Fig. 2. When \( \gamma = 0^\circ \), the upper surface behaves as PEC since the incident electric field is parallel to \( \mathbf{a}_t \) and \( \mathbf{b}_t \). Thus the magnetic currents vanish on the upper surface. Since \( \mathbf{J} \) is parallel with \( \mathbf{b}_t \) and \( \mathbf{M} \) is parallel with \( \mathbf{a}_t \), the currents satisfy the GSH condition.

Fig. 1. A cube with GSH surface. (a) The direction of \( \mathbf{a}_t \) on the surface of the cube. (b) The direction of \( \mathbf{a}_t \) and \( \mathbf{b}_t \) on each face of the cube.
B. Non-reciprocity of GSH

We next verify the non-reciprocal character of the GSH boundary. We calculate scattering by the cube shown in Fig. 1. When \( a_t \) and \( b_t \) are parallel, the boundary is reciprocal and it corresponds to the SH boundary. Otherwise, the boundary is the GSH boundary and is non-reciprocal. We calculate the bistatic radar cross-section (RCS) of the cube with a 300 MHz plane wave incident from \( \theta = 45^\circ \) and \( \phi = 45^\circ \). Both \( \theta \)- and \( \phi \)-polarization of the incident electric fields are considered. The bistatic RCS for \( \gamma = 0^\circ \) and \( \gamma = 30^\circ \) in the \( x-y \) plane are plotted with solid lines in Fig. 3(a) and (b), respectively. In Fig. 3, \( \phi = 0^\circ \) and \( \phi = 90^\circ \) correspond to the \( x \) and \( y \) direction, respectively.

Then we interchange the incident and observation direction, i.e., the incident angles lie in the \( x-y \) plane and the observation angle is \( \theta = 45^\circ \) and \( \phi = 45^\circ \). The bistatic RCS are calculated and drawn with dashed lines in Fig. 3. It can be observed that when \( \gamma = 0^\circ \), the interchange of the incident and observation direction give identical results. This verifies that the system is reciprocal for the SH boundary. The results for \( \gamma = 30^\circ \) are different when the incident and observation directions are interchanged, which shows the non-reciprocity of GSH boundary with non-parallel \( a_t \) and \( b_t \).

C. Further Analysis of the Numerical Performance

In our calculations, the proposed SIE method is found to have a slow iteration convergence speed when the angle between \( a_t \) and \( b_t \) is large. As an example, the number of iterations for a cube of an edge length 1 m at a frequency of 300 MHz is plotted in Fig. 4. The results are obtained using MoM with a GMRES iterative solver and without any preconditioner. On the surface of the cube, the vectors \( a_t \) and \( b_t \) are defined as shown in Fig. 1. The surface mesh of the cube contains 2016 edges with the mesh size of 1/10 wavelengths. The electric field of the incident plane wave is \( x \)-polarized and propagating along the \( -z \) direction. The condition number of the matrix \( M \) is also calculated. As can be seen from Fig. 4, both the number of iterations and condition number of the matrix increase dramatically as \( \gamma \) is increased.

To find reasons for these observations, let us analyze the reflection dyadics (10)–(11). In these dyadics, \( \Delta \) can be rewritten as

\[
\Delta = - (u \times a_t) \cdot (u \times b_t) = \frac{k_0^2}{k^2} a_t \cdot u_t b_t \cdot u_t - a_t \cdot b_t \quad (26)
\]

where \( k_0 \) is the free space wavenumber, the unit vector \( u_t \) denotes the direction of the tangential component of \( u \) and satisfies \( u = \frac{k_0}{k} u_t \pm \frac{k_0}{k} n \). When \( \Delta = 0 \), the magnitude of the reflection dyadics of the GSH boundary becomes infinite. This is the situation of a matched wave [1], [7], where the reflected wave by itself already satisfies the boundary condition. The condition of the matched wave can be obtained from (26) as

\[
k_t^2 = k_0^2 \frac{a_t \cdot b_t}{a_t \cdot u_t b_t \cdot u_t} \quad (27)
\]
Assuming $\mathbf{a}_i = x \cos(\gamma/2) - y \sin(\gamma/2)$, $\mathbf{b}_i = x \cos(\gamma/2) + y \sin(\gamma/2)$ and $\mathbf{u}_i = x \cos \phi + y \sin \phi$, the dispersion equation (27) can be expressed as

$$\frac{k_i^2}{k_0^2} = \frac{\cos \gamma}{\cos(\gamma/2 - \phi) \cos(\gamma/2 + \phi)}$$

In Fig. 5 we plot $k_i^2/k_0^2$ given by (28) as a function of $\phi$ for different values of $\gamma$. We observe that when $\gamma = 0^\circ$, $k_i^2/k_0^2$ is larger than one, excluding the case when $\mathbf{u}_i$ is parallel with both $\mathbf{a}_i$ and $\mathbf{b}_i$, i.e., as $\phi = 0$ (see Fig. 5(b)). For values larger than one, a real matched wave can never emerge. As $\gamma$ increases from $0^\circ$ to $90^\circ$, the range of $\phi$ corresponding to $k_i^2 \leq k_0^2$ increases, i.e., the matched wave is more likely to appear. The singularity of the matched wave (in which case the value of reflection coefficient explodes) is most probably one reason for the numerical problem indicated in Fig. 4.

Another aspect is the absorption behavior. For that we calculate the scattering efficiency $Q_{sca}$, absorption efficiency $Q_{abs}$, and the extinction efficiency $Q_{ext}$ [28] of the cube at a frequency of 300 MHz. The electric field of the incident plane wave is $x$-polarized and propagating along the $-z$ direction. The results are calculated using MoM with a direct solver. As shown in Fig. 6, the scattering efficiency obtains very high values as $\gamma$ approaches $90^\circ$. Within that region, $Q_{sca}$ is very sensitive on $\gamma$, i.e., small changes on $\gamma$ can lead to high changes on $Q_{sca}$. In this kind of situation, numerical methods usually lose their accuracy and efficiency, as was demonstrated in [28] in the case of impedance boundary. Also the computed $Q_{ext}$ shows very high error within the same region.

The absorption efficiency, defined as $Q_{abs} = Q_{ext} - Q_{sca}$, is negative, which means that the surface is active. The high value of $|Q_{abs}|$ indicates the system is unstable in this region.

**D. Comparison with PO Method**

As last examples, we simulate three electrically large targets with the proposed SIE method. The results are verified with the Physical Optics (PO) method. The TE/TM decomposition is used to analyze and further verify the accuracy of our results.

1) **SH Trihedral Corner Reflector**: First, we consider trihedral corner reflectors TCR1 and TCR2 with the SH surface. The trihedral corner reflectors are constructed using three isosceles right triangles with a cathetus length of $1.8 \text{ m}$ and a thickness of $30 \text{ mm}$. The directions of corrugations on the surfaces of TCR1 and TCR2 are shown in Fig. 7. The monostatic RCS of the reflectors are calculated at a frequency of $1 \text{ GHz}$. The mesh size is $0.1 \text{ wavelengths}$ and the number of edges is $39417$. The incident field is right-handedly circularly polarized with the incident polar angle $\theta = 54.74^\circ$ and the azimuth angle $\phi$ is varied from $0^\circ$ to $90^\circ$. The results are normalized with respect to the PEC trihedral corner so that the $0 \text{ dB}$ corresponds to the maximum RCS value of the PEC reflector, as shown in Fig. 8. Since the SH surface retains the handedness of the field, the cross-polarized response of TCR1 and TCR2 are both zero. For TCR1, the $x$-polarized response has the minimum value when $\phi = 45^\circ$, which is the same with the results in [22]. Compared with TCR1, TCR2 has a very different co-polarized RCS, which shows that the direction of the corrugation will highly affect the backscattering response.

![Fig. 6. $Q_{sca}$, $-Q_{abs}$ and $Q_{ext}$ of a cube with an edge length of 1 m at a frequency of 300 MHz.](image)

![Fig. 7. TCR1 and TCR2, trihedral corner reflectors with SH surfaces. The corrugation on the surfaces is parallel with the principal axes.](image)

![Fig. 8. The normalized monostatic RCS of TCR1 and TCR2.](image)
plane. In addition, if the incident direction of the plane wave is parallel with the $y$-$z$ plane, the ends of the cylinder will behave as a PEC surface.

![Fig. 9. Monostatic RCS for an SH cylinder with a radius of 1.5 m and a height of 3 m at a frequency of 600 MHz.](image)

(a) The incident and observation angles lie in the $x$-$z$ plane. (b) The incident and observation angles lie in the $y$-$z$ plane.

We calculate the monostatic RCS of the cylinder in both $x$-$z$ plane and $y$-$z$ plane. The cylinder is meshed with a mesh size of $1/10$ wavelengths and the number of edges is 61002. The incident direction is varied from $\theta = 0^\circ$ ($-z$ direction) to $\theta = 180^\circ$ ($z$ direction) with a step of 1°. The average number of iterations of the GMRES solver is 52. The results are plotted in Fig. 9 and compared with the results of the PO method [24], [25]. Though the PO method does not consider the edge diffractions, the results in the $x$-$z$ plane obtained by the proposed SIE method and the PO method are in good agreement. Clearly, the disagreement between the results increases for the oblique incidence in the $y$-$z$ plane. In this case, the side and the ends of the cylinder behave as different kind of surfaces and the boundary condition is discontinuous at the edges. The lack of edge diffraction makes the accuracy of the PO worse for grazing incidence.

To further verify our results in the $y$-$z$ plane, the cylinder is simulated with the self-dual integral equation (SDIE) method [29] with isotropic IBC. In the SDIE method, the normalized surface impedance on the ends of the cylinder is set as $10^{-5}$ (imitating PEC) and that on the side surface is set as $10^5$ (imitating PMC) [30]. As can be observed from Fig. 9 (b), the agreement between the results of the SDIE method and the method proposed in this paper is good.

3) GSH Plate: We consider next a large square plate with an edge length of 10 m and thickness of 0.02 m, as shown in Fig. 10 (a). The surface of the plate is equipped with the GSH boundary. The directions of $a_i$ and $b_i$ on the top and bottom surfaces are the same as in Fig. 1 (b). On the side surfaces vectors $a_i$ and $b_i$ are parallel to the $z$ axis. The plate is illuminated by a plane wave at a frequency of 300 MHz propagating along the $-z$ direction. The polarization of the incident electric field is shown in Fig. 10 (b). The mesh size is $1/10$ wavelengths and the number of edges is 70332. We calculate the monostatic RCS of the plate under different polarization of the incident plane wave. The angle $\phi$ increases from $0^\circ$ to $360^\circ$ with a step of 1°. The average number of iterations for $\gamma = 0^\circ$, $\gamma = 20^\circ$ and $\gamma = 30^\circ$ are 62, 67 and 54, respectively. The co- and the cross-polarized monostatic RCS of the plate obtained by the SIE method are compared with the results of the PO [24], [25] in Fig. 11. It can be observed that our SIE results agree well with the results of the PO, which is well suited for scattering from this kind of large planar structures.

![Fig. 10. A GSH square plate with an edge length of 10 m and thickness of 0.02 m illuminated by a normally incident plane wave.](image)

(a) The location of the square plate in the rectangular coordinate system. (b) The polarization of the incident plane wave.

![Fig. 11. Monostatic RCS of the plate in Fig. 10 at a frequency of 300 MHz.](image)

(a) Co-polarized RCS. (b) Cross-polarized RCS.

Let us next analyze the numerical results using the TE/TM decomposition of the incident plane wave on the GSH surface. Let the unit vectors $e$ and $h$ denote the direction of $E^i$ and $H^i$. Then $a_i$ and $b_i$ on the upper and lower surfaces of the plate can be written as

$$a_i = e \cos \phi + h \sin \phi$$

$$b_i = e \cos(\phi - \gamma) + h \sin(\phi - \gamma).$$

According to Eqs. (7) and (8), the incident plane wave can be decomposed as follows

$$E_\alpha = \frac{\eta_0 H^i \cdot h}{\Delta} \sin(\phi - \gamma) (-e \sin \phi + h \cos \phi)$$

$$\eta_0 H_\alpha = \frac{\eta_0 H^i \cdot h}{\Delta} \sin(\phi - \gamma) (-e \cos \phi - h \sin \phi).$$
shown in Fig. 12(b).

The direction of the incident plane wave is \( \mathbf{E} \cdot \mathbf{e} = \eta_0 \mathbf{H} \cdot \mathbf{h} \). For a TE\(_a\) wave, the GSH surface behaves as a PEC, for which the reflection dyadic of the electric field is \( \mathbf{C} \) (given by Eq. (12)). For a TM\(_b\) wave, the GSH surface behaves as a PMC, for which the reflection dyadic of the electric field is \( \mathbf{C} \). Thus, the reflection from the GSH surface is

\[
\eta_0 \mathbf{H}_b = \left[ \frac{\mathbf{E}_b}{\Delta} \right] \cdot \mathbf{e} \quad \text{with} \quad \Delta = -\cos \gamma.
\]

The amplitude of the incident field satisfies \( \mathbf{E} \cdot \mathbf{e} = \eta_0 \mathbf{H} \cdot \mathbf{h} \). For a TE\(_a\) wave, the GSH surface behaves as a PMC, for which the reflection dyadic of the electric field is \( \mathbf{C} \). The direction of the incident plane wave is \( \mathbf{E} \cdot \mathbf{e} = \eta_0 \mathbf{H} \cdot \mathbf{h} \). For a TE\(_a\) wave, the GSH surface behaves as a PEC, for which the reflection dyadic of the electric field is \( \mathbf{C} \). Thus, the reflection from the GSH surface is

\[
\eta_0 \mathbf{H}_b = \left[ \frac{\mathbf{E}_b}{\Delta} \right] \cdot \mathbf{e} \quad \text{with} \quad \Delta = -\cos \gamma.
\]

With \( \Delta = -\cos \gamma \). The amplitude of the incident field satisfies \( \mathbf{E} \cdot \mathbf{e} = \eta_0 \mathbf{H} \cdot \mathbf{h} \). For a TE\(_a\) wave, the GSH surface behaves as a PEC, for which the reflection dyadic of the electric field is \( \mathbf{C} \). The direction of the incident plane wave is \( \mathbf{E} \cdot \mathbf{e} = \eta_0 \mathbf{H} \cdot \mathbf{h} \). For a TE\(_a\) wave, the GSH surface behaves as a PEC, for which the reflection dyadic of the electric field is \( \mathbf{C} \). Thus, the reflection from the GSH surface is

\[
\eta_0 \mathbf{H}_b = \left[ \frac{\mathbf{E}_b}{\Delta} \right] \cdot \mathbf{e} \quad \text{with} \quad \Delta = -\cos \gamma.
\]

From Eq. (32) we can conclude that the co-polarized reflection has \( \cos(2\phi - \gamma) \) dependence on \( \phi \) and the cross-polarized one has \( \sin(\phi - \gamma) \cos \phi \) dependence, which are consistent with our results.

4) GSH Cube: As a last example, we calculate scattering from a cube with an edge length of 6 m illuminated by a plane wave. The angular resolution of the GSH surface is \( \theta \)-polarized, as shown in Fig. 12(a). The operating frequency is 300 MHz. On the two surfaces parallel with the incident plane (\( x-z \) plane), \( \mathbf{a}_t \) and \( \mathbf{b}_t \) are parallel to the \( z \)-axis. The direction of \( \mathbf{a}_t \) and \( \mathbf{b}_t \) on the other four surfaces are shown in Fig. 12(b).

\[
\mathbf{E}_b = \left[ \frac{\mathbf{E}_b}{\Delta} \right] \cdot \mathbf{e} \quad \text{cos} \phi \quad \left[ \mathbf{e} \cos(\phi - \gamma) - \mathbf{h} \sin(\phi - \gamma) \right]
\]

\[
\eta_0 \mathbf{H}_b = \left[ \frac{\mathbf{E}_b}{\Delta} \right] \cdot \mathbf{e} \quad \text{sin} \phi \quad \left[ \mathbf{e} \sin(\phi - \gamma) - \mathbf{h} \cos(\phi - \gamma) \right]
\]

Thus, the reflection of the electric field on the upper and lower surfaces of the cube is

\[
\mathbf{E}' = \mathbf{C} \cdot \mathbf{E}_a - \mathbf{C} \cdot \mathbf{E}_b = \left( \mathbf{E}_i \cdot \mathbf{e} \right) \left( -\mathbf{e} + 2 \tan \gamma \cos \theta \mathbf{h} \right). \quad (36)
\]

Analogously, the reflection of the electric field on the surfaces parallel to the \( x-z \) plane can be expressed as

\[
\mathbf{E}' = \mathbf{C} \cdot \mathbf{E}_a - \mathbf{C} \cdot \mathbf{E}_b = \left( \mathbf{E}_i \cdot \mathbf{e} \right) \left( -\mathbf{e} + 2 \tan \gamma \cos \theta \mathbf{h} \right). \quad (37)
\]

From Eqs. (36) and (37) we can conclude that the cross-polarization response will increase as \( \gamma \) increases. When \( \gamma \) increases from \( \gamma_1 \) to \( \gamma_2 \), the magnitude of the cross-polarized scattered field will increase by a factor of \( \tan \gamma_2 / \tan \gamma_1 \). The co-polarization response is independent on the variation of \( \gamma \).
V. CONCLUSION

In this paper we develop a surface integral equation (SIE) method for electromagnetic scattering by arbitrarily shaped 3D objects with generalized soft-and-hard (GSH) boundary conditions. We investigate properties of GSH boundaries, such as non-reciprocity, with both analytical and numerical experiments. In the numerical solution, the GSH conditions are expressed in a vector form. This allows us to combine these conditions with the field integral equations and discretization with standard MoM using triangular elements and RWG functions, as well as straightforward application of MLFMA. Numerical experiments show that the developed SIE method performs well as the angle between the directions of the tangential electric and magnetic fields, specified by the MLFMA. Numerical experiments show that the developed SIE method performs well as the angle between the directions of the tangential electric and magnetic fields, specified by the GSH condition, is small enough. As this angle is increased, particularly when it is close to 90°, the convergence speed of the iterative solution of the matrix equation and accuracy of the solution are found to be dramatically reduced. Our analysis indicates that possible reasons for these problems are the appearance of matched waves and the active character of the surface.
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