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A B S T R A C T

Electroencephalography (EEG) and magnetoencephalography (MEG) often suffer from noise- and artifact-
contaminated channels and trials. Conventionally, EEG and MEG data are inspected visually and cleaned
accordingly, e.g., by identifying and rejecting the so-called ”bad” channels. This approach has several short-
comings: data inspection is laborious, the rejection criteria are subjective, and the process does not fully utilize all
the information in the collected data.

Here, we present noise-cleaning methods based on modeling the multi-sensor and multi-trial data. These ap-
proaches offer objective, automatic, and robust removal of noise and disturbances by taking into account the
sensor- or trial-specific signal-to-noise ratios.

We introduce a method called the source-estimate-utilizing noise-discarding algorithm (the SOUND algorithm).
SOUND employs anatomical information of the head to cross-validate the data between the sensors. As a result,
we are able to identify and suppress noise and artifacts in EEG and MEG. Furthermore, we discuss the theoretical
background of SOUND and show that it is a special case of the well-known Wiener estimators. We explain how a
completely data-driven Wiener estimator (DDWiener) can be used when no anatomical information is available.
DDWiener is easily applicable to any linear multivariate problem; as a demonstrative example, we show how
DDWiener can be utilized when estimating event-related EEG/MEG responses.

We validated the performance of SOUND with simulations and by applying SOUND to multiple EEG and MEG
datasets. SOUND considerably improved the data quality, exceeding the performance of the widely used channel-
rejection and interpolation scheme. SOUND also helped in localizing the underlying neural activity by preventing
noise from contaminating the source estimates. SOUND can be used to detect and reject noise in functional brain
data, enabling improved identification of active brain areas.

Introduction

Electroencephalography (EEG) and magnetoencephalography (MEG)
are non-invasive functional imaging methods that are able to record post-
synaptic neural activity with excellent temporal resolution. Because MEG
and EEG sensors are very sensitive, they are highly susceptible to noise
contamination (Ferree et al., 2001; Vrba and Robinson, 2001), which
may lead to erroneous interpretations of the cortical activity. We present
an effective way to clean noisy EEG/MEG signals by optimally utilizing
the multi-sensor data with the help of Wiener estimation. The suggested
technique makes use of the bioelectromagnetic model of the head to
distinguish noise from neural signals.

Common approaches to deal with noisy data are frequency-domain
filtering and the visual identification and rejection of poor-quality sen-
sors or data segments (e.g., Styliadis et al., 2014; Van der Meer et al.,
2013; Tewarie et al., 2014; Dominguez et al., 2014). However, the fre-
quency range of the noise may not have well-specified limits, or the noise
spectra and the neural spectra of interest may overlap (Herrmann and
Demiralp, 2005; Jensen and Colgin, 2007; Monto et al., 2008). Second,
visual inspection of the data is laborious, and making rejection decisions
is highly subjective. Finally, rejecting sensors always reduces the data
dimensionality (amount of information), which cannot be regained even
if interpolation is used to reconstruct the data.

We present an objective and robust methodology to quantify noise

* Corresponding author. Aalto University School of Science, Department of Neuroscience and Biomedical Engineering, Espoo, P.O. Box 12200, FI-00076, AALTO, Finland.
E-mail address: tuomas.mutanen@aalto.fi (T.P. Mutanen).

1 These authors have contributed equally to this work.

Contents lists available at ScienceDirect

NeuroImage

journal homepage: www.elsevier .com/locate/neuroimage

https://doi.org/10.1016/j.neuroimage.2017.10.021
Received 6 June 2017; Accepted 10 October 2017
Available online 20 October 2017
1053-8119/© 2017 Elsevier Inc. All rights reserved.

NeuroImage 166 (2018) 135–151

mailto:tuomas.mutanen@aalto.fi
http://crossmark.crossref.org/dialog/?doi=10.1016/j.neuroimage.2017.10.021&domain=pdf
www.sciencedirect.com/science/journal/10538119
http://www.elsevier.com/locate/neuroimage
https://doi.org/10.1016/j.neuroimage.2017.10.021
https://doi.org/10.1016/j.neuroimage.2017.10.021
https://doi.org/10.1016/j.neuroimage.2017.10.021


levels in different parts of the data and to correct the measured signals in
a way that optimally utilizes the gathered multidimensional information.
We call this approach the source-estimate-utilizing noise-discarding algo-
rithm (the SOUND algorithm, hereafter referred to as SOUND). SOUND
detects noise automatically by assessing, with the help of a forward
model, howwell the signal in each channel can be predicted from the rest
of the signals. Each sensor is then corrected based on the signal-to-noise-
ratio (SNR) values of all the recording sensors.

We show that SOUND is a special case of a more general class of
Wiener estimators, whichminimize the mean-squared error in estimating
the noiseless signal. In addition to SOUND, an alternative Wiener-
estimation approach, which can be computed based only on the recor-
ded data samples, is discussed. In this paper, we refer to this general
technique as data-drivenWiener (DDWiener). By applying the DDWiener
approach to event-related responses, we illustrate how the noise in in-
dividual trials can be automatically detected and taken into account so
that the SNR of the estimated evoked response is maximized. The pre-
sented data-correction methods work automatically and without
completely rejecting any dimension in the data.

For MEG analysis, powerful noise-cleaning techniques that utilize
physical principles to separate noise from the multi-sensor signals, e.g.,
signal-space separation (SSS) (Taulu et al., 2004; Taulu and Kajola, 2005)
and the generalized side lobe canceller (Mosher et al., 2009), have been
taken into use. Another common approach in MEG is to measure the
environmental noise signals from an empty MEG room prior to subject
entering the recording space. The noisy signal-space directions can then
be rejected from the actual data, e.g., by using signal-space projection
(SSP) (Uusitalo and Ilmoniemi, 1997).

SSP can be used to clean certain EEG artifacts (M€aki and Ilmoniemi,
2011; Mutanen et al., 2016), but it is often difficult to determine the
poor-quality signal directions as the empty-room measurement is not
possible. In practice, the most common approach to tackle the sensor-
specific noise is to identify and reject the noisy channels and to inter-
polate the data in the rejected channels using, e.g., the spherical-spline
basis functions (Perrin et al., 1989) or source modeling (Mutanen
et al., 2016; Nieminen et al., 2016). One may also build a surrogate
model that describes the brain-derived and the artifactual EEG simulta-
neously to clean the data (Litvak et al., 2007; Berg and Scherg, 1994); for
this purpose, the artifact topographies need to be defined, e.g., with the
help of principal component analysis.

If the data contain artifacts that can be characterized by few topog-
raphies and the corresponding time-domain samples arise from non-
Gaussian distributions, independent components analysis (ICA) may
also be useful in cleaning the data (Vig�ario, 1997; Korhonen et al., 2011).
Artifactual ICA components are often identified and rejected manually
but also some automatic methods have been suggested, e.g., FASTER
(Nolan et al., 2010), which uses a set of predefined artifactual features to
categorize the obtained ICA components into brain and noise compo-
nents. However, it is not always true that the noise sources follow the
assumptions of ICA.

All the above-mentioned EEG-correction techniques require that the
contaminated data are confined to only a few channels or signal-space
directions, which are identifiable based on the amplitudes or the distri-
butions of the data samples. It should be noted that these techniques
decrease the dimensionality of the data and they may require a notable
amount of heuristic knowledge.

Possibly, the algorithm closest to SOUND is Sensor Noise Suppression
(SNS) (De Cheveign�e and Simon, 2008), which corresponds to DDWiener
in the sensor space. As SOUND, SNS detects noise in MEG and EEG
channels by comparing the signal in each sensor to the rest of the sensor
traces. In SNS, each sensor signal is replaced by that part of the original
signal belonging to the signal subspace spanned by the other sensor
signals. SNS works well with noise that is completely uncorrelated across
different sensors as well as uncorrelated with the brain signal, but it is

very sensitive to violations of these assumptions.
As EEG noise cannot be estimated from an empty-roommeasurement,

we here concentrate on studying the performance of SOUND and general
Wiener estimation with EEG. We illustrate through sample datasets how
SOUND improves EEG signal quality. With simulations, we demonstrate
that SOUND improves SNR, is robust against modeling errors, and can
improve source localization. We compare the performance of SOUND to
the most commonly applied method, the channel rejection and interpo-
lation, as well as to SNS. As a proof of concept, we show that SOUND can
also be used to clean evoked MEG data.

Methods

In this section, we explain the theoretical basis for the methods and
describe how we measured, simulated, and analyzed the data.

We use the following notation: an upper-case bold character denotes a
matrix, a lower-case bold character denotes a vector, and a non-bolded,
italic character refers to a scalar. An element in the ith row and jth col-
umn of matrix X is denoted by xi;j. We use the subscript notation x⋅;j to
indicate that we take the jth column vector of matrix X. To simplify the
notation, instead of xi;⋅, we use xi to indicate the ith row vector of ma-
trix X.

The subscript ≠i means inclusion of all the rows or columns of a
matrix/vector except the ith one. Hence, x≠i;j is the jth column vector of
matrix X from which the element xi;j has been excluded, X≠i refers to a
submatrix of X, where the ith row has been excluded, and X≠i;≠j refers to a
submatrix of X, where the ith row and the jth column have
been excluded.

The SOUND algorithm

Here, we introduce the SOUND algorithm, which makes use of the
multidimensional nature of the data; we estimate the reliability of each
sensor, given measurements in all the other sensors, and clean the
measured data accordingly.

Both EEG and MEG quantify brain activity by measuring electro-
magnetic fields created by post-synaptic currents, which form the source
currents of the signal. The signals measured by S sensors at T time in-
stants (samples) can be written as

Y ¼ Yþ N ¼ LJþ N ; (1)

where Y and Y are S� T matrices containing the noisy and the noise-free
signals, respectively, and N is an S� T noise matrix. Y can be expressed
as a matrix product between the S� J lead-field matrix L and the J � T
source-current matrix J, J being the number of all the sources. The
element ls;j in L describes the sensitivity of sensor s to source j, while jj,
the jth row of J, contains the waveform of source j.

Our goal is to estimate Y from Y. To achieve this, we first attempt to
construct the minimally noisy source estimates, bJ, and then use bJ in
reconstructing the cleaned versions of the sensor signals, bY. Note that J
may also include uninteresting brain activity, which generates so-called
neural-noise signals. However, our goal here is not to separate the
neural-noise component from the data. We wish to minimize the amount
of noise and artifacts (of extracranial origin), N, leaking into the source
estimate bJ.

If we knew how the noise is distributed in the sensor space, i.e., the
noise covariance matrix Σ, we should emphasize the most reliable signal
directions in the estimation of source currents J. We achieve this by
multiplying Eq. (1) from left with Σ�1=2, which corresponds to whitening
the data with respect to the noise:�
Σ�1=2

�
Y ¼ �

Σ�1=2
�
LJþ �

Σ�1=2
�
N ¼ ~Y ¼ ~LJþ ~N ; (2)
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where ~Y, ~L, and ~N are the whitened versions of the signal, lead-field, and
noise matrix, respectively. From Eq. (2), J can be estimated as the
Tikhonov-regularized minimum-norm estimate (MNE)2:

bJ ¼ ~L
T�~L~LT þ λI

��1~Y: (3)

The regularization parameter λ can be selected, e.g.,

λ ¼ λ0
trace

�
~L~L

T�
S

; (4)

where S is the number of sensors and λ0 is a tuning scalar that can be
heuristically chosen, e.g., based on the SNR, λ0 ¼ 1=SNR (Lin
et al., 2006).

To use Eq. (3), we obviously need to know Σ. If we assume that the
noise is uncorrelated across the sensors, the noise covariance matrix
becomes diagonal, Σ ¼ diagðσ21;…; σ2SÞ, and it is sufficient to estimate
the noise level σs in each sensor s. The diagonality assumption simplifies
the interpretation of Eqs. (2) and (3); when estimating J, we give more
weight to those sensors that have better SNR.

If we knew ys;t , the noiseless measurement in sensor s at time t, then
the noise level in s could be computed simply as

σs ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPT

t¼1

�
ys;t � ys;t

�2
T

s
: (5)

Provided that we are able to estimate the source currents reliably, we
can estimate the noise-free sensor signal ys;t by

bys;t ¼ lsbj⋅;t: (6)

Substituting bys;t to Eq. (5) results in the noise estimate bσ s.
Next, we discuss how Eqs. (2)–(6) can be used to cross-validate the

signals measured by different sensors. Let us evaluate the noise level of
sensor s0 using Eq. (5). We look for the most likely value for ys0 ;t , given the

measurements of all the other sensors y≠s0 ;t . Thus, we first find bj⋅;t by
substituting ~Y ¼ ~Y≠s0 and ~L ¼ ~L≠s0 into Eq. (3). We can then estimate the
noiseless signal in s0 by using Eq. (6) and, subsequently, the noise level in
the same sensor by using Eq. (5).

We may next continue evaluating the noise level in any other sensor
s00 in an identical way. As we now have quantified the noise level in
sensor s0, we can take this into account by updating bΣ and whitening the

original data again to improve bj⋅;t (Eq. (2) and (3)). From the improved

version of bj⋅;t , we now estimate the noise in sensor s00.
The obvious problem is that in order to estimate the noise in sensor s0,

we need to know the noise levels in all the other sensors. We solve this
issue by evaluating each sensor several times in an iterative fashion, al-
ways updating bΣ based on the latest noise estimates. Step by step, the
noise covariance matrix estimates, and thus, the sensor-signal estimates
become more accurate. In the next section, we show a suitable initial
guess for bΣ that can be used to launch the iteration.

To ensure that the suggested cross-validation scheme works properly,
EEG data should be referenced to a good-quality channel prior to the
iteration. Otherwise, the noise of the chosen reference channel leaks to
all the channels, violating the assumption of non-correlated noise. We
present an automatic way to choose a suitable reference channel in the
next section.

All in all, the noise levels can now be determined by using the
following iterative scheme (See also Fig. 1 for a visual illustration of
the iteration):

1. Re-reference the data to a selected good-quality sensor. Make an
initial guess for bΣ in the chosen reference system.

2. Iterate the estimations of the values bσ s; s 2 1;2;…; S, using Eqs. (2),
(3), (5), and (6); at each step a new value for bσ s is obtained according
to

bσ s ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXT

t¼1

�
ys;t � lsbj⋅;t�2
T

s
; where

bj ⋅;t ¼ ~L
T
≠s

�
~L≠s~L

T
≠s þ λI

��1
~y≠s;t :

Update bΣ ¼ diagðbσ2
1 ;…; bσ2

SÞ after each iteration and re-whiten the
original data.

3. Repeat step 2 until bΣ has converged.

To monitor the convergence of bΣ, we can compute the relative
changes in the sensor-specific noise levels between two consecutive full
iteration rounds. When the relative change in all the channels is less than
a desired threshold, e.g., 1%, the iteration can be terminated.

We can take the final estimate for the noise covariance matrix and use
it to whiten the original data (as in Eq. (2)). As the final step, we use the
noise-suppressed source estimates to construct the cleaned versions of
the sensor-space signals (Eq. (6)). Thus, the final cleaned version of the
data can be written as

bY ¼ L
�bΣ�1=2

L
�T�bΣ�1=2

LLTbΣ�1=2 þ λI
��1bΣ�1=2

Y;

λ ¼ λ0trace
�bΣ�1=2

LLTbΣ�1=2��
S:

(7)

Relation between SOUND and Wiener estimation

In the previous section, we showed how SOUND can be used to es-
timate noise levels in EEG/MEG channels and to suppress the noise
accordingly. SOUND is closely related to Wiener estimation (or Wiener
filtering). In this framework, the Wiener filter estimates a single-sensor
signal as a linear combination of all the recorded EEG/MEG traces to
minimize the mean-squared error (MSE). Assuming in Eq. (1) that the
noise has a diagonal covariance matrix and that the sources are inde-
pendent and identically distributed (i.i.d.), SOUND can be shown to
correspond to the Wiener estimator for the noiseless signals, thus
providing an optimal solution in the MSE sense (see Appendix A
for details).

The Wiener estimator can also be computed based on the measured
data samples only, when no information on the underlying head model
(lead fields) is available. For this alternative implementation, the noise is
again assumed uncorrelated across the sensors, and the sample Wiener

estimate, bysample
s , becomes (See Appendix A for the derivation)

bysample
s ¼ ysðY≠sÞT

�
Y≠sðY≠sÞT

��1
Y≠s: (8)

To make Eq. (8) more stable, Tikhonov regularization is often used
according to (Foster, 1961) as

bysample
s ðγÞ ¼ ysðY≠sÞT

�
Y≠sðY≠sÞT þ γI

��1
Y≠s ; (9)

where γ needs to be tuned to a sufficient level to guarantee that the
matrix is invertible. In particular, γ should be appropriately adjusted
when the number of channels approaches or even exceeds the number of
samples. Otherwise, the rest of the sensor signals might also explain the
noise in sensor s. The signals over all the sensors can be corrected by
applying Eq. (9) once to each sensor s separately. We here refer to this
approach, in general, as the data-driven Wiener estimation
method (DDWiener).

In the previous section, we saw that an initial guess for the noise
covariance matrix is needed to start SOUND. A natural way is to use

2 When the noise covariance is not known, the MNE operator in Eq. (3) is often used
without pre-whitening.
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DDWiener to first estimate the noise covariance matrix (Eqs. (9) and (5)).
With EEG data, the optimal reference channel with least noise can also be
found with DDWiener.

Both Wiener estimators, SOUND and DDWiener, clean signals utiliz-
ing the multi-sensor information and assuming diagonal noise structure.
The difference between these methods is that SOUND takes additional
advantage of the information in the lead-field matrix. Thus, SOUND can
be expected to be more robust against noise whose covariance matrix is
not perfectly diagonal.

When estimating the noiseless sensor signal with the aid of the other
channels, DDWiener corresponds to SNS (De Cheveign�e and Simon,
2008) up to the regularization term (Eq. (8) vs. (9), See Appendix A for
details). However, as seen in the next section, DDWiener is a general
Wiener method that can be applied to multiple problems.

Using Wiener estimation to detect and remove trial-level noise

The strength of DDWiener (Eq. (9)) is that it can be applied to any
multivariate data with a sufficient number of samples. For instance,
identifying and rejecting contaminated EEG and MEG trials is still mostly
based on visual inspection, although some automatic methods exist (e.g.,
Jas et al., 2017). Next, to showcase how powerful and flexible Wiener
filtering can be in EEG and MEG data analysis, we illustrate how
DDWiener can be used to detect noisy EEG or MEG trials. Consequently,
the averaged event-related responses can be computed so that the noise
contamination is minimized.

We consider event-related data consisting of R trials measured by
sensor s. The samples are collected into an R� T data matrix YðsÞ, where
each row corresponds to the signal in sensor s in one trial. Again, we aim

at reconstructing the noiseless signal YðsÞ ¼ YðsÞ �NðsÞ, where NðsÞ is the
R� T noise matrix. Making the assumption that the noise is uncorrelated
both across the trials and with the noiseless signal, DDWiener can be used
in a similar way as in Eq. (9) to get an estimate for the noiseless signal in
trial i:

byðsÞ
i ¼ yðsÞ

i

�
YðsÞ

≠i

	T


YðsÞ

≠i

�
YðsÞ

≠i

	T
þ γI

��1

YðsÞ
≠i : (10)

To estimate the noise level in trial i in the sensor s, we use

σðsÞi ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPT
t¼1

�
yðsÞi;t � byðsÞi;t

	2

T

vuut
: (11)

The obtained trial-level noise information can be utilized in subse-
quent data analysis, e.g., in computing the average evoked response. The
averaged EEG response yðsÞ

ave in sensor s is

yðsÞ
ave ¼

P
iαs;iy

ðsÞ
iP

iαs;i
; (12)

where αs;i is the weight of trial i. Conventionally, αs;i gets either the value
1 or 0 depending on whether the trial i is accepted or not, respectively.

If we know how the noise is distributed across the trials, the optimal

choice to minimize the power of the noise3 in yðsÞave is actually

αs;i ¼ 1
��

σðsÞi

	2
: (13)

Similar weighting has also been suggested by, e.g., Davila and Mobin
(1992), Bezerianos et al. (1995), and John et al. (2001) with the
distinction that, here, the weights of the trials are obtained by the
DDWiener-based noise estimates. The suggested DDWiener methodology
is also related to robust averaging (Ashburner et al., 2012), implemented
in the SPM toolbox (http://www.fil.ion.ucl.ac.uk/spm/software/spm12/
), which uses an iterative scheme to find optimal weights in Eq. (12) by
evaluating the distance of different samples to the median.

Computation of the lead fields

When testing SOUND, we used both lead fields based on the subjects’
individual anatomy (hereafter referred to as realistic) and simplified lead
fields based on a spherical head model.

The realistic lead fields were computed using the boundary element
method (BEM) and a conductivity model that included the subject-
specific scalp, inner and outer skull, and gray-matter–white-matter sur-
faces. For the simulation studies, the source space was discretized in
terms of 5120 current dipoles equally spread on the gray-matter–white-
matter surface, the dipoles being normal with respect to the surface. For

Fig. 1. Representation of one iteration step in SOUND. We evaluate the noise level in the circled channel. By using all the other channels, we obtain an MNE from which we can estimate
the signal in the circled channel. The noise is estimated as the difference between the estimated and the measured signal. We update the noise covariance matrix, bΣ, and re-whiten the data
with respect to the most recent noise estimate to improve the accuracy for the next iteration step.

3 Here, the noise power of an averaged response is defined as
P

i
α2s;iðσ

ðsÞ
i Þ2

ðPi
αs;iÞ2 .
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cleaning the real-life MEG data with SOUND, the source space consisted
of 1640 freely oriented dipoles, while for MEG localization we used an
8200-dipole model. For the TMS–EEG source localization we used a
model consisting of 5120 freely oriented dipoles. The relative conduc-
tivities of the brain, skull, and skin were 1, 1/50, and 1, respectively. In
the simulations, we also tested the sensitivity of SOUND to head-model
inaccuracies: we changed the relative skull conductivity to either lower
(1/100) or higher (1/25) than the skull conductivity of the model that
was used to simulate the neural signals. The surfaces were based on T1-
weighted magnetic resonance images of the subject. We used Freesurfer
(Fischl, 2012) to segment the gray-matter–white-matter surface and
BrainSuite (Shattuck and Leahy, 2002) to segment the scalp and skull
surfaces. The lead fields were computed with the combination of the
MNE software (Gramfort et al., 2014) and the BEM MATLAB toolbox
(Stenroos and Sarvas, 2012). For more details of our segmentation
pipeline, see Mutanen et al. (2016).

The concentric spherical head model consisted of the brain, skull, and
scalp volume, which had outer radii of 81, 85, and 88 mm, respectively.
The relative conductivities were 1, 1/50, and 1, respectively. The lead
fields for the spherical head model were computed as explained in
Mutanen et al. (2016).

Simulation analysis

We validated the performance of SOUND by applying it to several
simulated EEG sets with various noise characteristics. The simulated data
were generated according to Eq. (1). The number of sensors in the
simulated data was 60, following a standard 10–20 EEG-electrode sys-
tem; the number of time points was 146. The neural data Y ¼ LJ were
generated by eight dipolar sources, which were located in the frontal,
parietal, temporal, and occipital lobe of the left hemisphere. There were
two dipoles in each lobe, one of which was situated superficially on top of
a gyrus and the other one about 1 cm deeper in a sulcus. The waveforms
(rows of J) and the dipole locations are shown in Fig. 2. The lead field
matrix resulting from these dipoles was computed according to a realistic
head model, which was constructed based on the MRI of a 26-year-old
female who had given her written consent.

The simulated noise was Gaussian and independent of Y. The power
and the covariance matrix of the noise were adjusted separately. Since
the noise covariance matrix of measured EEG/MEG may not perfectly
fulfill the diagonality assumption, we investigated how sensitive SOUND
is to different degrees of correlated noise. The noise was randomized
using 60 independent noise sources. In the simulated EEG data, each
noise source was recorded by a fixed number of channels. Here, this
number is called the noise correlation index (NCI). When NCI ¼ 1, each
noise source was measured by one of the channels only, and thus, the
noise was completely uncorrelated across the channels. As NCI increased,
the amount of correlation increased, the noise being correlated across all
the sensors at NCI ¼ 60. An additional challenge for the methods was

that, with increasing NCI, the noise began to resemble the background
neural activity in EEG, i.e., the neural noise. The detailed mathematical
description of constructing the noise is given in Appendix B.

Evaluating the accuracy of SOUND
We cleaned the simulated datasets by using SOUND and evaluated its

accuracy and robustness as follows.
SOUND was applied according to Section The SOUND algorithm. The

reference electrode was chosen to be the channel with the lowest noise
level according to Eqs. (9) and (5). An initial guess for the noise
covariance matrix in the new reference was then obtained by using again
Eqs. (9) and (5). For i.i.d. sources cov

�
Y
� ¼ λ�1LLT. Therefore, the reg-

ularization constant in Eq. (3) was set according to

λ ¼ traceðLLTÞ=traceðT�1 bYbYTÞ, where bY is the latest estimated noiseless
data from the previous SOUND iteration.

To assess the sensitivity of SOUND to modeling errors, we tested four
different types of lead-field matrices. Three of the lead-field matrices
were based on the same anatomical geometry as was used to simulate the
neural sources (we refer to these models as realistic). However, we set the
relative skull conductivity to be 1/100, 1/50, and 1/25 of the brain/scalp
conductivity. In the forward model that was used to simulate the neural
sources, the corresponding value was 1/50. In addition, we tested the use
of a spherical-head-model-based lead-field matrix with the relative skull
conductivity 1/50 to assess the importance of geometrical accuracy.

To evaluate the accuracy of noise cancellation of SOUND, the relative
noise reduction (rNR) was computed as the relative change in the noise
amplitudes between the original and the corrected data:

rNR ¼ 100%�
X
s

σs � σcs
νs

,X
s

σs
νs

; (14)

where σs and σcs are the standard deviations of the noise in channel s
before and after cleaning, respectively, and νs is the standard deviation of
the noiseless signal in the same channel. After cleaning, the noise was
defined as bys � ys. The rNR parameter is 0% if none of the noise is
removed, whereas it becomes 100% if the signal is perfectly corrected.

We also quantified how much SOUND helps in source localization.
The source estimates were computed by Eq. (3) utilizing the final bΣ
provided by the iteration. To evaluate the accuracies of the source esti-
mates, we quantified the source localization error (SLE) as the weighted
average distance of the distributed source estimates with respect to the
correct dipole locations by

SLE ¼ 1
8

X8

m¼1
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n



bjn;tm 


X
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��rn � rdm

��
2

#
; (15)

where n runs over all the cortical locations used in the source estimation,
rdm is the location of simulated dipole m whose waveform is at its

maximum at time tm, bjn;tm is the estimated dipole amplitude at the loca-
tion rn and time tm, and ||�||2 is the L2 norm. The SLE values were only
computed when using the realistic head models.

The simulations were run with several values for NCI (1, 3, and 9) and
SNR (0.33, 1, 3, and 9), SNR being defined by

SNR ¼
trace

�
YYT

	
traceðNNTÞ : (16)

For every SNR and NCI, the simulation was run 100 times, each time
with a new noise covariance matrix. The quality measures rNR and SLE
were averaged over the 100 simulations.

Comparing SOUND with other methods
When performing source localization based on EEG/MEG, the

Tikhonov-regularized MNE by Eq. (3) is commonly used without pre-

Fig. 2. Simulated neural source locations and the corresponding source waveforms. The
colored circles depict the cortical locations of the sources. The dashed curves show the
waveforms of the deep sources (about 1 cm inwards along the sulcus from each circle),
whereas the solid curves illustrate the waveforms of the superficial sources located exactly
at the circles.
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whitening (e.g., Hauk, 2004; Komssi et al., 2004; Hauk and Pulvermüller,
2004; Moratti and Keil, 2005). Therefore, we compared the SLE values
(Eq. (15)) obtained when using SOUND to those obtained with the non-
whitened version of the Tikhonov-regularized estimation. We refer to
this approach as the L2-regularized MNE. Contrary to SOUND, in L2
regularization, the noise levels are assumed to be equal across all the
sensors. Because we know the SNR of the simulated data, we can directly
use this knowledge to set the regularization parameter in Eqs. (3) and (4)
using λ0 ¼ 1=SNR, as suggested by Lin et al. (2006). The lead-field matrix
used in the L2-regularized estimation was the same as the one used to
simulate the neural EEG signals. This ”inverse crime”4 was permitted in
order to get the best possible L2-regularized estimate for the comparison.

When analyzing EEG/MEG data, it is common practice to reject ’bad’
channels and replace the original signal with some form of interpolation.
We evaluated how SOUND performs as compared to the popular spher-
ical spline interpolation (Perrin et al., 1989), which is generally recom-
mended in the literature (Picton et al., 2000; Michel et al., 2004). The
implementation of the interpolation was used as given in Bio-
electromagnetism MATLAB Toolbox [http://eeg.sourceforge.net/
bioelectromagnetism.html, 15 September 2017]. In real life, channels
can be rejected based on visual inspection or some heuristic, quantitative
criteria, see, e.g., the PREP pipeline (Bigdely-Shamlo et al., 2015) or the
recently published Autoreject (Jas et al., 2017). As the simulated noise
levels were known, here, we rejected a channel if its noise level (standard
deviation) was three times larger than the average noise level over all the
channels. The signals in the rejected channels were then reconstructed
with the spherical spline interpolation using all the remaining chan-
nel traces.

Each simulated dataset was corrected by two different approaches:
SOUNDwith the spherical head model, which yields more approximative
solutions than the realistic head geometry, and the spherical spline
interpolation. The rNR values (Eq. (14)) were computed for both
methods and averaged over the interpolated channels.

SOUND was also compared to SNS, which corresponds to DDWiener
in the sensor space, up to the regularization term. DDWiener was used as
explained in Section Relation between SOUND and Wiener estimation and
SNS as described in the original work by De Cheveign�e and Simon
(2008). As SOUND, SNS and DDWiener were tested with different SNR
levels and degrees of correlated noise. After the simulation runs, the
performance of SNS and DDWiener were quantified with rNR (Eq. (14)).

Demonstrating the presented methods with measured EEG and MEG data

We verified the functioning of the DDWiener-based bad-quality-trial
detection and SOUND with three different real-life datasets. All the
measurements followed the declaration of Helsinki. The EEG measure-
ments were approved by the Coordinating Ethics Committee of the
Hospital District of Helsinki and Uusimaa, whereas the MEG measure-
ment was approved by the Research Ethics Committee of Aalto Univer-
sity. For detailed information about the specific instruments, stimulus
setup, and recording parameters used in different measurements, please
refer to Supplementary material I.

TMS–EEG data
The first sample dataset consists of transcranial-magnetic-stimulation

(TMS)-evoked EEG measured from a male subject (age 25). TMS can
activate a region of interest in the cortex by applying a rapidly changing
magnetic field to the subject's head. The magnetic pulse induces an
electric field strong enough to launch action potentials in the superficial
cortex. Because of the strong magnetic pulse, concurrently measured EEG

is prone to suffer from large noise and artifact signals (Ilmoniemi and
Ki�ci�c, 2010; Ilmoniemi et al., 2015). Here, single-pulse TMS was targeted
to the right primary motor cortex, to the representation area of the left
abductor pollicis brevis muscle. In total, 100 epochs of single-TMS-pulse-
evoked EEG were recorded, with a 60-electrode TMS-compatible EEG
system (Nexstim Plc., Finland), the bandwidth and sampling frequency
being 0–350 Hz and 1450 Hz, respectively.

AD–ERP data
The second sample dataset comes from an event-related potential

(ERP) study where an Alzheimer's disease (AD) patient (female, age 73
years) received auditory stimuli via headphones. The data were
contaminated by muscle and movement artifacts caused by the patient's
inability to stay still, resulting in a significant amount of correlated noise.
The AD–ERP data consisted of auditory ERP responses evoked by a beep
sound (the first beep of a 4-beep train; 40 trains in total). The ERPs were
recorded by using a Cognitrace EEG system (eemagine Medical Imaging
Solutions GmbH, Germany) with a 64-electrode EEG cap (WaveGuard,
eemagine Medical Imaging Solutions GmbH, Germany). The bandwidth
of the amplifier (Refa8-64 amplifier, TMS International, The
Netherlands) was limited to 0–138 Hz and the sampling frequency
was 512 Hz.

Visual evoked MEG data
The third sample dataset contains 160 epochs of visual evoked MEG

responses. The subject (male, age 29) observed flashes of a checkerboard
pattern shown to the right visual field. The studied MEG data contain
some gradiometer signals that have rather high noise power if sufficient
filtering is not applied to the data. The data were measured with a 306-
sensor MEG system with 204 planar gradiometers and 102 magnetome-
ters (Elekta Neuromag, Elekta Oy, Finland). The bandwidth of the
amplifier was 0.03–330 Hz and the sampling frequency was 1000 Hz.

Data analysis
From each of the datasets, we extracted the epochs of interest (100 for

TMS–EEG, 40 for AD–ERP data, and 160 for MEG) including the time
points between �500 and 500 ms with respect to the stimulus onset. All
epochs were high-pass-filtered from 1 Hz with a fourth-order Butter-
worth filter and then baseline-corrected with respect to the time interval
�500…0 ms . Next, we applied DDWiener to find the trial-specific noise
levels for all the sensors (Eq. (10) and (11)). The trial-specific noise levels
were used to find the estimate for the average evoked response in each
sensor (Eqs. (12) and (13)).

We further analyzed the interval �50…300 ms and used SOUND to
clean the obtained evoked responses. With the EEG data, we used Eqs. (5)
and (8) to find the least noisy sensor and referenced both the data and the
lead fields to this sensor. When cleaning the EEG data, we decided to
validate the performance of SOUND with the spherical-head-model-
based lead-field matrix to assess whether a fairly simple head model
would be sufficient for SOUND to clean EEG. With MEG, it is well known
that a single spherical head model is not sufficient to explain neuronal
activity from all cortical locations (Crouzeix et al., 1999). Thus, when
cleaning MEG signals we used the realistic head model based on the
subject's magnetic-resonance images. Before running SOUND, the initial
guess for the noise covariance matrix was obtained with Eqs. (5) and (8).
When running SOUND, we let the noise-estimation iteration to continue
until the relative change in all the channels was less than 1%. To find a
suitable regularization parameter (Eqs. (3) and (4)) for SOUND, we tested
the values of λ0 from 10�4 to 103 in ten-fold steps.

To evaluate quantitatively how SOUND affected the measured data,
we computed the relative change in the SNR due to SOUND in
each sensor:

4 The term inverse crime refers to simulation analysis that does not try to address
properly the ill-posed nature of the problem. As a consequence, the obtained results can
lead to overly optimistic interpretations. (Kaipio and Somersalo, 2006). For instance, in
reality, there are always modeling errors in constructing the lead-field matrix.
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ΔSNRs ¼ 100%�
kby l

sk2

kbysk2
� kylsk2

kysk2
kylsk2
kysk2

; (17)

where ys and bys are the signals of sensor s before and after SOUND,
respectively, and the superscript l indicates that the signal has been low-
pass-filtered from 60 Hz. Because we know that in EEG and MEG neural
activity manifests itself mostly at low frequencies (Buzsaki and Draguhn,
2004; H€am€al€ainen et al., 1993), whereas the non-neural noise has a much
broader effective frequency range, we use

��y1s ��2=kysk2 as an approxi-
mation for the SNR.

In addition to ΔSNR, we also quantified the amount of overcorrection
of SOUND in each sensor (OCs) as the absolute value of the correlation
coefficient between the cleaned signal and the estimated noise:

OCs ¼


bysðys � bysÞT




kbysk2kys � bysk2

; (18)

where ys and bys are the original and cleaned signals measured by sensor
s, respectively. The more SOUND overcorrects the data (removes also
signals of interest), the more the cleaned signal will correlate with the
estimated noise, i.e., the difference between the original and cleaned
signal ðys � bysÞ.

After the quantitative analysis, the data were low-pass-filtered from
100 Hz with a fourth-order Butterworth filter for visualization.

Finally, we studied whether source localization could benefit from
SOUND. For this analysis, we used the MEG and TMS–EEG data since the
correspondingmagnetic-resonance images of the subjects were available.
For both data, we tested whether focal cortical activity could explain
some aspects of the measured data by fitting a current dipole to the early
EEG/MEG deflections. With the TMS–EEG data, we restricted the analysis
to the time interval of 2–20 ms after the TMS onset, as the first 2 ms are
blocked by the TMS-compatible amplifier and it is well known that the
TMS-evoked activity can spread from M1 to other brain regions after
20 ms (Ilmoniemi et al., 1997; Komssi et al., 2002). The fitted dipoles
were freely oriented and laid on the gray-matter–white-matter surface
formed by 5120 equally spread grid points. The localization was done
separately at each studied time point; each dipole was fitted to the data
by using the method of least squares with no prior knowledge of the
noise. The dipole producing the best goodness of fit (GOF) (Kaukoranta
et al., 1986) was considered to be the best representation for the neuronal
current. The dipole fit was considered reliable if GOF exceeded 0.90. The
same source localization was done both to the noisy and cleaned
TMS-evoked data. The dipole search was applied to the

low-pass-filtered data.
When studying the MEG data, we restricted the localization analyses

to the time interval of 0–100 ms after the visual stimulus, as it has been
shown that during this interval the primary visual MEG deflections can
be modeled as focal dipolar sources (Portin et al., 1999). Now, the set of
fitted dipoles consisted of 8196 freely oriented dipoles, located on the
gray-matter–white-matter surface. The source-localization procedure
was identical with the TMS–EEG data.

MATLAB demo package

We have prepared a MATLAB demo package that demonstrates how
SOUND and DDWiener can be used in practice together with the open-
access EEG analysis toolbox EEGLAB (Delorme and Makeig, 2004). The
demo package was implemented so that it works with open-access data
available in the HeadIT EEG repository (Delorme et al., 2011), more
precisely with the data measured in the ”Auditory Two-Choice Response
Task with an Ignored Feature Difference” study [http://headit.ucsd.edu/
studies/9d557882-a236-11e2-9420-0050563f2612, 15 September
2017]. To use the data, one has to accept the HeadIT Data Use Agreement
and the applied Terms of Use. The description of the demo package as
well as the corresponding download link can be found in Supplementary
material II.

Validating SOUND with 12 open-access auditory evoked EEG datasets

In addition to the three sample datasets presented in this work, we
validated the functioning of SOUNDwith the 12 auditory evoked datasets
freely accessible in the HeadIT EEG repository (Delorme et al., 2011).
The studied datasets came from the ”Auditory Two-Choice Response Task
with an Ignored Feature Difference” study [http://headit.ucsd.edu/
studies/9d557882-a236-11e2-9420-0050563f2612, 15 September
2017]. The data analysis of the 12 open-access datasets was based on the
MATLAB demo package, provided in Supplementary material II. We
compared the performance of SOUND to the spatial DDWiener, as well as
to SNS. Because it is impossible to know the ground truth of the true
noiseless EEG of the studied datasets, we used four different measures,
adapted from (Nolan et al., 2010), to quantify the signal quality before
and after the different cleaning methods. For more details about the
analysis, see Supplementary material III.

Results

Results with the simulated data

Among the tested methods (SOUND, SNS, and spherical spline

Fig. 3. Example case of SOUND estimation (SNR ¼ 1, and the signals from the noise sources are correlated across three channels). A: The noisy (red curves) and the cleaned (black curves)
signals are shown in the sensor layout as seen from above, with the nose pointing upwards. B: The topographies and the scatter plot illustrate the correspondence of the simulated and the
estimated noise levels in all the channels.
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interpolation), SOUNDwith the realistic head model was the most robust
technique in cleaning the added noise. With an example simulation (with
parameters SNR ¼ 1 and NCI ¼ 3) shown in Fig. 3, we illustrate how
contaminated signals were effectively detected and cleaned by SOUND.
The true and the estimated noise levels (Fig. 3B) were very well in line,

the correlation coefficient being 0.98. In a few channels, the noise levels
were slightly overestimated.

SOUND was robust with respect to small amounts of correlation,
which can be seen in Fig. 4A. Moreover, incorrect values of the skull
conductivity had only a minor effect on the performance of SOUND. The

Fig. 4. Performance of SOUND, SNS, and spline-interpolation in removing the simulated noise. A: The dot-and-dash lines represent the SOUND results when using the lead-field matrix
with the true skull conductivity value (1/50); the upper and lower boundaries of the shaded areas indicate the corresponding results when using too low (1/100) or too high (1/25) skull
conductivity values, respectively. Note that the rNR values provided by SNS and DDWiener are visually inseparable. B: Here, the rNR values were computed across the spline-interpolated
(noisiest) channels only, whereas in the panel A, the rNR values were computed over all the channels.

Fig. 5. Source-localization accuracies of SOUND and L2-regularized MNE solutions. A: Example source localization results with the simulated EEG data (same dataset as in Fig. 3). The
green circles indicate the true source locations, and the color maps show the estimated source amplitude distributions, thresholded at 30% of the maximum. B: Source-localization error
(SLE) results. The dot-and-dash lines present the SOUND results with the true skull conductivity (1/50). The shaded areas indicate how much the SLE was maximally worsened by incorrect
skull conductivities (either too low, i.e., 1/100, or too high, i.e., 1/25).
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results of SNS did not depend on the SNR, but in contrast to SOUND, SNS
was highly sensitive to the noise correlation structure (Fig. 4A): When the
noise was uncorrelated (i.e., NCI ¼ 1), SNS yielded the best rNR among
all the tested methods, but even a small amount of correlation over the
channels (i.e., NCI ¼ 3) caused rNR to drop to as low as 2%. As can be
expected from the mathematical comparison of SNS and DDWiener (see
Appendix A for details), these two methods produced practically iden-
tical results, the mean absolute difference in rNR across all conditions
being 0.11% (See Fig. 4A).

SOUND performed better with the realistic head model than with the
spherical head model, regardless of the tested simulation parameters or
skull conductivity (Fig. 4A). However, the difference between the real-
istic and spherical head models was considerably smaller when the SNR
of the data was low.

SOUND with the spherical head model was compared against the
commonly used spherical spline interpolation (Fig. 4B). The channels to
be interpolated were selected as described in Section Comparing SOUND
with other methods. About 4–6 channels were rejected and interpolated in
each simulation. In comparison to the interpolation, SOUND uncovered
the noise-free signals more accurately for all the tested simulation pa-
rameters, especially with the high SNR values, as indicated by the
rNR results.

The L2-regularized source localization showed biasing towards
cortical locations below the noisy channels, whereas SOUND was robust
with respect to noise (Fig. 5A). The source-localization accuracy of
SOUND was better than that of L2 regularization for all the tested
simulation parameters, except for the highest SNR and NCI values, as
illustrated in Fig. 5B. The enhanced accuracy of SOUND compared to L2
regularization became more apparent as the SNR and/or the correlation
of the noise decreased. Unlike with the L2-regularized estimation,
decreasing SNR did not seem to worsen notably the source-estimation
results by SOUNDwhen the NCI was 1 or 3. When using SOUND, both too
low and too high skull conductivities led to slightly increased source-

localization errors, the difference to the correct model being about
2.5 mm at maximum. SOUND-based source localization was robust
against small amounts of correlation in the noise.

Results with the measured EEG and MEG data

DDWiener succeeded well in finding contaminated trials. A

Fig. 6. DDWiener estimate of the noise distribution across different TMS–EEG trials. A: The color map shows the estimated noise level at each sensor and in each trial. The arrows show the
representative examples of the trials identified as highly noisy by DDWiener (i–vii). B: Time courses of noisy channels in the specific trials (i–vii). The black curves show the measured
signals, whereas the gray curves show the corresponding DDWiener estimates. The red segments in the time courses highlight the likely reason for the high noise score in that particular
trial, showing the moments when the difference between the measured and estimated signals is greater than in 99% of all the collected samples.

Fig. 7. Performance of SOUND in cleaning the TMS–EEG data with different values of the
regularization parameter λ0. A: SOUND-elicited change in SNR (ΔSNR) averaged over
channels and plotted as a function of λ0. B: The overcorrection of SOUND (Eq. (18)) shown
as a function of λ0. The dashed vertical line in A and B indicates the choice for λ0, which
provides the best compromise between maximizing the SNR and minimizing the
overcorrection.
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representative image obtained from the TMS–EEG data is shown in Fig. 6.
The visual inspection of the trials showed that DDWiener was sensitive
to, e.g., ocular artifacts. Compared to visual inspection, DDWiener was
fast in estimating the noise in different trials: evaluation of 100
TMS–EEG, 40 AD–ERP, and 160 MEG trials took 11, 0.7, and 119 s,
respectively, with a standard desktop computer.

SOUND was clearly able to improve the signal quality of each of the
recorded datasets. The performance of SOUND as a function of the reg-
ularization parameter for the TMS–EEG data is shown in Fig. 7. For all the
three datasets, the choice of λ0 ¼ 0:1 yielded the best compromise be-
tween improving SNR and minimizing overcorrection. With the
TMS–EEG data, the average ΔSNRs was 7%. In total, the SNR among the
36 improved channels increased by 12%, while the corresponding result
among the remaining 23 channels was only �2%. With the choice of
λ0 ¼ 0:1, SOUND did not seem to overcorrect the data severely, the mean
overcorrection index (OC) being 0.33 (the max. value for OC is 1).

With the AD–ERP data, SOUND improved SNR, on average, by 5%;
the average increase in the SNR among the 45 improved channels was
8%, whereas the average decrease among the rest 18 channels was �2%.
With the AD–ERP data, OC of SOUND was a bit higher than with the
TMS–EEG data, i.e., on average 0.44.

Because of the very high noise amplitude in several channels, the SNR
of the MEG data was improved by 990%, on average. In the 233
improved sensors the mean ΔSNRs was 1300%, while the decrease in
SNR in the 73 remaining sensors was only �16%. On average, the OC
across the sensors was 0.33.

Also qualitatively, SOUND performed well. The TMS-evoked re-
sponses before SOUND are shown in Fig. 8A, where artifactual and noisy
channels are clearly visible. SOUND was able to detect and remove the
noise while retaining the clean channels intact (Fig. 8B). SOUND was
able to detect several types of defects (e.g., baseline shifts, transient ar-
tifacts, and line noise) and correct all the channels successfully, yielding
coherent EEG data. Figs. 9A and B visualize through butterfly and
topographic plots how SOUND removes the noise and helps to highlight
four early TMS-evoked deflections at 4, 17, 27, and 48 ms after the onset
of TMS.

The AD–ERP data were noticeably cleaner after SOUND. Although the
muscle artifacts were clearly correlated across the frontal channels,
SOUNDwas able to reduce the noise levels considerably, especially in the
most contaminated channels (See Fig. 10). With MEG, SOUND corrected
the noisy gradiometers while retaining the signals in the uncontaminated
magnetometers. The longitudinal-gradiometer signals are presented

Fig. 8. Cleaning the TMS–EEG data with SOUND. A: The original TMS-evoked EEG referenced to electrode CP3. B: The same responses after applying SOUND. C: The corrected data in the
average reference. D: On the left, the topographic map shows the estimated sensor-specific noise levels. In the middle column, we see the noisiest channels in the original EEG (CP3 being
the reference). In the rightmost column, we see the corresponding channels after the SOUND correction.
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in Fig. 11.
With the assumption that the early TMS-evoked EEG deflections

mainly reflect focal cortical activity close to the stimulation target, it
seems that SOUND was able to improve the source localization consid-
erably (Fig. 9C). When the dipole search was done with the original
TMS–EEG data, no reliable dipole fits were found as the GOF always
remained under 0.7. After SOUND, the best-matching dipole was found
in the stimulated hemisphere, at 17–20 ms after the TMS pulse, 2 cm
away from the TMS target (GOF> 0:9).

As with the TMS–EEG data, no reliable dipole fits were found for the
MEG data before the SOUND correction (throughout the studied time
interval, GOF< 0:78). After SOUND, two dipoles were found in the left
visual cortex, at 53–75 ms and 79–83 ms after the stimulus presented to
the right visual field (GOF>0:9 for both dipoles). This is in line with
previous findings in the literature (Portin et al., 1999). The dipole fit at
�65 ms is illustrated in Fig. 11.

When cleaning the EEG sample datasets, five full iteration rounds
were enough for SOUND to converge to the requested level. With MEG,
11 iterations were required. With the TMS–EEG, AD–ERP, andMEG data,
SOUND fully converged in �20, �30, and �50 iterations, respectively,
after which the noise-estimate changes were merely numeric
(� 10�14%). The changes in the noise-estimates as a function of the
iteration step are illustrated in Fig. 12. The resulting cleaned data were
practically identical regardless of whether iteration was continued until
true convergence or stopped at the suggested 1%-criterion. For the 60-
and 64-sensor EEG data, it took less than 5 s for a standard desktop
computer to perform SOUND, whereas with the 306-sensor MEG data the
corresponding time was 105 s.

Results with the open-access EEG data

According to the visual and quantitative analysis, SOUND performed
robustly with the open-access datasets. Overall, SOUND was sensitive to
different outlier EEG activities, correcting the signals in the contaminated
EEG channels to a level that could be expected from neuronal activity.
Compared to DDWiener, SOUND was much more efficient in detecting
and correcting the outlier activity. Neither DDWiener nor SOUND,
seemed to overcorrect the channel signals that more likely reflected
intracranial post-synaptic-currents. With these specific datasets, both
SOUND and DDWiener clearly outperformed SNS. See Supplementary
material II for the detailed description of the quantitative analysis, as
well as the corresponding results.

Discussion

In this work, we introduced methods, most importantly SOUND, to
clean EEG/MEG data. SOUND takes a novel approach to identify and
separate the neural and noisy data based on their spatiotemporal char-
acteristics. We have provided a theoretical basis for SOUND and tested its
functioning under several conditions using both simulated and measured
data. Here, we discuss some implications of the obtained results.

Practical considerations on cleaning EEG/MEG signals by Wiener
estimation

Inspecting data visually can be laborious. Since the presented noise-
cleaning approaches work automatically and require only seconds to
few minutes of computational time, they can considerably save the data-
processing time. Therefore, projects with large populations, e.g., some
clinical studies (Bresnahan and Barry, 2002), can significantly benefit
from the Wiener estimation methods. In less-cooperative subject groups,
such as children or neurological patients, rejecting trials and/or channels
completely may lead to an unrepresentative amount of data. Using
Wiener estimation would enable the utilization of most of the collected
data and prevent valuable recordings from being wasted.

SOUND requires very little user input: once the conductivity model
for the head is chosen, SOUND has only one degree of freedom; the
regularization parameter may need to be fine-tuned for the measured
data. In this work, we showed an example of how a proper value can be
found in a data-driven fashion.

When cleaning the visual evoked MEG data with SOUND, we did not
take possible head movements into account. If the subject is prone to
move inside the MEG helmet, the head movement can be corrected with
SOUND using the magnetic-field realignment approach suggested by
Numminen et al. (1995) and Uutela et al. (2001).

In this work, SOUND was applied to evoked responses. If the noise is
expected to be non-stationary across the trials, SOUND can also be used
to clean each trial separately. The cost of this approach is the lengthened
computing time. On the other hand, if the noise can be assumed sta-
tionary across the trials, but the user wishes to retain the trial-level de-
tails, a much faster approach exists; one can estimate the noise

Fig. 9. Effects of SOUND to the TMS–EEG data quality. A: Original data. B: The same data
after SOUND. The top panels of (A) and (B) show the butterfly plot of the data before and
after cleaning. The vertical red dashed lines in the top panels of (A) and (B) indicate the
latencies of the early deflections that were identified from the cleaned data. The topog-
raphies illustrate the EEG voltage maps at the identified deflection latencies. C: The
location of the best-fitting dipole (GOF > 0.9) at 18 ms after TMS.
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covariance matrix from the average data, scale the the obtained noise
covariance matrix by multiplying it by the number of trials, and clean
each trial accordingly using Eq. (7).

SOUND as a preprocessing step for various types of EEG/MEG analysis

In the simulations, SOUND performed at least as well as the combined
channel-rejection and interpolation scheme. As using SOUND is faster
and requires much less heuristic knowledge than the visual inspection of
the channels, SOUND is a good candidate to clean contaminated sensors
in the preprocessing stage.

SOUND is able to preserve the rank of the data even if the dimen-
sionality of the noise is equal to the number of the sensors. Using several
other noise cancellation techniques, e.g., ICA or SSP, removing noise that
is present in all the signal-space directions would completely flatten the
measured signals. Because SOUND retains the rank, many data analysis
methods are applicable subsequent to SOUND.

A considerable amount of EEG and MEG research is based on the
sensor-space analysis (e.g., Hong et al. (2004); Ferreri et al. (2011)). If
only a few sensors cover the region of interest, even a small number of
rejected channels can be highly problematic. SOUND utilizes multi-
sensor recordings and smoothly replaces noisy sensor signals with the
best possible estimates.

Measurement noise and the signals of interest can heavily overlap in
the frequency domain (Whitham et al., 2007; Goncharova et al., 2003).
Because SOUND rejects noise without making any assumptions of the
frequency content of the noise, several Fourier-analysis related methods
are applicable subsequent to SOUND. For instance, some connectivity
measures, such as partial directed coherence (Baccal�a and Sameshima,
2001), are computed within a particular frequency range of interest.

In addition to sensor-space analysis, different source localization or
blind source separation (BSS) approaches can be useful for interpreting
EEG/MEG data. However, these techniques are sensitive to noise (Bertero
et al., 1988; Ikeda and Toyama, 2000; Onton et al., 2006). SOUND pro-
vides estimates for the noise covariance matrices that can be utilized in

many source localization methods, e.g., MNE (Lin et al., 2006) and
beamformer techniques (Moiseev et al., 2011). Alternatively, SOUND can
be used to preprocess the data for source localization.

There have been several suggestions on how to estimate and utilize
the noise covariance matrix in MEG/EEG analysis. It is a common
approach to measure the magnetic fields in an empty MEG room and
whiten the actual MEG data with respect to the empty-room data
(Gramfort et al., 2014; Engemann and Gramfort, 2015; Niso et al., 2016).
For EEG, such empty-room recordings are not possible and the noise is
often estimated from the baseline data (Parra et al., 2005; Engemann and
Gramfort, 2015). For using empty-room or baseline recordings to esti-
mate the noise, we have to assume that the noise will remain the same
before and during the actual measurement. In many cases, e.g., with
TMS–EEG data, such an assumption is obviously not valid. With SOUND,
we estimate the noise covariance matrix directly from the time window
of interest utilizing the physical forward model.

Engemann and Gramfort (2015) studied systematically several
data-driven approaches to estimate the noise covariance matrix that,
unlike SOUND, do not assume diagonal noise structure. Especially those
noise-covariance-estimation methods that did not assume diagonality
nor constant noise variance across the sensors required a large number of
data samples to work properly. On the contrary, SOUND was shown to
work with a relatively small number of samples. Note that the estimation
of the noise covariance matrix is only an intermediate step of SOUND, the
main goal being the cleaning of the contaminated data. If it is possible to
accurately estimate the full noise covariance with off-diagonal elements,
e.g., by applying some robust covariance-estimation method (Campbell,
1980; Rousseeuw, 1984; Ledoit and Wolf, 2004; Maronna et al., 2006;
Khan et al., 2007; Nguyen and Welsch, 2010; Huber, 2011) to a data
segment purely consisting of noise, then one can directly use Eq. (7) to
clean the data.

Modeling assumptions of SOUND

When using SOUND, we made the following modeling assumptions:

Fig. 10. The AD–ERP data before and after correcting it with SOUND.
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(1) the noise correlation matrix is diagonal, (2) the head conductivity
model is known, and (3) the neural sources are i.i.d. The third assump-
tion is not mandatory. If there is prior information on the underlying
source distribution, it can be easily included in Eq. (3) in the form of the
source covariance matrix (Lin et al., 2006), leading to more accurate data
correction. Furthermore, the assumptions (1) and (2) do not need to be
fully correct to achieve a good outcome in the noise cancellation.

Unlike with SNS, the noise does not have to be perfectly diagonal for

SOUND to work. This is due to the fact that SOUND also utilizes the in-
formation of the neural sources in the form of the lead-field matrix. The
simulations also suggest that the conductivity values in the head need to
be known only approximately to obtain good data-correction accuracy.
The use of realistic geometry was more advantageous compared to the
spherical head model. However, also the spherical-head-model-based
SOUND proved to work clearly better than the spherical spline interpo-
lation. When using SOUND to clean data with poor SNR, the effects of the

Fig. 11. Effects of SOUND on the MEG data quality. A: The signals in the longitudinal gradiometers before (red curves) and after (black curves) SOUND. B: Magnified figures of a set of
gradiometers over visual cortex. C: Topographic maps showing the original signal values in the longitudinal gradiometers at 65 ms after the stimulus (the latency indicated by the vertical
dashed lines in B). D: The corresponding topographies after SOUND. E: The dipole matching best the cleaned signals at 65 ms after the visual stimulus.

Fig. 12. Convergence of the noise-estimation iteration in the three measured datasets. The black curves show the changes in the sensor-specific noise estimates relative to the estimates in
the previous step. The plots show that after few dozens of iterations the changes in the noise estimates are only numeric.

T.P. Mutanen et al. NeuroImage 166 (2018) 135–151

147



head-model inaccuracies were less pronounced.
The simulations showed that SOUND may overestimate noise am-

plitudes in some channels possibly leading to overcorrection. This
overcorrection most likely takes place in channels that are not sur-
rounded by a sufficient number of neighboring sensors, or in channels
that measure mostly signals from very superficial sources. Indeed, su-
perficial sources generate high-spatial-frequency components in the
sensor space, which might be incorrectly identified as noise during the
SOUND iteration. In addition, if the used sensor array is much sparser
than the arrays studied in this work, it is possible that SOUND attenuates
the signals of interest more as the information gathered by different
sensors becomes less correlated. The overcorrection might be managed
by tuning the amount of regularization. In terms of source localization
accuracy, SOUND was beneficial, also with the superficial sources, sug-
gesting that overestimation of noise is not crucial if the focus is mainly on
localizing the neural sources.

Comparison of SOUND to existing methods

In this work, we concentrated in comparing SOUNDwith the channel-
rejection and interpolation approach, which is a commonly used method
to clean noisy channels (e.g., Julkunen et al. (2011); Casarotto et al.
(2013); Atluri et al. (2016)). The channel-rejection-and-interpolation
scheme is also used in many signal-processing pipelines and algo-
rithms, such as PREP and Autoreject (Jas et al., 2017). In addition, we
compared SOUND to a previously presented method, SNS, which shares
several conceptual and theoretical similarities with SOUND.

In the literature, there are suggestions for full EEG and MEG signal-
processing pipelines (Nolan et al., 2010; Gramfort et al., 2014; Bigdely-
Shamlo et al., 2015). Comparing SOUND directly to these pipelines is
difficult because SOUND is designed for a specific noise-rejection step,
the bad-channel detection and rejection. In the future, one should verify
how SOUND could be optimally integrated to some already established
EEG/MEG analysis pipelines and/or analysis toolboxes, such as EEGLAB.

In addition to SOUND, we discussed the DDWiener-based approaches
to tackle EEG and MEG noise. As a proof of concept, we showed how
DDWiener can be utilized in finding the trial-specific noise levels. Ac-
cording to visual inspection, DDWiener performed well. We did not,
however, compare the performance of this approach to a related method,

robust averaging, implemented in the SPM toolbox.

Conclusion

We introduced a method called SOUND that robustly identifies and
suppresses noise and artifacts in EEG. We showed mathematically that,
when assuming diagonal noise structure, SOUND provides an optimal
estimate for the noiseless EEG/MEG signals, with minimum MSE.
Furthermore, through simulations, we showed that SOUND is to some
extent robust against the violation of this assumption.

SOUND is completely automatic up to defining the regularization
parameter. We showed a strategy to define this parameter from the data.
In addition to SOUND, we showed how general Wiener estimators can be
used in a data-driven fashion to clean the measured multi-sensor and
multi-trial data. The suggested methods provide quantitative, objective,
and efficient ways to preprocess and clean the gathered data. We vali-
dated the performance of the presented methods in practice by analyzing
several real-life datasets.

Along with this publication, we provide a MATLAB demo package
that demonstrates how the presented methods can be applied in practice.
The description of the package and the download link can be found in the
Supplementary material II. In the future, we are willing to help to include
these techniques to some freeware MATLAB toolbox, such as EEGLAB.
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Appendices.

A. Wiener estimation for cleaning noise in multi-sensor data

Here, we show that SOUND corresponds to Wiener estimation of the noiseless EEG/MEG signals. We also explain how the data-driven version of the
Wiener estimator (Eq. (8)) is obtained, and that this approximation corresponds to Sensor Noise Suppression (SNS) (De Cheveign�e and Simon, 2008).

We aim at estimating Y from the noisy data, expressed in Eq. (1), assuming that N is uncorrelated with Y and that the correlation matrix of N is
diagonal. Again, we wish to find an estimate for the signal in sensor s using the data recorded by all the other sensors. If we know the correlation matrix
of the data, C ¼ corrðYÞ, and the cross-correlation vector r≠s;s between Y≠s and ys, we can use Wiener estimation (or filtering) (Hayes, 2009) to find an
estimate for the noiseless data in the sensor s by

byWiener
s ¼ ð bwsÞTY≠sbws ¼ ðC≠s;≠sÞ�1r≠s;s;

(A.1)

where the optimal weight vector bws is found so that the corresponding mean-squared error, T�1PT
t¼1

�
ys;t � ð bwsÞTy≠s;t

	2
, has been minimized. Wiener

estimation is a robust method against small errors in bws since the mean-square-error increases only in proportion to the square of the deviants from the
optimal weights.

For the measured data described in Eq. (1), the data correlation matrix is found to be C � T�1ðLJþ NÞðLJþNÞT � LΓLT þ Σ, Γ and Σ being the
source and noise correlation matrices, respectively. The corresponding cross-correlation vector between Y and ys can be written as
r⋅;s � T�1ðLJþNÞðlsJÞT � LΓlTs . Since the expectation values of the noise and the recorded data are assumed zero, their correlation matrices are
identical with the corresponding covariance matrices. In practice, the source correlation matrix is commonly not known, and hence, the sources are
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assumed independent and identically distributed (i.i.d.), leading to Γ ¼ λ�2I, where λ�2 is the source variance. Thus,

C≠s;≠s ¼ λ�2L≠sLT
≠s þ Σ≠s;≠s

r≠s;s ¼ λ�2L≠sl
T
s :

(A.2)

Substituting these identities into Eq. (A.1) yields the estimate

byi:i:d:
s ¼ lsLT

≠s

�
L≠sLT

≠s þ λ2Σ≠s;≠s
��1Y≠s

¼ ls~L
T
≠s

�
~L≠s~L

T
≠s þ λ2I

	�1
~Y≠s;

(A.3)

where the latter form is written in terms of whitened data (Eq. (2)).
We see that Eq. (A.3) actually corresponds to combining Eqs. (3) and (6) in the same way as used by SOUND in the iterative estimation of the noise

covariance matrix. After the iterations, SOUND takes into account all the measured data and the final estimated noise covariance matrix to reconstruct
cleaned EEG using Eq. (7). Thus, the final step of SOUND corresponds to building the Wiener estimator for Y using all the sensor signals as the esti-
mator input.

An alternative approach for implementing the Wiener estimator is to use the collected data samples for computing the sample correlation matrix of
the data C≃T�1 YYT. Since the noise correlation matrix is diagonal, r≠s;s ¼ c≠s;s. This can be used to simplify the expression for the weight vector in
Eq. (A.1):

bws ¼ ðC≠s;≠sÞ�1c≠s;s: (A.4)

Note that this simplification would not be possible if the sth sensor was included in the input of the estimator. Substituting this approximation for bws

in Eq. (A.1) yields

bysample
s ¼ ysðY≠sÞT

�
Y≠sðY≠sÞT

��1
Y≠s: (A.5)

This approach can be seen to be data-driven since it uses only the recorded data to estimate the noiseless signals.
It is straightforward to show that Eq. (A.5) corresponds to SNS algorithm (De Cheveign�e and Simon, 2008), which replaces each noisy channel by its

regression on the subspace formed by the other channels. We express the ≠s rows of the data in terms of singular-value decomposition (SVD),
Y≠s ¼ USVT, where the columns ofU and V contain the left and right singular vectors, respectively, and S holds the singular values on its K first diagonal
entries. The column vectors of V form a complete orthonormal basis for all the possible signals in the rows of Y, whereas the K first columns span only
the subspace needed for explaining the measured signals in sensors ≠s.

With the help of SVD, Eq. (A.5) can be written as:

bysample
s ¼ ysðUSVTÞT

h
USVTðUSVTÞT

i�1
USVT

¼ ysVS
TðSSTÞ�1SVT:

(A.6)

If SST is not invertible, one may use its generalized inverse. In either case, the estimate becomes:

bysample
s ¼

XK
k¼1

ðysv⋅;kÞðv⋅;kÞT; (A.7)

which is the mathematical expression for SNS.

B. Generating the noise for the simulated data

Here, we describe how the correlation structure of the simulated noise, with T samples and S sensors, was controlled. We first randomized T samples
of an S-variate Gaussian random noise vector with zero mean and identity covariance matrix and collected them in an S� T noise matrix ε, where each
row represents the activity (waveform) of one noise source. In the sensor space, the noise sources were mixed by matrix A, yielding the noise signals
N ¼ Aε. If the ith column of A has m non-zero elements, the noise signals become correlated across the corresponding m channels.

Based on this reasoning, the noise was generated by

N ¼ Aε ¼ ðBðmÞ∘L Þ ε ; (B.1)

where ∘ denotes the entry-wise matrix product and BðmÞ is a binary matrix with m elements in each column equal to 1 (the remaining elements being
zero). Thus, the signals from each noise source were correlated across m channels. We call m the noise correlation index (NCI). When NCI ¼ 1, the
resulting noise covariance matrix is diagonal, whereas, when NCI approaches S, the noise becomes correlated across an increasing number of sensors
and starts to resemble neural noise with covariance matrix Σ ¼ LLT. Thus, as NCI increases, the data correction becomes increasingly difficult for
SOUND. For a fixed NCI (m), the non-zero elements in the columns of BðmÞ were randomly chosen for each simulation.

Appendix C. Supplementary data

Supplementary data related to this article can be found at https://doi.org/10.1016/j.neuroimage.2017.10.021.
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