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ABSTRACT

Various applications of quantum devices call for an accurate calibration of cryogenic amplification chains. To this end, we present an
experimentally feasible calibration scheme and use it to accurately measure the total gain and noise temperature of an amplification chain by
employing normal-metal–insulator–superconductor (NIS) junctions. Our method is based on the radiation emitted by inelastic electron
tunneling across voltage-biased NIS junctions. We derive an analytical expression that relates the generated power to the applied bias voltage
which is the only control parameter of the device. After the setup has been characterized using a standard voltage reflection measurement,
the total gain and the noise temperature are extracted by fitting the analytical expression to the microwave power measured at the output of
the amplification chain. The 1r uncertainty of the total gain of 51.84 dB appears to be of the order of 0.10 dB.

VC 2019 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (http://
creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/1.5096262

Superconducting circuits provide a promising approach to imple-
ment a variety of quantum devices and to explore fundamental physi-
cal phenomena, such as the light-matter interaction1 in the ultrastrong
coupling regime.2–4 In addition, superconducting circuits are potential
candidates for building a large-scale quantum computer:5,6 supercon-
ducting qubits can be coupled in a scalable way,7–14 and both the gate
and the measurement fidelity of qubits exceed the threshold required
for quantum error correction.12,15–17

Since superconducting quantum circuits typically operate in the
single-photon regime, signals are amplified substantially for read-
out5,18–23 using a chain of amplifiers, which is distributed over several
temperature stages.18,19 In the first stage, a near-quantum-limited
amplifier,24 such as a Josephson parametric amplifier,25–28 is often used
to lower the noise temperature of the amplification chain.29 As a result
of cascading several amplifiers, the uncertainty in the total gain of the
amplification chain becomes significant and may complicate, for exam-
ple, the estimation of the photon number in the superconducting

circuit. Therefore, accurate, fast, and simple methods for measuring the
total gain of an amplification chain are desirable in the investigation of
quantum electric devices.

The gain and the noise temperature of cryogenic amplifiers can
be measured, for example, using superconducting qubits,24,30 Planck
spectroscopy of a subkelvin thermal noise source,31 and the Y-factor
method32,33 which utilizes the Johnson–Nyquist noise emitted at dif-
ferent temperatures. In addition to these methods, shot noise34,35 sour-
ces, such as normal-metal–insulator–normal-metal junctions, can be
used to determine the gain and noise temperature of cryogenic ampli-
fiers.36,37 However, this method typically requires a calibration mea-
surement of the setup due to impedance mismatch.36

In this paper, we present an accurate alternative calibration
scheme for the total gain and noise temperature of an amplification
chain by utilizing photon-assisted electron tunneling in normal-
metal–insulator–superconductor (NIS) junctions. To date, NIS junc-
tions have been utilized in various applications, which include, for
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example, cryogenic microwave sources,38 thermometers,39,40 and the
recently developed quantum-circuit refrigerator that cools quantum
electric circuits by harnessing photon-assisted electron tunneling.41–43

Here, we determine the gain and noise temperature of an amplification
chain by measuring the power emitted by electrons that tunnel inelas-
tically across NIS junctions. The photon emission of the tunneling
electrons can be activated by applying a bias voltage across the NIS
junctions. For our analysis, we derive an analytical expression for the
generated power in the high-bias regime. The analytical model
matches our experimental results, which allows us to determine the
gain of the amplification with an uncertainty of the order of 0.10 dB.

We demonstrate the proposed calibration scheme on a sample
illustrated in Fig. 1. The device incorporates a superconductor–
insulator–normal-metal–insulator–superconductor (SINIS) junction
which consists of two NIS junctions sharing a common normal-metal
electrode. The normal-metal electrode of the tunnel junction is capaci-
tively coupled (Cc) to a half-wavelength superconducting coplanar-
waveguide LC resonator. The resonator is further capacitively coupled
(Cg) to a transmission line from its other end, which conducts the sig-
nal to a three-stage amplification chain. The sample is placed in a dry
dilution refrigerator at a 10-mK base temperature. Reference 38 details
the device fabrication. Since our focus is to introduce a calibration
scheme in general, benchmarking the amplifiers separately is out of
the scope of this paper.

The bias voltage Vb across the SINIS junction activates the
photon-assisted electron tunneling events which control the mean
photon number Nr in the fundamental mode of the weakly coupled

resonator.41 The photon number in turn determines the microwave
power emitted to the transmission line. As described in Fig. 2, the elec-
trons can tunnel through the NIS junction either elastically, i.e., with-
out energy exchange with their electromagnetic environment, or
inelastically by emitting or absorbing photons. In our setup, the reso-
nator acts as the electromagnetic environment, and consequently, the
tunneling electrons absorb or emit photons at the resonance frequency
of the resonator fr ¼ xr=ð2pÞ ¼ 4:67GHz.

For vanishing bias voltage, both the elastic and inelastic tunneling
events are suppressed due to the energy gap44–46 of 2D in the super-
conductor density of states as shown in Fig. 2(a). If the bias voltage is
slightly below the energy gap, i.e., jeVbj�2D, electrons can tunnel
through the junction by absorbing photons from the environment,
which results in cooling of the resonator mode. In this work, we are
mostly interested in the high-bias-voltage regime jeVbj � 2D, where
electron tunneling events involving photon emission are greatly
enhanced, and hence, the resonator mode heats up. The elevated tem-
perature of the resonator mode leads to an increased radiative power
into the transmission line, which enables us to calibrate the total gain
of the amplification chain.

We show below that the power and the bias voltage relate to
each other through a simple equation in the high-bias regime. We
apply the theory developed in Ref. 42 to describe the coupling
between the resonator and the SINIS junction. In this model, we
only take into account single-photon processes and assume that
the quasiparticle temperatures are equal in the normal-metal and
superconducting electrodes. Furthermore, we assume sequential
tunneling, i.e., that high-order processes are suppressed by the
opaque tunnel barrier. Using the simplified electric circuit in Fig.
1(b) and Fermi’s golden rule, we can express the resonator damp-
ing rate cT and the effective temperature TT owing to the electron
tunneling across the SINIS junction as42

cT ¼ �cT
p
xr

X
l;s¼61

l~FðseV þ l�hxrÞ; (1)

FIG. 1. (a) Schematic of the measurement setup. A bias voltage Vb is applied
across an SINIS junction, which is coupled to a resonator through capacitance Cc.
The other end of the resonator is coupled through capacitance Cg to a transmis-
sion line, whose characteristic impedance is Ztr¼ 50 X. The insets show
false-color scanning electron micrographs of a NIS junction. (b) A simplified elec-
tric circuit diagram of the system depicted in panel (a). The capacitor Cj describes
the capacitance of a single NIS junction, whereas the capacitor Cm corresponds to
the remaining capacitance. The fundamental mode of the resonator is modeled as
an LC oscillator.

FIG. 2. (a) Sketch of the occupied (shaded) and unoccupied (white) quasiparticle
states in an NIS junction at vanishing bias voltage. In the normal metal (orange),
the occupation is given by the Fermi–Dirac distribution since the density of states is
essentially constant in the energy scale of interest. In the superconducting electrode
(blue), there is an energy gap of 2D in the density of states, which restricts the pos-
sible electron tunneling events. Straight blue arrows indicate tunneling events
involving photon (wavy arrow) absorption, whereas red arrows correspond to pho-
ton emission, and black arrows depict elastic tunneling events. The low transpar-
ency of the arrows highlights that all the above-mentioned tunneling events are
suppressed. (b) As (a) but for a bias voltage eV > Dþ �hxr causing the Fermi
level EF of the normal metal (black dashed line) to shift with respect to that of the
superconductor (red dashed line).
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TT ¼ �hxr

kB
ln

P
s¼61

~FðseV þ �hxrÞP
s¼61

~FðseV � �hxrÞ

" #( )�1

; (2)

where �cT is the asymptotic damping rate,~FðEÞ is the normalized rate
of forward tunneling, kB is the Boltzmann constant, �h is the reduced
Planck constant, andV ¼ Vb=2 is the voltage across a single NIS junc-
tion. We also have �cT ¼ 2C2

cZrxr=½ðCc þ Cj þ CmÞ2RT�, where
Zr ¼

ffiffiffiffiffiffiffiffiffi
L=C

p
; RT is the tunneling resistance of a single NIS junction,

and the remaining symbols are defined in Fig. 1(b). The normalized
rate of forward tunneling is defined as

~FðEÞ ¼ 1
2p�h

ð
de nSðeÞ

f ðe� EÞ � f ðeÞ
1� e�E=ðkBTNÞ

; (3)

where E is the energy gained by the tunneling electron, TN is the temper-
ature of the normal-metal electrode, f ðeÞ ¼ fexp½e=ðkBTNÞ� þ 1�g�1 is
the Fermi function, and nSðeÞ is the Dynes density of states,45 which can

be written as nSðeÞ ¼ jRe½ðeþ icDDÞ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðeþ icDDÞ2 � D2

q
�j. The

Dynes parameter cD describes the broadening of the superconductor
energy gap and is of the order of �10�4 in a typical experimental
scenario.38,41,47

In the high-bias regime, eV � D, we employ Eqs. (1) and (2) to
derive the following approximations for the damping rate cT and the
effective photon number NT ¼ f exp ½�hxr=ðkBTTÞ� � 1g�1 of the
engineered environment:

cT � �cT 1þ 1
2

D2

ðeVÞ2

" #
; (4)

NT � eV
2�hxr

� 1
2
� D2

2�hxr

1
eV

; (5)

where we have utilized the Sommerfeld expansion. In addition, we
have assumed that the Dynes parameter is small enough to be
neglected at high-bias voltages.

The resonator exchanges energy with the SINIS junction and
with the transmission line. Furthermore, the resonator may be sub-
jected to additional sources of dissipation which we model as a single
excess reservoir. Each of these three types of dissipation can be mod-
eled as a virtual transmission line,48 which allows us to write the net
power flow between the resonator and the ith dissipative reservoir as

Pi ¼ �hxrciðNi � NrÞ; (6)

where ci is the damping rate of the resonator owing to the ith reservoir,
Ni is the corresponding effective photon number, and Nr is the result-
ing steady-state occupation of the resonator. Invoking the power bal-
ance and using Eqs. (4) and (5), the net power flow into the
transmission line can be approximated as

Ptr �
ctr�cT

ctr þ �cT þ cx

eV
2

þ �hxr
cxðNx � NtrÞ

�cT
�Ntr �

1
2

� ��

� 1
4
D2

eV
1þ �cT

�cT þ ctr þ cx

� ��
; (7)

where ctr and Ntr are the damping rate and the effective photon num-
ber owing to the transmission line, respectively, whereas cx and Nx are
the corresponding quantities for the excess losses.

In our experiments, we measure the output power of the amplifi-
cation chain Pout¼ GPtrþ Pnoise, whereG is the total gain of the ampli-
fication chain including possible attenuation and losses, and Pnoise is
the noise power originating from the amplifiers. Consequently, we can
determine the total gain G by fitting a function of the form

PoutðVÞ ¼ aV þ bþ c=V (8)

to the measured power in the high-bias regime eV � D, where {a, b, c}
are the fitting parameters. Using Eq. (7), the total gain G can be
expressed in terms of the leading-term coefficient as

G ¼ 2a
e

�cT þ ctr þ cx
�cTctr

: (9)

Although we extract the total gain only from the coefficient a, the
other terms in Eq. (8) improve the fit substantially. The effective noise
temperature of the system Ts, which includes the noise caused by the
incident power from the transmission line, the spectrum analyzer, and
the amplification chain, is obtained by examining the output power at
zero-bias voltage Pout (0), where Ptr is practically zero with our device
parameters and consequently

Ts ¼
Poutð0Þ
GkBDf

; (10)

where Df is the bandwidth of the amplification chain.
In our experiments, we characterize the damping rates �cT; ctr,

and cx with high accuracy leaving the parameter a in Eq. (9) as the
only free parameter in our model. To this end, we conduct standard
microwave reflection measurements at different bias voltages Vb,
which involves all possible impedance mismatches in the system.
Based on the input-output theory,49 the voltage reflection coefficient
of our system can be written as50

C ¼ ð2� rÞctr � rðcT þ cxÞ þ 2irðxp � xrÞ
cT þ ctr þ cx � 2iðxp � xrÞ

; (11)

where xp=ð2pÞ is the probe frequency and r is a complex-valued Fano
resonance correction factor, which arises from the direct cross-talk of
the dissipative reservoirs.51

Since the bias voltage Vb controls the coupling between the elec-
tromagnetic environment, which is formed by the photon-assisted elec-
tron tunneling across the NIS junction, and the resonator, a Lamb shift
arises for the resonance frequency fr.

43 The Lamb shift provides a con-
venient way of eliminating the unwanted background from the mea-
surement data, namely, normalizing by the zero-bias measurement
trace CNðVbÞ ¼ CðVbÞ=Cð0Þ as shown in Fig. 3(a). The ratio of two
instances of Eq. (11) is fitted for every Vb above the critical coupling
point, eVb=ð2DÞ > 1, where the bias voltage-independent ctr; cx, and
the bias voltage-dependent cT are fitting parameters. Next, the asymp-
totic damping rate is extracted using Eq. (4). As a result, our character-
istic damping rates are ctr=ð2pÞ ¼ ð1:786 0:02ÞMHz; �cT=ð2pÞ
¼ ð17:396 0:04ÞMHz, and cx=ð2pÞ ¼ ð0:466 0:01ÞMHz, where
the presented 1r uncertainties are obtained by the following method:
First, an error circle is created that has a radius equal to the root mean
square fit error and the center is located at CNðVb;xrÞ, which corre-
spond to the resonance of the bias voltage-dependent feature. Then, the
confidence intervals of each parameter are individually determined by
finding the boundaries such that the fitted CN is located within the
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error circle. The uncertainty of the excess damping rate is taken as the
standard deviation of cx over the fitted voltage range.

After measuring the damping rates, we determine the total gain
of the amplification chain by recording the microwave power at the
output of the amplification chain for different bias voltages across the
junction. To this end, we use a spectrum analyzer and numerically
integrate the averaged power spectral density around the resonance
frequency in the range of 4.6–4.75GHz. From the data shown in Fig.
3(b), we observe a monotonous increase in the microwave power if the
bias voltage exceeds the energy gap. We finally extract the total gain of
the amplification chain by fitting Eq. (8) to the power data in the volt-
age range eVb=ð2DÞ 2 ½1:07; 8:83�. Using Eq. (9) and the experimen-
tally determined device parameters, the total gain of the amplification
chain is estimated to be G¼ 51.84 dB. Combining the fitted total gain
and the theoretical prediction for the generated microwave power that
is calculated using Eqs. (1), (2), and (6), we find a good agreement
between experiment and theory. The power at jeVbj=ð2DÞ < 1:07
yields 11K for the system noise temperature based on Eq. (10) in the
range of 4.6–4.75GHz. We have estimated the zero-bias transmission
line temperature according to Ref. 38 and found its contribution negli-
gible to Ts, as is the case for the spectrum analyzer. Thus, we attribute
the unexpectedly high value for the system noise temperature to an
atypical operation of a HEMT amplifier in the chain. Fortunately, this
phenomenon does not hinder our ability to demonstrate the intro-
duced calibration method.

The relative uncertainty of the fitting parameter a is extracted in
the following way: we substitute the damping rates and the calibrated
gain into Eq. (9) to determine the expected value aexp for the fitting
parameter a. Then, we create 100 simulated power datasets for bias
voltages up to Vb ¼ 10 D/e. The simulated power data are obtained by
adding normally distributed random noise to the exact theoretical pre-
diction for the power calculated using Eqs. (1), (2), and (6). The stan-
dard deviation of the random noise r¼ 2.5 pW and the spacing
between consecutive voltage points are chosen to coincide with the
data shown in Fig. 3(b). By fitting Eq. (8) to the corresponding power
values, we extract the parameter a and record the absolute error da
¼ a� a exp as a function of the maximum bias eVb;max=ð2DÞ. In addi-
tion, we obtain the 1r uncertainty from the fit and observe that it
agrees with the error da shown in Fig. 3(c). In our experiments, we
reach eVb=2D ¼ 9 and therefore estimate the relative uncertainty of

the fitting parameter da=a exp ¼ 2%. By combining the uncertainties of
the damping rates �cT; ctr; cx, and the fitting parameter a, we acquire
0.10 dB for the uncertainty of the total gain.

In this paper, we have presented a calibration scheme for the total
gain and noise temperature of a general amplification chain that com-
prises cryogenic and noncryogenic amplifiers. Currently, our setup
allows the calibration of the total gain only at frequencies correspond-
ing to a mode frequency of the resonator. The frequency range suitable
for calibration can be expanded by placing a superconducting quan-
tum interference device (SQUID) in the resonator.52,53 In the future,
we aim at benchmarking the accuracy of the proposed gain calibration
scheme against a method utilizing a superconducting qubit in a reso-
nator. By employing the ac Stark shift, we can determine the photon
number in the resonator1,54 and thus the total gain of the amplification
chain.
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