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We discuss quantum annealing of the two-dimensional transverse-field Ising model on a D-Wave device,
encoded on L × L lattices with L ≤ 32. Analyzing the residual energy and deviation from maximal
magnetization in the final classical state, we find an optimal L dependent annealing rate v for which the two
quantities are minimized. The results are well described by a phenomenological model with two powers of
v and L-dependent prefactors to describe the competing effects of reduced quantum fluctuations (for which
we see evidence of the Kibble-Zurek mechanism) and increasing noise impact when v is lowered. The same
scaling form also describes results of numerical solutions of a transverse-field Ising model with the spins
coupled to noise sources. We explain why the optimal annealing time is much longer than the coherence
time of the individual qubits.
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The prospect of simulating theoretical quantum many-
body Hamiltonians with controllable engineered systems
is now an important motivation for atomic and quantum
device physics [1–3]. Systems explored for creating such
“synthetic quantum matter” include ultracold gases [4–9],
photonic devices [10–14], polaritons [15], and trapped ions
[16–22]. Another emerging simulation platform is large
arrays of superconducting qubits [23–28], which were
originally envisioned in the context of quantum annealing
(QA) as efficient solvers of classical optimization problems
mapped to Ising like Hamiltonians [29–42]. To reach the
classical ground state (the problem solution) in a QA
process, strong quantum fluctuations are initially induced
by applying a transverse field, which is quasiadiabatically
reduced to zero. QA devices operating according to this
principle have entered industrial production and applica-
tions beyond the academic setting [23], motivated by the
hope of more efficient solutions of NP-hard problems
[32,43] and, more recently, quantum enhanced machine
learning [44,45]. It is still unclear what systems (classes
of optimization problems) are amenable to significant
speedups, and to what extent QA can be realized in actual
devices [40,46–54].
While the question of quantum speedups is essential, the

potential of using QA devices as generic quantum many-
body emulators motivates a broader range of investigations
into the devices and how they can be exploited for probing
various quantum phenomena. As an example, recently a

QA device produced by D-Wave Systems was used in an
impressive study of a quantum phase transition of a
quantum spin glass [28]. An important question in appli-
cations of QA devices, for optimization or quantum
simulation, is whether the desired adiabatic evolution is
sufficiently realized in the presence of noise (the environ-
ment) and finite annealing time. This question motivates
studies of the dependence of measured properties on the
annealing time [26,55–58], which also impacts the effects
of noise. For this purpose, it may be particularly fruitful to
implement simple, uniform model Hamiltonians to avoid
distractions of not fully understood random couplings
[59]. Such a study was already carried out with the one-
dimensional transverse-field Ising model (TFIM) coded on
a D-Wave device [58], but the results did not exhibit any
obvious scaling behavior.
In this Letter, we report success of a scaling approach for

a two-dimensional (2D) Ising model, with data generated
on the D-Wave DW 2000Q 2 1 (DWQ) solver [23]. We
observe how the improved adiabaticity with lowered
annealing rate competes with diabatic noise mechanisms
causing opposite effects, leading to an optimal annealing
rate. We introduce a unified scaling ansatz which can
account phenomenologically for both mechanisms in the
DWQ and also describes numerical results for QA of a
model Hamiltonian with external noise.
Model embedding.—The DWQ device emulates the

TFIM with an array of superconducting loops which form
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qubits corresponding to spin-1=2 operators σi (Pauli
matrices). The “Chimera” interaction graph is made out
of cells of eight qubits, each connected to six other
qubits (five on the graph boundary) and a longitudinal
field hi, thus realizing an Ising Hamiltonian of the form
Hclass ¼

P
hiji Jijσ

z
iσ

z
j þ

P
i hiσ

z
i . Here Jij and hi are

dimensionless couplings with values in ½−1; 1�. All qubits
are coupled to a transverse field, which along with the
overall interaction strength is varied through a time-
dependent parameter sðtÞ ∈ ½0; 1� for a total Hamiltonian

HTFIM ¼ AðsÞ
X
i

σxi þ BðsÞHclass: ð1Þ

AðsÞ and BðsÞ are smooth nonlinear functions of s
[24,26,28] such that Bð0Þ ¼ 0 initially and Að1Þ ¼ 0 at
the end of the QA process. Within these bounds there is
some flexibility in sðtÞ. The total annealing time can be
varied from microseconds to milliseconds.
For geometries that do not fit on the Chimera graph,

logical qubits can be created by coupling two or more
physical qubits together with a “high-cost” coupling [60],
−JHC ¼ 1, to keep their values mostly the same. The
logical qubits can then be coupled in more complicated
geometries [28,52,58]. Here we realize L × L open-
boundary lattices (tiles) by using logical qubits constructed
from two physical qubits; see Fig. 1 and Supplemental
Material [61]. Our target model has equal nearest-neighbor
ferromagnetic couplings Jij ¼ −JIsing and hi ¼ 0. The
DWQ has 2048 qubits, and the maximum lattice size for
our target model is hence 32 × 32. Smaller tiles are
implemented by appropriately zeroing some couplings,
and for L ≤ 16 we can study several tiles in parallel.
The device typically has some nonfunctioning qubits, and
we treat all logical qubits affected by defects as vacancies,

completely isolating them by zeroing the corresponding
couplings. The fraction of vacancies is typically at most a
few percent, and tiles with an excessive number of
vacancies are not included in the analysis.
We use the maximum high-cost coupling in units of

frequency J0 ¼ Bð1ÞJHC=ℏ ≈ 2 GHz [60] to set the time
units in our plots. Our aim is to study the final-state
excitation energy and magnetization as functions of the
annealing time T. To this end, we chose the simplest
possible protocol—a linear ramp with sðtÞ ¼ t=T ¼ vtJ0,
with the dimensionless velocity v ¼ 1=ðTJ0Þ.
Phase transition and bath effects.—The 2D TFIM with

Ising coupling J and field hx undergoes a phase transition
between ferromagnetic and paramagnetic ground states
at hx=J ≈ 3.04. Thus, in the DWQ embedded model we
expect a phase transition for some value of s that also
depends on AðsÞ and BðsÞ in Eq. (1). The system will
traverse the quantum critical point on its way to the final
ordered ferromagnetic classical state, and this point, where
the excitation gap has a size-dependent minimum, is the
bottleneck for the system to remain in the instantaneous
ground state during the entire QA process.
Both classical (stochastic dynamics) and quantum

(Hamiltonian dynamics) systems exhibit dynamic scaling
in the velocity by which a parameter changes when passing
through a critical point sufficiently slowly. In the neighbor-
hood of the phase transition the exponents are predicted
by the Kibble-Zurek mechanism (KZM) [63–66] and its
generalization as an out-of-equilibrium finite-size scaling
(FSS) ansatz [59,67–73]. As an example, the residual Ising
energy, defined as ΔE ¼ Hclass − EI, where EI is the Ising
energy in the instantaneous ground state, scales as (in d
dimensions with correlation-length exponent ν and dynamic
exponent z) ΔE ∼ ξ−dKZ ∼ Ldvνd=ð1þνzÞ, where ξKZ is the
freeze-out length [63–66]. However, in the long-time
limit it has been argued that the Landau-Zener mechanism
(LZM) applies, where the adiabatic evolution is only
controlled by the minimum gap ΔL ∼ L−z, giving ΔE ∼
Ldv1=2z [35,38,39,41,42,64]. Other types of dynamics, e.g.,
quantum coarsening, may also play a role in the long-time
limit [74,75].
The KZM and LZM assume an isolated system, but in a

device there is always some coupling to a bath or other
sources of noise. Works on QA in open quantum systems
have discussed decoherence due to defects produced by the
environment at a rate determined by the temperature and
the couplings to the system [76–78]. If the bath induced
defect density remains low throughout the QA process,
there may still be a regime where the scaling depends on
the critical point as in the KZM or LZM. However, in
some cases the bath can lead to new power laws [79] or
destruction of the critical point [80,81]. Decoherence can
also some times assist the QA process in approaching
the classical ground state [55,82–84]. Given the desire to
better understand and characterize the QA process, we will

FIG. 1. Illustration of the DWQ Chimera graph and the
embedding of our target open square Ising lattice (upper left
corner shown). The red links show how the physical qubits are
coupled with JHC to create the logical qubits of the target model.
The solid and dashed lines correspond to the active and inactive
couplings, respectively. The embedding requires two types of
Chimera patterns that tile the plane like a chess board. See
Supplemental Material for details [61].
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present a systematic FSS analysis of annealing data
obtained with the DWQ device.
Results.—We investigate the excess Ising energy ΔE and

the deviation of the magnetization from its maximal
(absolute) value N (the number of qubits), ΔM ¼
N − jPi σ

z
i j. We saw no significant difference between

observables calculated from the logical qubits versus the
physical qubits, reflecting the rarity of violations of the JHC
constraint. Here we present results for the physical qubits
on the Chimera graph. In the DWQ device a projective
measurement is performed at the end of each annealing run,
returning a product state in the σz basis. We repeat the
annealing protocol at least 2 × 104 times (over multiple
days) and average over the final configurations.
In Fig. 2 we show results from the DWQ with JIsing ¼

0.5 (see Supplemental Material [61] for the motivations for
this choice) and lattice sizes up to L ¼ 20. We have carried
out runs up to L ¼ 32 (see Ref. [61]), but we excluded the
larger systems here because of large statistical fluctuations
and no distinct minimums in the accessible velocity
window. For the smallest systems, in Fig. 2 we see that
ΔE and ΔM are already close to their smallest attainable
values at the highest v, and upon reducing v both quantities
increase. Clearer minimums (optimal velocities) form at
lower velocities as L increases. We find power laws emer-
ging on both sides of the minimums. An optimal annealing
rate is consistent with general expectations for QA in a
system coupled to a heat bath or noise [76–78,85–87],

provided that the temperature or noise strength is not too
high [88]. To our knowledge, the size dependence has not
been discussed extensively.
A candidate for a phenomenological model to fit the data

is simply a sum of two power laws:

fðvÞ ¼ aLvα þ bLv−β; ð2Þ

and aL, bL, α, and β positive parameters (different for
f ¼ ΔE and f ¼ ΔM). The first term accounts for the defect
production from nonadiabatic QA (which decreases as v
decreases), while the second term is the contribution of
defects from the bath (which should increase as v decreases
[78]). As shown in Fig. 2, the form indeed fits all the data.
For the larger systems aL scales as L2 for both the energy
and the magnetization (see Supplemental Material [61]),
which is consistent with both the KZM and LZM (extensive
defect production). The prefactor bL of the bath term is
almost independent of L (as seen in the low-v data in Fig. 2
and further analysis in Ref. [61]), where one might instead
have expected an extensive contribution. This behavior
may be an indication of highly nonuniform noise (see
discussion in Supplemental Material [61]) and calls for
further investigations of the couplings of the DWQ qubits
to the environment.
Even without a detailed understanding of the noise, our

proposed form (2) provides a way to quantify the com-
petition between adiabatic and diabatic mechanisms.
The optimal values fminðLÞ for both the energy and the
magnetization (fmin ¼ ΔE;min or fmin ¼ ΔM;min) and the
corresponding velocities vminðLÞ can be used to define
rescaled velocities and observables,

u≡ v
vmin

; gðuÞ≡ fðuvminÞ
fmin

¼ βuα þ αu−β

αþ β
; ð3Þ

where the last form follows from Eq. (2); note the absence
of the factors aL and bL. In Fig. 3 we show the rescaled
data along with fits to Eq. (3). The resulting exponents α
and β are displayed in Fig. 3. The QA exponents αE and αM
agree remarkably well with the Ising KZM forms (d ¼ 2,
z ¼ 1, ν ≈ 0.630, β ≈ 0.326); ΔE ∼ vdν=ð1þνÞ ∼ v0.77 and
ΔM ∼ vðdνþβÞ=ð1þνÞ ∼ v0.97 [59,67–73] (see Supplemental
Material [61] for further discussion of these exponents).
The LZM energy is ΔE ∼ v1=2 (and ΔM is undetermined).
The observed KZM scaling indicates that the accessible
annealing times, before the crossover to the noise regime,
are still not in the long-time limit where other mechanisms
[74,75] take over (see also Supplemental Material [61]).
Modeling the bath.—To understand the diabatic effects

responsible for the second term in Eq. (2), we use a simple
model of decoherence; the TFIM with a noisy transverse
field (similar to Refs. [76,77,89]). Since calculations for 2D
models are limited to very small systems, and we also do
not intend to describe the details of the DWQ, we use a 1D

(a)

(b)

FIG. 2. Mean values of the excess energy (a) and the magneti-
zation deficit (b) for different lattice sizes after DWQ annealing
runs with JHC set to the maximum possible value [60] and
JIsing ¼ 0.5JHC. Each point was calculated using averages of at
least 2 × 104 independent measurements. The curves are fits to
Eq. (2). The case L ¼ 12 was not studied.
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model to test the proposed generic scaling forms in Eqs. (2)
and (3). We find qualitatively similar behaviors with a size-
dependent optimal velocity. Note that the KZM predicts
universal scaling in the velocity regime where the noise is
not important, with exponents given by the relevant
universality class and dimensionality (see Supplemental
Material [61]).
The Hamiltonian consists of coherent and noisy parts;

HðtÞ ¼ H0ðtÞ þ VnoiseðtÞ, where

H0ðtÞ ¼ −
�
t
T

�
2XL−1

i¼1

σziσ
z
iþ1 −

�
1 −

t
T

�
2 XL

i¼1

σxi : ð4Þ

Here T is the annealing time and the time dependence is
similar to that in the DWQ. The noise couples to the
transverse field of each qubit with strength λ,

VnoiseðtÞ ¼ λ
X
i

ηiðtÞσxi ; ð5Þ

where ηiðtÞ are classical fields representing the interaction
with the environment [77]. Experiments run on the DWQ
have found an approximate 1=ωp spectrum with p ≈ 0.7
for the local field ðhiÞ noise [24,60]. The physics is not
significantly different when the noise is instead added to the
transverse field [77], as we do here. The noise can be
summarized with the following temporal and spatial
correlations: hηiðtÞηjðt0Þi ¼ δijCðt − t0Þ, with Cðt − t0Þ
the autocorrelation function for the noise. We normalize
the noise such that the standard deviation is set to unity and
approximate ηiðtÞ as a sum over 103 cosines with

frequencies sampled (see details in Supplemental
Material [61]) from a power-law spectrum SðωÞ with a
cutoff scale ω0;

SðωÞ ¼ ðω=ω0Þ−pe−ω=ω0

ω0Γð1 − pÞ : ð6Þ

We set ω0 ¼ 1 (given in the natural units of H0), the
exponent to p ¼ 0.75, and noise coupling λ ¼ 0.01.
The simulation starts with the system in the ground state

at t ¼ 0, and the evolution with the Schrödinger equation is
performed by a Jordan-Wigner transformation to fermions
and solving the Bogoliubov–de Gennes equations [41,76].
To calculate the expectation value of the energy from the
density matrix, we perform many runs with different noise
realizations and average over the expectation values calcu-
lated with the pure state at the end of the run. We did not
compute ΔM, which would be more time consuming.
Figure 4 shows results for various chain lengths. The

excess energy first decreases when v is lowered but
increases as v → 0, similar to the DWQ (Fig. 2). The inset
shows data collapse with the same kind of rescaling as with
the DWQ data in Fig. 3. The prefactors aL and bL are both
∝ L (see Supplemental Material [61]), i.e., the noise effects
are extensive in this case. The KZM and LZM exponents
are identical for this system, α ¼ 1=2, and aL ∝ L, and
these power laws agree with the observations. At high v,
where the system cannot evolve significantly, the rescaled
data approach a constant, corresponding to the properties of
the initial state. Interestingly, in the DWQ data (Fig. 3) we
also observe similar deviations from the power law at the
highest velocities, but there the values are still quite far
from (about an order of magnitude) those of the ideal fully
x polarized initial state.
Discussion.—We have shown that QA in the DWQ and a

prototypical model system both produce results captured

(a)

(b)

FIG. 3. Scaling collapse of the data from Fig. 2. The curves
represent fits to Eq. (3) for L ¼ 10–20, giving the exponents α
and β for the two quantities shown in the respective panels.

FIG. 4. Mean residual energy of the 1D TFIM at the end of QA
simulations with noise described by Eq. (5) and parameters given
in the text. The inset shows the data rescaled according to Eq. (3).
A fit gives the exponents shown in the plot; the L ¼ 512 form is
shown as the dashed curve.
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by a simple scaling form, Eq. (2), with two power laws
describing the competition between quasiadiabatic
annealing and diabatic effects of a bath. The size-dependent
prefactors indicate whether defect production by the two
sources is extensive or not, and the powers of the velocity
contain information on the excitation mechanisms at play.
Our model system exhibits extensive defect production, as
expected, and the velocity scaling in the annealing regime
is consistent with the KZM and LZM (which have the same
exponents in the case of the 1D TFIM). In the DWQ, the
velocity scaling is better described by the KZM than the
LZM. The bath effects are subextensive, which may
indicate highly nonuniform effects of the bath [61].
The optimal annealing time, in the DWQ and in the

model, is much longer than the coherence time of an
individual qubit. As we discuss further in Supplemental
Material [61], correlations among the qubits lessen the
impact of noise and lead to a longer collective time scale of
domain ordering. The optimal annealing time should not be
seen as a purely quantum mechanical coherence time, but
reflects a fascinating interplay between quantum dynamics
and stochastic processes that deserves further study.
Our scaling ansatz should be useful as a generic tool

for quantifying QA in the presence of noise sources and
baths. In future experiments with QA devices, it would be
interesting to regulate the coupling to the environment in
some way, e.g., by changing the temperature of the system
or by introducing additional sources of noise. It will also
be useful to implement other uniform and nonuniform
Hamiltonians.
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