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ABSTRACT For most modern data centres, it is of high value to select practical methods for improving
energy efficiency and reducing energy waste. IT-equipment and cooling systems are the two most significant
energy consumers in data centres, thus the energy efficiency of any data centre mainly relies on the energy
efficiency of its computational and cooling systems. Existing techniques of optimising the energy usage of
both these systems have to be compared. However, such experiments cannot be conducted in real plants as
they may harm the electronic equipment. This paper proposes a modelling toolbox which enables building
models of data centres of any scale and configuration with relative ease. The toolbox is implemented as
a set of building blocks which model individual components of a typical data centre, such as processors,
local fans, servers, units of cooling systems, it provides methods of adjusting the internal parameters of
the building blocks, as well as contains constructors utilising the building blocks for building models of
data centre systems of different levels from server to the server room. The data centre model is meant to
accurate estimating the energy consumption as well as the evolution of the temperature of all computational
nodes and the air temperature inside the data centre. The constructed model capable of substitute for the real
data centre at examining the performance of different energy-saving strategies in dynamic mode: the model
provides information about data centre operating states at each time point (as model outputs) and takes values
of adjustable parameters as the control signals from system implementing energy-saving algorithm (as model
inputs). For Module 1 of the SICS ICE data centre located in Luled, Sweden, the model was constructed from
the building blocks. After adjusting the internal parameters of the building blocks, the model demonstrated
the behaviour quite close to real data from the SICS ICE data centre. Therefore the model is applicable to use
as a substitute for the real data centre. Some examples of using the model for testing energy-saving strategies
are presented at the end of the paper.

INDEX TERMS Data center, cooling system, computational system, CPU, cooler, energy consumption,
energy-saving, modular model, server, server room, simulation, thermal behavior.

I. INTRODUCTION

In recent years, modern data centres formed a new type of
industrial plants with a substantial amount of energy con-
sumption. According to [1], the data centre sector consumed
around 1.5% of the global electricity consumption in 2010.
Authors of [2] estimate the annual growth rate of energy con-
sumption in this sector to be between 7.5% and 20%, and even
the optimistic forecast implies a significant annual increase
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in electricity use. Since fossil fuel is still the main source of
electricity production, the increase of energy consumption in
this fast-growing sector raises CO, emissions, which have a
negative impact on nature [3], [4]. Nevertheless, most modern
data centres consume energy in an inefficient manner [5].
Therefore, scientific research that can lead to finding practical
methods for improving energy efficiency and reducing energy
waste in modern data centres is of high value.

With relation to improving energy efficiency in data cen-
tres, computational systems and cooling systems are the sub-
systems most promising to optimise, as they are the two

46559


https://orcid.org/0000-0001-8185-7118
https://orcid.org/0000-0003-0075-1608
https://orcid.org/0000-0002-6932-4367

IEEE Access

Y. Berezovskaya et al.: Modular Model of a Data Centre as a Tool for Improving Its Energy Efficiency

most significant energy consumers in data centres [6]. Gener-
ally, a modern data centre embodies plenty of heterogeneous
computational resources consuming a significant amount
of energy such as servers and storages, thus selecting the
efficient IT-equipment and resource management techniques
allows optimizing the energy consumption in data centres [7].
On the other hand, according to recent research, the cooling
system alone consumes around 40% of total energy consump-
tion in a modern data centre, hence the choice of a cooling
method, cooling equipment and control strategy for cooling
system determines the energy efficient data centre [3] [8].
Consequently, the energy efficiency of any data centre mainly
relies on the energy efficiency of its computational and cool-
ing systems.

The techniques for optimisation of the energy usage of
computational systems can be categorised as (a) static power
management (SPM) which relates to the hardware level
and implements the optimisation methods at the design
time [7], [9]; and (b) dynamic power management (DPM)
which adapts the system energy use based on resource
requirements at run-time [9]. The SPM is considered as
getting the hardware ready for using the DPM [7]. The
dynamic power management addresses two levels: hard-
ware and software. Hardware-based DPM techniques include
dynamic performance scaling methods, such as dynamic volt-
age frequency scaling (DVFS) for servers [10], or adaptive
link rate for networks [11]; as well as partial or complete
dynamic deactivation of idle components [9]. The software-
based DPM implements resource management techniques
such as virtualisation, scheduling, consolidation [12]-[14],
for minimising the number of operating servers without
performance loss thus energy efficiency can be achieved by
switching off idle servers.

At the same time, there is number of techniques for improv-
ing the energy efficiency of cooling systems. This paper only
addresses energy efficiency in air-cooled systems, as they
are the most popular cooling systems for data centres [15].
An airflow optimization is one of such techniques reducing
the coolers utilization due to separating the hot air exhausted
by IT-equipment and cold air supplied by coolers to servers’
inlet, hereby keeping the servers’ inlet temperature in a lower
level [8]. In addition, usage of raised-floors and contain-
ment of hot aisles can improve the efficiency of the airflow
optimization [16]. One more way to achieve energy saving
is to flexibly adapt the utilization of the coolers to actual
IT-load [17], as well, the local fans to the actual temperature
of corresponding CPUs [18]-[20]. Finally, the free-cooling
supplying the outside air directly to the server rooms is con-
sidered as an effective decision improving energy efficiency
in regions with cold climate [21]-[23]. Moreover, the use of
economizers allows free-cooling at a higher temperature of
outside air [24].

The energy-saving techniques mentioned in the previous
two paragraphs require testing their effect on power con-
sumption in data centres. Generally, real data centres cannot
be used as a test site because such experiments may violate
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safety and security protocols. In such cases, modelling allows
evaluation of the energy-saving strategies [6], [25]. The idea
of this work is to develop a toolbox which enables building
models of data centres of any scale and configuration with rel-
ative ease. The models should accurately estimate the energy
consumption in data centres, along with that, for cooling
strategies, it is essential to predict the thermal behaviour of
the server rooms under various conditions. In this work, under
the thermal behaviour, we mean the evolution of the temper-
ature of all computational nodes and the air temperature in
the data centre. And finally, the models should be capable
of playing the role of testbeds for different energy-saving
policies. To ensure the reliability of conclusions of energy-
saving, results produced by the models should be valid
and verifiable.

The toolbox bases on the modularity principle, i.e. it is
implemented as a set of building blocks which model indi-
vidual components of a typical data centre, such as proces-
sors, local fans, servers, units of cooling systems. The set of
building blocks exhibits these properties:

- extensibility: the set comprises building blocks for base
individual components of a typical data centre and it can
be extended by new blocks;

- reusability: each block is a complete model of the corre-
sponding component and can be used both as an individ-
ual model and as an element of a more complex model;
the same block can be used several times;

- encapsulation: each block encapsulates all its parameters
and equations inside itself and interacts with other blocks
and models only via its inputs and outputs;

- parameters adjustability: for each block, its internal
parameters are set before its integration into a model,
parameters for blocks can be taken from specifications
of respective components, the toolbox also provides a
technique to adjust some blocks parameters using the
real data;

- model evolution: during the simulation, building blocks
calculate their outputs at each time point in response to
time-dependent inputs.

The toolbox also provides procedures which use building
blocks for constructing models of data centres of different
configurations in a relatively easy way. Designed in such a
way model is suitable for simulation of the data centre’s ther-
mal behaviour and its energy consumption at different levels
of detail from servers to the whole data centre and supports
examining the different energy-saving strategies applied to
the data centre.

To test the reliability of the toolbox and to improve the
quality of the model predictions, we used data from a real data
centre called SICS ICE located in Lulea, Sweden [26]. The
building blocks in the toolbox contains internal parameters
which cannot be selected using only specifications. However,
the accurate selection of values for these parameters drasti-
cally improves the quality of both thermal and energy models.
To find out realistic values for the internal parameters, firstly,
we have utilised the building blocks to construct the model
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of Module 1 of SICS ICE research data centre. Next, we have
collected real data from the Module 1 such as the utilization of
CPUs and their temperature, local fans speed, environmental
conditions, energy consumption, etc., and compared those
data with results provided by its model after simulation.
To reduce the gap between real data and the modelling results,
we have applied an optimization method to adjust the internal
parameters, after that we have repeated the simulation using
the model with adjusted parameters. The comparison of new
modelling results with real data has shown that the model
constructed from the building blocks simulates the SICS ICE
Module 1 quite realistically.

The paper is structured as follows. Section II provides
an overview of related works in the area of modelling
of data centres and describes novelty and main features
of the toolbox under discussion. Section III represents a
description of the toolbox, it considers the toolbox struc-
ture, the intention and implementation of building blocks,
as well as auxiliary blocks calculating environmental con-
ditions, and procedure of creating data centre models using
the building and auxiliary blocks. Section IV describes the
toolbox verification, it contains a description of the testbed
and its model constructed from building blocks, as well it
presents real data collected for verification the model and
compares the modelling results with actual data. Section V
demonstrates the process of adjustment of the internal param-
eters of the building blocks and displays comparing the
modelling results after parameters adjustment. Section VI
considers the case studies and section VII concludes
the paper.

Il. RELATED WORKS

There are many models to research energy efficiency in data
centres. For example, in [6], authors take the task of study-
ing the existing literature covering more than 200 energy
consumption models from individual components to whole
data centres. Although such models are essential in their
own right, it is more important that they can be incorporated
into energy-efficient techniques [6]. For example, tools for
simulation of airflows and temperature distribution inside
a data centre, described in [27]-[30], combined with its
energy model, could be used in testing energy-efficient con-
trol strategies of cooling systems. Authors of [27], [28] sim-
ulate thermal distribution and airflow using computational
fluid dynamic (CFD). The CFD method requires massive
calculations and its integration into real-time control is not
reasonable [29]. In [30] authors suggest a model predict-
ing the temperature at points inside a data centre as the
superposition of temperatures at all other outlets of racks
and computer room air conditioning (CRAC) units. Based
on the model, authors in [29] propose the optimized con-
trol of CRAC units in a data centre. Article [31] suggests
a modelling framework for data centres and a collection
of MATLAB routines simulating the heat exchange within
a data centre and its energy consumption based on the
framework.
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The previously mentioned models can help to improve
energy efficiency in data centres. However, they are limited
to control of only CRAC units’ operation modes as they
model primarily airflows and air temperature distribution
inside a data centre. These limitations can be improved by
creating a data centre model, which supports the testing of
various energy-saving strategies applicable to both individual
servers and the entire data centre. The model should be
capable of simulating a data centre on a server level, namely:
(1) thermal evolution of computational nodes (CPUs); (2)
the performance of local fans attached to the server for
cooling the CPUs; and (3) power consumption of the CPUs
and the local fans. Also, the model simulates a server room
level namely: (1) evolution of the environmental conditions
such as airflows, humidity and temperature distribution inside
the data centre; (2) performance of CRAC units and other
components of the cooling system such as chiller, heat
exchanger, pump and cooling tower; and (3) energy con-
sumption of individual components of data centre and total
energy consumption based on dynamically changed users’
activity (IT load).

There exist comprehensive models of data centres simu-
lating their thermal behaviour and energy consumption. For
instance, in [32] authors propose a coherent model which
covers data centre operation from CPU to cooling tower
and calculates the static operating states (power consump-
tion, the temperature at inlet and outlet of servers, airflow
through the servers and water flow from cooling units) of
the data centre and its components under various operating
conditions. In [33], the authors suggest a flexible simulation
platform integrating models of power usage and thermody-
namic properties of IT-equipment and data centre facilities
on different levels of detail. SimWare [34] is a holistic sim-
ulator of warehouse-scale computers which unites detailed
temperature, power, and performance models for servers and
cooling units and considers the impact of heat recirculation
and air supply timing. The models in [33] and [34] differ
in approaches to modelling the thermal distribution in the
data centre, the first one uses computational fluid dynam-
ics (CFD), whereas, the second utilises a static distribution
matrix.

The models mentioned in the previous paragraph are
intended to support designers and administrators of data cen-
tres in the process of planning new infrastructure or improv-
ing the existing ones. They enable the simulation of energy
and thermal behaviour of a data centre to assess its efficiency
and optimise the design by adapting its parameters after each
simulation not during the simulation. The goal of this work
is in developing the model capable of substitute for the real
data centre at examining the performance of different energy-
saving strategies. Most of such strategies consist of tuning
control parameters in response to the conditions change or the
appearance of particular events. Examples of such parameters
are the utilisation of local fans or cooling units, and the
workload of computational nodes. During the simulation,
the model provides information about data centre operating
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states at each time point (as model outputs) and takes values
of adjustable parameters as the control signals from system
implementing energy-saving algorithm (as model inputs).

In [35] authors propose a simulation tool GDCSim, which
implements an automated holistic simulation technique pro-
viding online feedback for data centre design and manage-
ment. GDCSim comprises cyber-physical simulation engine
providing fast predictive models for the performance of
servers and cooling units, the power consumption of data
centre components, the temperatures distribution inside the
data centre in response to control decisions made during the
simulation. The models can’t predict the performance and
power consumption of local fans thus they are incapable of
assessing the efficiency of strategies aimed at maintaining the
higher temperature at servers’ inlets. Such strategies enable
reducing the energy consumption of room cooling units,
whereas the energy consumption of local fans increases to
maintain the allowable temperature of CPUs at the cost of
increased rotation speed. In fact, due to the huge number of
local fans in the data centre, the energy cost of the higher fan
rotation speed can eventually surpass the savings of reducing
CRAC units’ power consumption. In this work, we propose
a toolbox applicable for evaluating the strategies related to
performance and power consumption of local fans.

Summarising all the previous discussion, this work
suggests a novel modelling toolbox which enables building
models of data centres of any scale and configuration with
relative ease. The models are intended to predict the thermal
behaviour and energy consumption for different levels of data
centre complexity, from a single server to server room. The
modular toolbox is implemented as a kit of Simulink blocks,
modelling individual components of a typical data centre and
exhibiting the properties of extensibility, reusability, encap-
sulation, parameters adjustability, and dynamical behaviour.
The toolbox also provides a technique to adjust blocks param-
eters, which cannot be selected using only specifications.
For a specific data centre, the model is capable to be used
to examine different control and maintenance strategies of
the datacentre. Before use, the model needs to be tuned by
adjustment of parameters based on real data from the data
centre. The model is also applicable for evaluating the control
and maintenance strategies with relation to local fans and
their performance, fault prediction and power consumption.
To the best of the authors’ knowledge, no other modelling
tool provides all the above-listed capabilities for modelling
data centres.

llIl. TOOLBOX DESCRIPTION

This section presents the description of the proposed toolbox
for creating models of data centres of any configuration. The
toolbox is based on the modularity principle and incorporates
the Simulink blocks divided into two groups. The first group
includes building blocks representing individual components
of a typical data centre such as CPUs and local fans to build
server level models, as well cooling blocks and humidifiers to
construct models of data centre cooling systems. The second
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group includes supporting blocks calculating the environ-
mental conditions inside the data centre such as air temper-
ature, airflow and relative humidity. And finally, the toolbox
provides procedures which use building blocks for construct-
ing models of data centres of different configurations in a
relatively easy way. The procedures implemented as Matlab
scripts build models of data centre components of different
levels from server to the server room. They take as input
the information about component configuration, for example,
type and number of CPUs and local fans building-up a server
or type and number of servers in a rack or type and number
of racks and cooling units constituting the server room.

A. BUILDING BLOCKS

1) CPU

The CPU block models power consumption and thermal
behaviour of a real processor unit. At each simulation time
point, the block calculates CPU power consumption, CPU
temperature, and amount of heat generated by the CPU.
These three values determine the outputs of the CPU block.
To motivate its inputs and internal parameters, it is neces-
sary to describe the internal equations estimating the block
outputs.

The first internal equation of the CPU block calculates its
power consumption. The change in the CPU’s power con-
sumption has a direct impact on change its temperature and
generated heat. According to [20] [31], the linear function of
the CPU utilization shown in (1) calculates the CPU’s power
consumption close to its real values.

Pcpu = Pidie + (Pmax — Piate) Util (1)

Equation (1) shows that the block needs input port setting
the CPU utilization (Util), and two internal parameters one
for the peak power consumption (P, ), and another for the
power consumption in idle mode (P;g,).

According to [20], [31], the CPU thermal evolution can
be modelled using (2). To calculate the CPU temperature,
standard Simulink block Integrator uses derivative presented
in (2), and as the second input, the Integrator block takes
the value of the CPU temperature at the starting point of the
simulation. Therefore, the initial CPU temperature (Tcpy (0))
is one more internal parameter of the CPU block.

Pcry — Il-g (Tcru — Tin)

@)

Tepy =
Ccpru

Here, the value of the current power consumption (Pcpy)
is calculated inside the block using (1), and the CPU temper-
ature (Tcpy) is the value of the temperature at previous time
point. The thermal resistance of the CPU (R) is calculated
inside the block using (3). The heat capacity of the CPU
(Ccpy) is an internal parameter of the CPU block. And
finally, equation (2) shows that the block needs one more
input port for the inlet temperature (7j,).

The equation (3) adapted from [20] models the thermal
resistance of the CPU. Where the constants C; and C, depend
on the properties of the airflow and the CPU package; the
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parameter k depends on the level of turbulence in the air-
flow [20]. The equation (3) also shows that the block needs
an input port for the volumetric airflow rate through the
CPU (CFM).
Ci
R= RV +C 3)

The CPU block contains an internal block for calculating
the thermal resistance using (3). The parameters k, C1, and Cy
are determined in experiments with this internal block using
the data about thermal resistance from [20].

Finally, the third output which is the heat amount generated
by the CPU is calculated using (4).

Q =0Cp 'fkg “(Tour — Tin) 4

where

1 1 1 1

Tour = (1 o Fa R) Tin + o Jo R Tcry  (5)

Equations (4) and (5) show that the block needs two values:
the air heat capacity (c,) and the rate of air masses mov-
ing (fig). The second value can be found by converting the
volumetric airflow rate (CFM) from cubic feet per minutes
into kilograms per second. However, before converting the
CFM value, it should be corrected to determine how much of
the airflow from the local fans reach the CPU, therefore one
more internal parameter of the CPU block is the correction
factor (kCFM). In real cases, this value is less than 1 and we
apply it to CFM value at the block input before converting it
into the kilograms per second. The air heat capacity (cp) is set
as the constant parameter of the block.

The toolbox also provides the auxiliary file containing sets
of parameters for different CPU types. At data centre model
design, each CPU block added to the model either leave the
default values of parameters or set up them from the file.

2) LOCAL FAN
The Local Fan block allows modelling the behaviour of the
fans which are attached to the servers and responsible for
cooling the processors. The block calculates two outputs: the
local fan power consumption, and its airflow rate measured in
cubic feet per minute (CFM). The rate of airflow of the local
fan enters the input port of the corresponding CPU block and
helps to calculate the CPU thermal behaviour. To motivate
inputs, and internal parameters of the block, it is necessary to
describe its internal equations.

The estimation of the local fan power consumption and its
airflow rate are based on the well-known fan affinity laws
depicted in (6) and (7):

RPM \°
P = Py - (m) (6)
CFM = CFM,, - <ﬂ) %)
RPM y,4x

Equations (6) and (7) show that the block needs the current
local fan speed measured in rotation per minutes (RPM)
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as input. Also, it needs three internal parameters: the maxi-
mum local fan power consumption (P, ), the second one is
the maximum local fan speed (RPM,,4y), and the maximum
rate of airflow (CFM,,y).

The toolbox also provides the auxiliary file containing sets
of parameters for different local fan types. At data centre
model design, each local fan block added to the model either
leave the default values of parameters or set up them from
the file.

3) COOLING

The blocks described in this subsection represent models of
cooling units utilised in server rooms of data centres. As in
this work, we deal with air-cooling in data centres, the cooling
blocks simulate devices which ensure the supply of cold air
into the data centre. Most such devices use fans to supply
cold air and vary in sources of the cold air, for example,
free-cooling systems utilise ambient air, whereas, some other
systems use air chilled by the liquid refrigerant. The cool-
ing block identifies the number and parameters of fans to
calculate the power consumption of the respective cooling
device, as well uses temperature of cold air to estimate the
chill amount supplied into the server room. Also, the cooling
block calculates the airflow rate measured in cubic meters
per second.

The toolbox contains two cooling blocks, namely Global
Fan block and SEE Cooler block. The first one models a big
fan ensuring the supply of outside air into the server room.
It calculates the power consumption of the global fan using
the well-known fan affinity law (6) and the amount of chill
supplied by a global fan into the server room using (4). In this
equation, Tj, is the temperature of outside air, and T, is the
air temperature in the server room. The second block models
the behaviour of real coolers: SEE Cooler HDZ using in the
SICS ICE data centre. It calculates the power consumption
using (6) because the main energy consumers in the SEE
Cooler are fans. The block uses (4) to estimate the amount of
chill supplied by coolers into the room. In this equation, Ty,
is the air temperature in the server room, and T, is the coolant
temperature. Both blocks utilise equation (7) to estimate the
airflow rate measured in cubic feet per minute (CFM), and
then they convert CFM in cubic meters per second.

The toolbox also provides the auxiliary file containing sets
of parameters for different global fan types. At data centre
model design, each global fan block added to the model either
leave the default values of parameters or set up them from
the file.

4) HUMIDIFIER

Maintaining the humidity inside data centres within reason-
able limits is vital because too low values can lead to the
accumulation of static electricity, whereas too high humidity
can cause corrosion or even short circuit [36]. Therefore, data
centres utilise humidifiers to control inside air moisture. The
toolbox provides the Humidifier block, which models the air
washer system. Such systems use a veil of water droplets or
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wetted surface to cool and humidify the air passing through
them as a result of heat and mass exchange between air and
water [37], [38]. The Humidifier block models the power
consumption of humidifier, the temperature of the air at the
air washer outlet and its moisture content which is the ratio
of the mass of water containing in the air to the mass of dry
air, wherein the water is evaporated [37].

At calculating the power consumption, we assume that the
main power consumer in the humidifier is a pump, and it
runs at a constant power which is set as the Humidifier block
parameter based on the technical specifications.

To calculate the temperature of the humidifier outlet air and
its moisture content, we have used the equations (8) and (9)
respectively, adopted from [38].

Tour = Tin +1n- (T — Tin) (8)

Wour = Win +1 - (Wyy — Wip) 9

Here humidifying efficiency of the air washer () and the
water droplets temperature (7,,) are set as the block param-
eters, their values can be set in accordance with specifica-
tion of the selected device. The moisture content of water
droplets (wy,) corresponds to 100% relative humidity. Also,
equations (8) and (9) demonstrate that the Humidifier block
needs following inputs: the temperature of the humidifier
inlet air (Tj,), and its moisture content (w;;,). The humidifier
takes the outside air thus its conditions are inputs to the block.
As far as moisture content is concerned, it is not often possible
to find information about it, and it is much easier to obtain
information about the relative humidity of the air (RH%).
Equations (10)-(12) adopted from [37] enable estimating
the moisture content (w) in the air based on its relative
humidity.

Py

RH = —¥ 100 (10)
Psar

1500.3+23.5-T
Psar = e 34T (11)
P
w=062. —V _ (12)
Patm + PV

The equation (12) shows that block needs value of the
atmospheric pressure as a parameter.

The toolbox also provides the auxiliary file containing sets
of parameters for different air washer types. At data centre
model design, each Humidifier block added to the model
either leave the default values of parameters or set up them
from the file.

5) TOOLBOX EXTENSION

The toolbox can be extended with new blocks. That means if it
is necessary to model a new component of a data centre such
as RAM card, hard drive or some specific type of servers,
the Simulink block can be created and added to the toolbox.
To be an adequate representative of the modelled component,
the block should calculate the energy consumption, the tem-
perature and the amount of heat generated by the component.
Thus, at creation of the block, the first thing is to determine
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its equations and inner parameters. For this purpose, it is nec-
essary to investigate the technical specification of modelled
components, the parameters also can be adjusted using the
real data. The second thing is to construct those equations
using the standard Simulink blocks and then encapsulate
them into the block. When the block is ready, it can be added
to the toolbox.

B. BLOCKS MODELLING CONDITIONS

INSIDE DATA CENTRES

1) TEMPERATURE

This subsection describes the Temperature block evaluating
the air temperature inside a server room. At each simulation
time point, the block calculates the air temperature in a spe-
cific area inside the server room, for example, at rack inlet
or outlet, as well as, at cooler inlet and outlet, and provides
those temperature values to control or maintenance system.
To describe thermal evolution, we use (13).

1 n to+At .
(Z._ kR,i/ ORack.i (1) dt
cp-m i=1 P

0
- Z;l kC,i/

to+At
fo

Tair = TO +

QCooler,i (t) dt) (13)

This equation demonstrates that the block requires input
ports establishing the amount of heat supplied by racks
(where n is the number of racks) and the amount of chill
supplied by coolers (where ¢ is the number of coolers).
The heat capacity (c,) and air mass (/m) are the constant
parameters of the block. The initial air temperature (7) is the
internal parameter which depends on initial conditions in the
server room.

In equation (13), the coefficients at integrals in the first and
the second sums (kg ;, i = 1,...,n)and (kc;, i =1,...,¢)
determine the degrees of influence of heat supplied by racks
and chill provided by coolers, respectively. These coefficients
are internal parameters of the block and they depend on the
location of the area where temperature is calculated. For
example, the temperature at the inlet of a specific rack is
more susceptible to the influence of heat provided by the
next racks than by more distant racks. It is possible to assign
the values of the coefficients from theoretical reasoning or
adjust them based on real data. The toolbox provides the
procedure for such coefficients’ adjustment when the data of
air temperature in the real server room are available.

2) HUMIDITY

The block described in this subsection evaluates the relative
humidity and dew point temperature inside a server room.
Dew point temperature is the temperature at which the water
vapour changes into liquid (condensation). Relative humid-
ity and dew point temperature are important properties of
air inside the server room. ASHRAE (American Society of
Heating, Refrigerating and Air-Conditioning Engineers)
takes them in account specifying recommended and allow-
able operational ranges of air conditions [39]. At each
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simulation time point, the block calculates the relative humid-
ity and dew point temperature in a specific area inside the
server room and provides those values to control or mainte-
nance system.

To estimate the relative humidity in a specific area of the
server room, the block uses equation (10). This equation
together with equations (11) and (12) show that the block
requires input ports for the moisture content (w) and tempera-
ture (T') in the corresponding area. The block uses calculated
relative humidity to estimate dew point temperature utilizing
approximate equation (14) adopted from [37].

B 4030 (T + 235)
T 4030 — (T + 235) - In (RH /100)

Tpp —235 (14)

3) AIRFLOW

This subsection describes the block evaluating the airflow in
a specific area of the server room. It utilises equation (15)
which takes airflow rates (f,;3/5,;) from all cooling blocks
supplying air into the analysed area and summates them.

C
Zi:l ki 'fm3/s,i
S

In the equation, C is the number of coolers affecting the
airflow, coefficients k; (i = 1, ..., C) determine the degrees
of influence of the coolers, and S is the square area through
which the airflow passes. The coefficients k; are internal
parameters of the block and they depend on the location of the
area where the airflow is calculated. It is possible to assign the
values of the coefficients from theoretical reasoning or adjust
them based on real data. The toolbox provides the procedure
for such coefficients’ adjustment when the data of the airflow
in the real server room are available.

Jmys = (15)

C. CONSTRUCTORS

1) THE SERVER BLOCK CONSTRUCTOR

A typical server comprises processor units, hard drives, RAM
cards, and local fans for cooling. This work neglects hard
drives and RAM cards hence the Server block is constructed
from CPU blocks and Local Fan blocks. Servers often differ
from one data centre to another thus we suggest a constructor
block instead of a particular server block. The Server con-
structor builds the Server block based on information about
the number of CPUs and local fans comprising the server and
their types. To design the Server block, the constructor utilises
parameter files specifying the parameters of CPU and Local
Fan blocks, according to the selected types. The constructed
Server block can be added to the Toolbox for further use.
For example, the Toolbox already contains a Server block
modelling the server consisting of two CPUs and six local
fans, such kind of servers are utilised in Module 1 of the SICS
ICE data centre.

The Server block calculates the total power consumption of
all local fans and CPUs forming the modelled server, the tem-
perature of each CPU, and the heat amount generated by the
server. The block calculates output values at each simulation
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time point under their input values. The Server block inputs
are the workload of all its CPUs, rotational speeds of all server
local fans, and the air temperature at the inlet to the server.

2) THE RACK CONSTRUCTOR

In data centres, servers are mounted in racks. Therefore,
in our model, rack is a common modelling element. We intro-
duce the Rack block as a container for Server blocks. Its
main aim is to organise all the Server blocks forming the
rack in the same model location and configure the input
data for the Server blocks. Such Server block inputs as
CPUs workload and local fans rotational speed are specific
for each server in the rack and depend on operating modes
of the servers determined by the model user. On the other
hand, the temperature at the server inlet is calculated during
the modelling and depending on the level of detail some
groups of the servers can obtain the same inlet temperature
value.

The Rack block allows separating the servers on different
groups depending on their location inside the rack such that
all servers in one group obtain the same inlet temperature
value. Thus, the Rack block constructor needs a number of
such groups, named zones, as well as a number and types
of servers in each zone as input values. The constructed
Rack block can be added to the Toolbox for further use. For
example, the Toolbox already contains Rack block modelling
the rack comprising three zones with 6 servers in each zone.
The similar zoning is used in Module 1 of the SICS ICE data
centre, its sensors in front of racks measure the temperature
at the inlet to servers in three different levels: top, middle,
bottom. The system of sensors collects the real-time data from
the module to verify the model.

3) THE SERVER ROOM CONSTRUCTOR

This work considers a typical server room as a group of server
racks and a set of cooling units. In this work, we deal also
with the cold/hot aisles layout [16]. In such a layout, the racks
form rows which localise the cold and hot aisles. The coolers
supply cold air to the front of racks in each row (a cold aisle),
and the racks exhaust the hot air from the backside into the
space between rows (a hot aisle), which isolates the hot air
from other spaces of the server room and supplies heat to
coolers’ return ducts. Understanding the airflow management
model is very important because when modelling such a
system, it is necessary to consider the distribution of hot and
cold air masses within the server room and calculate the air
temperature separately for cold and hot aisles.

The intention of the Server Room model is simulation of
thermal behaviour inside the modelled server room and power
consumption of the server room and its separate components.
Thus, the Server Room model constructor needs the number
of rack rows, the number and types of racks in each row,
as well as, the number and types of coolers corresponding to
each rack row or group of rack rows as input values. Besides
rack rows and sets of coolers, the Server Room model com-
prises environmental blocks calculating the air temperature
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and humidity, as well airflow at inlet and outlet of each rack.
For example, this work contains the model for server room
consisting of ten server racks organised into two rows, each
row provided with two cooling devices. Such a configuration
corresponds to Module 1 of the SICS ICE facility. Later,
section III describes the Module 1 configuration and its model
in detail.

IV. TOOLBOX VERIFICATION

To test and evaluate the reliability of described earlier simu-
lation toolbox, we use it to create a model of the data centre
and then compared model behaviour with the real system. The
verification process has passed through the following steps.
The first one is selecting the testbed and development of its
model using blocks and constructors of the toolbox. The sec-
ond step is collecting data from the testbed and theirprepa-
ration to be used by the model, and configuring the model
with consistency to the data namely setting necessary data
from the testbed as inputs for the model, setting the period of
simulation in accordance with the period in data, and defining
the data for comparing with model results. The last step is
running the model and comparing the model results with real
data. This section describes each one of the abovementioned
steps in detail.

A. MODELLING THE TESTBED

The testbed used in this work is a testing and experimen-
tation facility named SICS ICE (Infrastructure and Cloud
data centre test Environment). The SICS ICE is a data centre
envisioned for different research projects and established by
SICS Swedish ICT in partnership with Lulea University of
Technology and it is located in Luled, Sweden [26]. In this
study, we focus on the simulation of Module 1 of the SICS
ICE facility [40] which is demonstrated in FIGURE 1.

As shown in FIGURE 1 (a), the module is a 5 mx6.5 m
room, consists of 10 server racks (Rack 1-10), and 4 cooling
devices (SEE Cooler 1-4). The racks assemble the computa-
tional capabilities of Module 1, each rack contains 18 servers
each of them equipped with four 4TB 7200rpm hard drives,
256GB RAM, two Intel Xeon E5-2620 v3 2.4GHz CPUs and
six Delta PFR 60 x 60 local fans [40]. In terms of modelling
of thermal behaviour and energy consumption, we use only
models of CPUs and local fans as components of server
model. In Module 1, racks form two rows of five racks in
each, a view of one row is shown in FIGURE 1 (b). Four
SEE Coolers HDZ-2 are distributed to supply cold air so
that each row of racks is cooled by two coolers as shown in
FIGURE 1 (a).

Module 1 provides a system of sensors and meters measur-
ing air conditions and collecting the real-time data applicable
for verification of data centre models. First, the temperature
and humidity sensor kits Raritan DX2-T3H1 contain three
temperature sensors, and the middle sensor is also measuring
humidity [40]. They are placed at three different heights in
front and rear of all rack cabinets measuring the tempera-
ture at their inlets and outlets in three different levels: top,
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(b) A view of one row of server racks in Module 1

FIGURE 1. A view of Module 1 of the SICS ICE facility.

middle and bottom. Humidity sensors are installed at the
middle height, both in front and rear of the rack, and measure
relative and absolute humidity at racks inlets and outlets.
From datasheet the sensors can measure temperature in the
range 20°C to 70°C with accuracy +/— 0.5°C and humidity
in the range 0% RH to 100% RH with accuracy +/— 2.5%.
Besides that, each rack provides Raritan DPX-AF1 sensor
measuring the airflow rate at the middle height of each rack
inlet [40]. Data from all the environmental sensors are col-
lected twice a minute (i.e. sampled at 30 s). The energy con-
sumption of racks is measured by vertical Power Distribution
Units (Schleifenbauer hPDU) [40], at 300 seconds sampling
interval.

To construct the model of Module 1 based on its real layout
shown in FIGURE 1 (a), the Server Room constructor embeds
2 rows of 5 Rack blocks into the model. For each row, the
constructor also adds to the model 2 SEE Cooler blocks sup-
plying chill to the row. For each rack, the constructor embeds
into the model two environment blocks, the first one estimates
air temperature, humidity and airflow at the inlet to the rack,
and the second one evaluates air temperature, humidity and
airflow at the outlet of the rack. These environmental blocks
model the system of sensors in Module 1. Each Rack block
in the model comprises 18 Server blocks organised into three
zones (bottom, middle, and top), of 6 Server blocks in each
zone. So we have built the model of Module 1.
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B. DATA COLLECTION AND PREPARATION

To find out what data are required to verify the server room
model, it is worthwhile to examine the input and output ports
of the main blocks forming the model. To simulate Modulel,
the corresponding data from the real plant must be available
in input ports of its main blocks by the time of the simulation.
Using these input data, the model generates output data,
which have to be compared with the corresponding data from
the real plant in the same period. So, the model requires input
data for simulation and output data for comparison purposes.

The input ports of the Server block determine the data
required for simulating the whole IT-system. As mentioned
earlier, the Server block has three input ports, namely, CPUs
utilization, local fans speed, and the temperature at the server
inlet. Therefore, to simulate the IT-system of Module 1,
we have collected data about utilisation reported by all CPUs
in the server room, the rotation speed of all local fans reported
by servers, and temperature at all racks inlets measured by
sensors described in the previous subsection. All these data
are collected at 30 seconds of the sampling interval. The
gathered data were converted into separate Matlab time series
objects saved as MAT files, and each server block obtained
as inputs the corresponding MAT files: 2 files with CPU
utilisations as each server comprises two CPUs; 6 files with
rotation speeds of local fans as each server contains six local
fans; 1 file with air temperature at the server inlet, this file is
the same for all servers in a specific zone of the rack. These
files set the simulation of the IT system.

Using the input data, the Server block generates outputs
which determine what real data are required for comparison
purpose. The data are the CPUs temperature and server power
consumption. Therefore, for comparison purpose, we have
collected data about the temperature reported by all CPUs in
the server room at each 30 seconds, and energy consump-
tion of all racks measured by PDUs described in previous
subsection. After the simulation, the model results can be
compared with real data. For each rack, real data about the
energy consumption of only the whole rack are available,
therefore it is necessary to sum modelled energy consumption
of all servers comprising the rack. Thus, for the IT system,
the temperature of all CPUs and the energy consumption of all
racks can be compared with real data to estimate the accuracy
of modelling results.

Similar to the IT-system, model of the cooling system
requires input data for simulation and output data for com-
parison purposes. Since the main component of the cooling
system is the SEE Cooler block, its input ports determine the
required input data. As mentioned earlier, the SEE Cooler
block has three input ports the percentage of the maximum
fans’ speed, the coolant temperature, and the air tempera-
ture at the cooler inlet. To simulate the cooling system of
Module 1, we have collected data about utilisation (percent-
age of maximum rotational speed) reported by all coolers
in the server room. The gathered data were converted into
separate Matlab time series objects saved as MAT files, and
each Cooler block obtained as its first input the corresponding
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MAT file. The coolant temperature is a constant value, it is
equal to 18 °C for the testbed. The third input of Cooler block
is calculated by the model for each time point.

The output ports of the Cooler block determine what real
data we need for comparison purpose. So, we have collected
data about the energy consumption of all coolers measured
by the SEE Cooling units with a granularity of 10W sampled
at 60 seconds, so that after the simulation, the model results
can be compared with real data to estimate the accuracy
of modelling. The second output which is the chill amount
ejected by cooler into the server room is verified indirectly
by applying it to the calculation of air temperature inside the
server room in environmental blocks.

The environmental blocks use as inputs the values calcu-
lated by other blocks of the model and estimate the air temper-
ature, its related humidity and airflow at inlets and outlets of
racks. For comparison purpose, we have collected data about
the air temperature, relative humidity and airflow at inlets and
outlets of all racks in Module 1. Data about temperature were
gathered for three rack zones: bottom, middle, and top, as the
temperature sensors are located in such a manner. Humidity
and airflow were measured only at middle rack zones. After
the simulation, the model results can be compared with real
data to estimate the model accuracy.

C. COMPARING SIMULATION RESULTS

AND REAL DATA

The final step in model verification is to compare the results
of the simulation and the data measured in the real server
room. The outputs of the simulation fall into two categories:
thermal and energy outputs. The thermal outputs represent the
values for the temperature of CPUs as well the air temperature
in cold and hot aisles. The energy outputs represent the values
of energy consumption of racks and coolers. The modelling
results for later comparing are formed by the running two
models. The first one simulates the IT-system of Module 1
separately so that all its input ports such as the utilisation of
all CPUgs, rotation speed of all local fans, and air temperature
at inlets of all racks are set to the corresponding real data.
The second model simulates the entire Module 1 with a
focus on thermal behaviour inside the server room namely
air temperature in cold and hot aisles. This model comprises
models of all racks in the server room and models of all
coolers. It takes real data of all CPUs utilisation, all local
fans rotational speed, and all coolers utilisation as inputs. The
model calculates air temperature at inlets and outlets of all
racks. Later paragraphs in this subsection discuss results of
models runs at default values of all blocks parameters.

The run of the first model has generated data of temper-
ature evolution of all CPUs and energy consumption of all
racks in the server room. FIGURE 2 shows a comparison of
the modelled CPU temperature to corresponding real data.
As the model of Module 1 includes 360 CPU blocks, it is
impractical to demonstrate results for all CPUs. To sim-
plify the results representation, the mean of absolute values
of differences between model and real temperature values
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FIGURE 2. Comparison of modelled and real CPUs temperature.

is calculated for each CPU. FIGURE 2 demonstrates two
extreme cases: FIGURE 2 (a) shows a comparison of tem-
perature evolution for CPU with a maximum mean the gap
between model results and real data; FIGURE 2 (b) shows a
comparison of temperature evolution for CPU with a mini-
mum mean the gap.

Both the graphs demonstrate the similar trends in modelled
CPU temperature and real values, however, FIGURE 2 (a)
has a significant gap between two curves, whereas in
FIGURE 2 (b) the gap is quite small. It can be explained
by differences in the airflow organisation over the different
CPUs. As mentioned earlier, the CPU block has a parame-
ter (kCFM) determining how much of the airflow from the
corresponding local fans reaches the CPU. This parameter
depends on the server arrangement, its configuration, as well,
on some other factors including also the back pressure of the
server. In the performed simulation, the k<CFM = 1 for all
CPU blocks, that is, the whole airflow achieves the CPUs. The
analysis shows that all CPUs in the model tend to be colder
than real CPUs at the same input values, hence, the values
of kCFM are overestimated and it is necessary to adjust it for
each CPU individually. Next section discusses the adjustment
of the parameter kCFM for all CPU blocks integrated into
the model.

Concerning rack energy modelling, after comparing the
energy outputs of the first run of the model with real data,
it is possible to conclude that the model of a rack dependably
estimates its energy consumption. FIGURE 3 (a) shows a
comparison of the modelled Rack energy consumption to
corresponding real data. The figure presents the results of
Rack which has a maximum mean gap between modelled and
real data of all racks. The graph demonstrates that modelled
energy consumption less than real, and it is true for all racks,
that because of the model considers only the power consump-
tion of CPUs and local fans, ignoring the rest equipment of
servers.

The run of the second model has generated data of
air temperature evolution at inlets and outlets of all racks
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(a) Air temperature at Rack inlet, top level
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FIGURE 4. Comparison of modelled and real air temperature in the cold
aisle of the server room.

and energy consumption of all coolers in the server room.
FIGURE 3 (b) demonstrates a comparison of modelled total
energy consumption of all coolers in the server room to
real data. The graph shows that the two curves are almost
the same and the mean gap is negligibly minor. Such accu-
racy of modelling can be explained by constructing the
Cooler block as a model of particular cooling device: SEE
Coolers HDZ-2.

Concerning air temperature modelling, after comparing
the rack inlet temperature outputs of the second run of the
model with real data, it is possible to conclude that the model
estimates the temperature at the rack inlets quite realistic.
FIGURE 4 demonstrates a comparison of the modelled inlet
temperature at all three levels of Rack 1 to correspond-
ing real data. Average gaps in all three pairs of graphs in
FIGURE 4 are less than one degree, however, each pair of
graphs has two areas with gaps of about or more two degrees.
Modelling results in those areas are lower than the actual data,
because of the model calculates the air temperature based
on (13), which considers only heat emitted by racks and chill
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(a) Air temperature at Rack outlet, top level
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FIGURE 5. Comparison of modelled and real air temperature in the hot
aisle of the server room.

supplied by coolers. Analysis the real data used as inputs
to the model indicates that coolers operate at approximately
constant performance during the whole simulation time while
all the racks have close to zero workloads during the time cor-
responding areas of big gaps between curves so they emit less
heat into the air and the model shows lower air temperatures
in these periods. The model uses a simplified formula for
calculating indoor temperature and does not consider all the
influencing factors, but even so, it shows fairly good results.

After comparing the rack outlet temperature outputs of
the second run of the model with real data, it is possible to
conclude that the model estimates the temperature at the rack
outlets quite realistic. FIGURE 5 demonstrates a comparison
of the modelled inlet temperature at all three levels of Rack 1
to corresponding real data. Average gaps in all three pairs of
graphs in FIGURE 5 are less than one degree, so the model
shows fairly good results.

At the end of the section, consider the simulation speed.
All models were run on CPU Intel(R) Core(TM) 17-7500U,
2.70GHz, 2 Core(s). The first model comprises ten Rack
blocks and calculates only IT system characteristics namely:
the energy consumption and the temperature of all 360 CPUs,
the energy consumption of all 1080 local fans, and the
amount of heat rejected by all 180 servers. The simulation
of 6 hours with a fixed-step size equal to 1 second took
around 300 seconds at normal simulation mode, and approxi-
mately 170 seconds at simulation mode with an accelerator in
Simulink. The second model is an extension of the first one,
in addition to 10 Rack blocks, it consists of 4 SEE Cooler
blocks and 10 Temperature blocks. Besides all characteristics
of racks, the model calculates the amount of chill produced
by all 4 coolers and their energy consumption. Also, each
Temperature block calculates the values of air temperature
near the corresponding rack: three values for inlet and three
for outlet temperature. The simulation of 6 hours with a
fixed-step size equal to 1 second took around 410 seconds
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at normal simulation mode, and approximately 190 seconds
at simulation mode using an accelerator.

V. TOOLBOX TUNING

A. ADJUSTING THE CPU BLOCK

As described in the previous section, the modelled temper-
ature of some CPUs shows a significant gap with the cor-
responding real data, and this gap can be reduced by the
adjustment of the CPU block parameter determining how
much of the airflow from the corresponding local fans reaches
the CPU. To adjust the parameter value, an optimization
method is used. This method utilises an existing MATLAB
function called fmincon, which finds the global minimum for
a constrained nonlinear multivariable function. The fmincon
function requires the so-called Cost Function, which esti-
mates the mean deviation among modelling results and real
values [41], [42]. To optimize the model, this work uses the
cost function (J) represented by (16).

m

1
J (kcrm) = o Zt:] (Tcpu .reat (1) — TepU model (t))2
(16)

In (16), Tcpu , real(t) is the real CPU temperature at time ¢,
TcPu .model (t) 1s the CPU temperature calculated by the model
at the same time ¢, and m is the number of timestamps. Thus,
the optimisation method minimises the mean of the squares of
the differences between the real temperature values and their
values generated by the model.

The fmincon function also requires initial values for
parameter, and its lower and upper bounds. The initial value
of the parameter is set to 1, and 0 < kcpy < 1.

This work uses an auxiliary model to calculate the cost
function which is constructed from one CPU block and cor-
responding Local Fan blocks. The model inputs are MAT-
files with real data about the CPU usage, the rotational
speed of corresponding local fans, and the temperature at
the inlet of the server. The total time of the simulation of
the auxiliary model is 6 hours (or 21600 seconds). At each
time point, the model calculates the CPU temperature and
the square of the difference between the calculated CPU
temperature and its real value received from corresponding
MAT-file. At the end of the simulation, the vector of the cal-
culated squares of differences is available to calculate the cost
function.

The parameter adjustment process goes throughout the
following steps. The first step is in the auxiliary model
preparation: (1) the initial value of kCFM parameter and
its lower and upper bounds are determined; (2) the MAT-
files with data about the CPU usage, the rotational speed of
corresponding local fans, and the temperature at the inlet of
the server are set as input values of the auxiliary model; (3)
the MAT-file with data about the real CPU temperature is set
as a sample for comparison with modelling results. The sec-
ond step is in running the fmincon function which runs the
auxiliary model with the current parameter to calculate the
cost function value, then generate new parameter value and
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FIGURE 6. Comparison of modelled and real CPU temperature after
optimisation.

reruns the auxiliary model until the global minimum for cost
function is found. The parameter value corresponding the
found minimum is considered the adjusted value.

B. RESULTS OF THE CPU BLOCKS’ ADJUSTMENT

We applied the procedure of parameters adjustment,
described in the previous subsection, to all CPU blocks in
the model of Module 1 of the SICS ICE data centre, and
after that we ran the model. FIGURE 6 demonstrates the
comparison of modelling data generated after the adjustment
of the CPU blocks parameters with real values of the tem-
peratures obtained from SICS ICE data centre. The graphs
clearly show that modelling results and real data are much
closer comparing to the results, which have been generated
before the adjustment. Since the maximum mean value of
the gap between CPUs temperatures calculated by the model
and obtained from the SICS ICE data centre is equal to
1.66 °C it can be concluded that the model calculates the
CPUs temperatures fairly reliable.

VI. CASE STUDIES

The previous sections describe the toolbox for the modelling
of data centres and present an example of the developed
model. Since the model generates data which are fairly simi-
lar to the real data, they can be used to examining different
cooling strategies on their energy-efficiency. This section
demonstrates the usage of the toolbox to construct models for
examining different cooling strategies.

One use case is in using the model of Module 1 of the SICS
ICE data centre to analyse the current cooling strategy and
search for a more energy-saving strategy. Just as a reminder,
Module 1 contains two rows of racks and each row is cooled
by two SEE Coolers. To reduce the energy consumption
of the SEE Coolers, the possible cooling strategy suggests
equalising loads of both coolers chilling the specific row of
racks. Currently, both SEE Coolers for each row use dif-
ferent fan speeds. In this new strategy, we equalise a load
of coolers by setting their speeds to the minimum speed
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FIGURE 7. Comparison of modelled and real CPU temperature after
optimisation.

amongst them. With this energy-saving assumption, we sim-
ulate the new strategy. Finally, we compared thermal
behaviours and energy consumption patterns of current and
new strategies.

FIGURE 7 (a) shows the comparison of the temperature
of the CPU with the highest temperature, which in this case
is CPU2-Server9-Rack, in the aforementioned strategies. The
red line in this diagram shows the maximum allowable CPU
temperature which is 70 0C. Also, FIGURE 7 (b) shows the
air temperature in the cold aisle for both strategies, and the red
line shows the maximum allowable air temperature, which
is 27 9C. FIGURE 7 (c) shows the energy consumption of
all SEE Coolers of Module 1 for both strategies. For the
12 hours of simulation time, the current strategy consumes
2.5 kWh, while the new strategy consumes 0.7857 kWh.
Therefore, the new strategy saves (2.5034-0.7857=) 1.7177
kWh. Thus, the percentage of energy-saving by the new in 12
hours is 68.6% which is a very considerable amount. And the
developed model shows the possibility to examine energy-
saving strategies.

More use cases using only particular model blocks from
our toolbox are provided in our previous works. For example,
in [18] and [19] a simple model of a server room was built
and several operational modes of local and global fans were
investigated. In [23] a model of a server room with two
cooling types was created. The modelled types of cooling
were the regular air-cooling and free-cooling with adiabatic
humidification. The model was used for exploring the role
of flexible humidity control in data centres for energy sav-
ing. In [43], the model of Module 1 helps to examine the
impact of the distribution of IT load between servers on
energy consumption of data centre cooling systems. In [44],
the model was used as a substitute for the real system to
generate dataset comprising records of both normal and fault
cases for further analysis and construction of a fault detection
system.
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VII. CONCLUSION
In this paper, we presented a modular toolbox for modeling
of arbitrary data centres. The toolbox comprises of Simulink
blocks which model individual components of a regular data
centre. Each block is a complete model of the correspond-
ing component encapsulating all parameters and equations
describing its behaviour. The system provides constructors
which have access to parameters of the blocks and can set
them to values corresponding to the type of modelled compo-
nent. Therefore, each block can model different types of com-
ponents. Also, each block interacts with other models only
via its inputs and outputs, so it is possible to modify the inner
implementation of the block without changing its functional-
ity. Thus, the system is extendable by adding the new modifi-
cations of existing blocks as well as by creating new blocks.
The modular modelling system contains constructors
which can build models of data centre systems of different
levels from server to the server room. These constructors take
as input the information about the system configuration, for
example, type and number of CPUs and local fans building-
up a server or type and number of servers in a rack or
type and number of racks and cooling units constituting the
server room. Using the server room constructor, we built the
model of Module 1 of SICS ICE data centre and compared
modelling results with actual data from the data centre. Com-
parison has shown similar trends in modelling results and
real data, however, the building blocks in the toolbox con-
tain internal parameters which cannot be selected using only
specifications. The system provides methods to adjust the
internal parameters of the building blocks. The comparison
of modelling results after adjusting with real data has shown
that the model constructed from the building blocks simulates
the SICS ICE Module 1 quite realistically. Once configured,
the model is ready to use as a substitute for the real data centre
for examining different control and maintenance strategies.
Thus, the article describes the modelling toolbox, presents
the created with its help model of the specific data centre,
and also shows the model adequacy. However, the presented
toolbox is more general and enables building models of data
centres of different configurations. If some components of the
data centres are not represented in the toolbox, their models
can be created and added to it. To provide relatively accurate
results, the models of new components should be verified.
The process of verification requires the data from the com-
ponent and comparing the modelling results with these data.
In some cases, the inner parameters of the model block are
not available from technical specifications or other sources,
therefore, the block requires the adjustment technique similar
to one described in Section V. Thus, the process of preparing
the new block adequately representing the data centre compo-
nent takes the following steps: determining the main purposes
of the block, creating the Simulink model which implements
the purposes, initial selection of parameters, collecting data
from areal device, comparing modelling results and real data,
performing adjustment of parameters, if necessary. And time
consumed by this process depends on the model equations
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complexity, number of inner parameters, availability of tech-
nical documentation and data from the modelled component,
and number of parameters needing the adjustment.
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