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Abstract

The prediction of the particle-size distribution (PSD) of the particulate systems in chemical engineering is very important in a variety of different contexts, such as parameter identification, troubleshooting, process control, design, product quality, production economics etc. The time evolution of the PSD can be evaluated by means of the population balance equation (PBE), which is a complex integro-differential equation, whose solution in practical cases always requires sophisticated numerical methods that may be computationally tedious. In this work, we propose a novel technique that tackles this issue by using an analytical time-stepping procedure (ATS) to resolve the PSD time dependency. The ATS is an explicit time integrator, taking advantage of the linear or almost linear time dependency of the discretized population balance equation. Thus, linear approximation of the source term is a precondition for the ATS simulations. The presented technique is compared with a standard variable step time integrator (MATLAB ODE15s stiff solver), for practical examples e.g. emulsion, ageing cellulose process, cooling crystallization, reactive dissolution, and liquid-liquid extraction. The results show that this advancing in time procedure is accurate for all tested practical examples, allowing reproducing the same results given by standard time integrators in a fraction of the computational time.
1 Introduction

Population Balance Model (PBM) is an important modelling framework for particulate systems. PBM is used to describe the evolution of the particle size distribution (PSD), accounting for particle behaviors, such as breakage, agglomeration, growth and nucleation. Typical applications of the PBM are, e.g., in dissolution, precipitation, cooling crystallization, polymerization, emulsion, gas-liquid and liquid-liquid separation and reaction processes, etc. (Zhao et al., 2018, 2012; Ma et al., 2008; Zhen et al., 2011; Becker et al., 2014; Buffo et al., 2012; Alopaeus, V., 2014; Nauha et al., 2018) The PSD in the so-called Population Balance Equation (PBE) is expressed as the number density $n(t, x; L)$ function with respect to the external (the spatial location, $x$ and time, $t$) and internal (particle properties, $L$, e.g., size or concentration) coordinates. Such definition leads to the following general expression for the PBE:

$$\frac{\partial n(t, x; L)}{\partial t} + \nabla \cdot (v(t, x; L)n(t, x; L)) + \nabla \cdot (\dot{R}(t, x; L)n(t, x; L)) = h(t, x; L) \quad (1)$$

where $v$ is the particle velocity, $\dot{R}$ is the time rate of change along the internal variable $L$ due to continuous processes (e.g., mass transfer), and $h(t, x; L)$ is the source term that describes the collisional phenomena in the particulate process.

The complexity of the source term in Eq. (1) determines the method adopted for the solution of the PBE. The method of characteristics can be adopted when the source term is constant or linear with respect to probability distribution function (PDF) (Courant & Hilbert, 1956; Rhee et al., 1986). When $h(t, x; L)$ is instead expressed as an integral function, which is the case when breakage and/or aggregation are considered, the PBE becomes a nonlinear
integro-partial differential equation, hence no general analytical solution is possible with the exception of a few very simplified cases. Lage (2002) and Patil (1998) presented non-closed Laplace transformation based analytical solution for PBE, when the total number density and coalescence kernel are constant. McCoy and Madras (2003) introduced a more general asymmetric solution for the systems where the rates of the breakage and agglomeration processes are not the same. Nevertheless, the solutions found with these methods are valid only for a very limited subset of possible breakage and aggregation models. Thus, these analytical solutions are not useful for real applications, but they are mainly used for validating numerical methods. For this reason, several numerical approaches are developed during the years to tackle very general PBE formulations.

These numerical approaches can be classified into different categories, such as, for instance, the method of moments (MOM) (McGraw, 1997; Marchisio et al., 2003a & 2003b; Alopaeus et al., 2006a; Buffo et al., 2012; Petitti et al., 2013; De Bona et al. 2016; Gao et al., 2016), the method of classes (MC) (i.e. sectional methods) (Alopaeus et al., 2006b; Kumar and Ramkrishna, 1997, 1996; Laakkonen et al., 2007; Dorao et al., 2006; Zhu et al., 2008; Kostoglou et al., 2004; Kostoglou, 2007; Kostoglou et al., 2009), Monte Carlo methods (MCM) (Smith et al., 1998; Zhao et al., 2007). Each approach has its pros and cons, i.e. when the knowledge of the shape of the PSD is of interest for the particular system under investigation, the MC are often used to solve the PBE. However, if the shape of the distribution is needed with very high precision, the computational costs can be excessive especially for the large and complex multiphase systems. The reduction of the computational time is often a top
priority, especially, for an online process control, parameter estimation, or coupled solution of the PBM within a Computational Fluid Dynamics (CFD) platform.

The MOM and MC are based on transformation of the integrals into their counterparts and the discretization of the hyperspace generated by all the possible values of the internal and external coordinates. Time integration in these approaches has been done with standard time integrators, e.g. ode15s of the Matlab software. Alternatively, in probability-based methods (MCM), time step size is sometimes connected to the given probabilities.

In this work, we propose a method for MC in which the system’s evolution in time is not followed by numerical integration of a system of ODEs, but by integrating the time dependent discretized PBE analytically and advancing in time in relatively long discrete intervals. Via a number of practical examples, it will be shown that the present method can be applied to a broad range of problems: five practical tests cases taken from the literature are considered, i.e., the emulsification (Becker et al., 2014), ageing cellulose process (Ahmad et al., 2015), cooling crystallization (Choong and Smith, 2004), reactive dissolution (Zhao et al., 2018), and liquid-liquid extraction (Buffo et al., 2016). Although these examples are totally distinct from each other, the source terms in PBE have fundamentally different nature: in the four first cases aggregation of particles can be neglected. Two first cases are rather simple, where the source term is also time invariant. Thus, there is an analytical solution if the MC is used. Third and fourth cases contain various time invariances which require special attention during time integration. The fifth case contains nonlinear source term (agglomeration). Properties of the five test cases are summarized in Table 1.
Table 1 List of the different practical test cases and physical phenomena considered. The time dependency and linearity of the source terms with respect to particle size of these cases are presented.

<table>
<thead>
<tr>
<th>Process</th>
<th>Breakage</th>
<th>Agglomeration</th>
<th>Growth</th>
<th>Nucleation</th>
<th>Chemical reaction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1 Ageing cellulose</td>
<td>Yes (Time invariant and linear)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Case 2 Emulsion</td>
<td>Yes (Time invariant and linear)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Case 3 Cooling crystallization</td>
<td>Yes (Time invariant and linear)</td>
<td>-</td>
<td>Yes (Time dependent and linear)</td>
<td>Yes (Time dependent and linear)</td>
<td>-</td>
</tr>
<tr>
<td>Case 4 Reactive dissolution</td>
<td>Yes (Time invariant and linear)</td>
<td>-</td>
<td>Yes (Time dependent and linear)</td>
<td>-</td>
<td>Yes (Time dependent and linear)</td>
</tr>
<tr>
<td>Case 5 Liquid-liquid extraction</td>
<td>Yes (Time invariant and non-linear)</td>
<td>Yes (Time invariant and linear)</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Nevertheless, where the source term in the PBE contains growth or nucleation terms, that are inherently time dependent, it is not possible anymore to apply the analytical formula. This technique is based on the simple idea of discretizing of the time space in intervals, in order to allow the solver to update the time dependent source term of the PBE at each discrete time, while the PBE is solved consecutively in each discrete time interval using the analytical formula. In this way, the time dependent source term in the PBE is evaluated before every time iteration and considered constant within time iteration. Therefore, the
ATS can be seen as an explicit time integrator for PBE, when a MC is used. The goal of the ATS is to increase the computational speed by using much longer time steps in time integration compared to the state of art methods i.e. the Gear's method (ode15s stiff solver of Matlab). The batch cooling crystallization (Choong and Smith, 2004) and reactive dissolution (Zhao et al., 2018) presented in table 1, containing the time dependent growth and nucleation processes, are selected as practical cases to assess the performance of the ATS.

The only inherently non-linear term in the population balance equation is aggregation (coalescence) due to its second-order nature. Aggregation is hence non-linear even in the cases where the aggregation rate function would be constant. In order to make the proposed method (ATS) more universal, in chapter 2.1 the aggregation term is linearized with respect to particle size. Liquid-Liquid extraction process (Buffo et al., 2016) was in this case chosen as a practical test case. Correspondingly, the effect of the linearization on the ATS results is studied.

The practical test cases of the proposed method are based on one main assumption: homogeneous (well-mixed) condition with no spatial external variable dependency, namely the only external coordinate of the PBE is the time. This assumption is performed to simplify the solution of the problem without limiting the applicability of the method. The results, presented in the in chapter 4, from the comparison of the ATS and the state of art Gear’s numerical time integrator introduced by Gear (1969), are showing that our method (ATS) is robust, accurate and fasts in broad practical chemical engineering applications.
2 Method

A generic PBE for a homogeneous (well-mixed) system with particle size as the only internal variable can be written as follows:

\[
\frac{d(n(t,L))}{dt} = \int_{L}^{\infty} \beta(L, \lambda) g(\lambda) n(t, \lambda) d\lambda \\
+ \frac{L^2}{2} \int_{0}^{L} F((L^3 - \lambda^3)^{\frac{1}{3}}, \lambda) n(t, (L^3 - \lambda^3)^{\frac{1}{3}}) n(t, \lambda) (L^3 - \lambda^3)^{\frac{2}{3}} d\lambda - g(t, L)n(t, L) \tag{2}
\]

\[
- n(t, L) \int_{0}^{\infty} F(L, \lambda) n(t, \lambda) d\lambda + \frac{\partial(G(t, L)n(t, L))}{\partial L} + B_0(t, L)
\]

The meaning of each term in order from the left are: the variation of PSD with time, birth by breakage, birth by agglomeration, death by breakage, death by agglomeration, growth and primary nucleation.

By dividing the number density function into different categories (classes), it is possible to derive a discrete balance equation (Eq. (4)) for the number density of particles belonging to each category. Particle number density in category \(i\) is defined as follows:

\[
Y_i = \int_{L_-}^{L_+} n(t, L) dL, \tag{3}
\]

where \(Y_i\) represents the number of all the particle sizes belonging to the \(i\)-th category per unit volume and \(L_-\) and \(L_+\) are the lower and upper bounds of \(i\)-th size category. Thus, by applying the CM of Alopaeus et. al. (2006b), the fully discretized PBE to the continuous equation (2) can be written as
\[
\frac{\partial Y_i}{\partial t} = \sum_{j=1}^{NC} \beta(L_i, L_j)g(L_j)Y_j - g(L_i)Y_i \\
+ \sum_{k=1}^{NC} \sum_{j=1}^{NC} \chi(L_i, L_j, L_k)F(L_j, L_k)Y_j Y_k - \sum_{j=1}^{NC} F(L_i, L_j)Y_j \\
+ \sum_{j=1}^{NC} \frac{\xi(L_i, L_j)}{\Delta L_j}G(L_j)Y_j + \psi(L_i)\Delta L_i,
\]

where \(\beta(L_i, L_j)\) is a term that indicates the breakage of particle from category \(L_j\) to category \(L_i\); \(g(L_i)\) is the breakage frequency; \(\xi(L_i, L_j)\) is the growth term that counts the number of particles with size \(L_i\) after their growth from size \(L_j\); \(G(L_j)\) is the growth rate; \(\psi(L_i)\) is the distribution of primary nucleation. The terms \(\beta(L_i, L_j), \chi(L_i, L_j, L_k), F(L_j, L_k)\) and \(\xi(L_i, L_j)\) are referred as “tables”, whose definition can be found elsewhere (Alopaeus et. al., 2006b): it is useful to mention that these terms do not depend on any physical parameter of the investigated problem, but only on the particular discretization scheme applied and on the choice of the particular set of moment to be preserved.

### 2.1 Analytical time stepping method

We start the derivation of the analytical time stepping method by looking at the linear terms in Eq. (4), i.e. those describing breakage, growth and primary nucleation. At this point, terms describing agglomeration (third and fourth on the right-hand side of Eq. 4) are neglected. Later, we will continue the method development also for agglomeration processes.
With the linear terms only, the following discretized form for the PBE results in:

\[
\frac{\partial Y_i}{\partial t} = \sum_{j=1}^{NC} \beta_i \beta(L_i, L_j) g(L_j) Y_j - g(L_i) Y_i + \sum_{j=1}^{NC} \frac{\xi_i \Delta L_j}{L_j} G(L_j) Y_j + \psi(L_i) \Delta L_i \tag{5}
\]

This can be expressed in a simple matrix form as:

\[
\dot{Y} = HY + b, \tag{6}
\]

where the matrix \( H \) contains the breakage and the growth terms (\( H = H_\beta + H_G \)). These two terms are:

\[
H_\beta = (\beta \Delta L) \text{diag}(g) - \text{diag}(g) = [A]^{-1}(\mu_\beta) \text{diag}(g) - \text{diag}(g), \tag{7}
\]

\[
H_G = \xi G = [A]^{-1}(m_G) G. \tag{8}
\]

The notation \( \text{diag}() \) stands for a diagonal matrix. The matrix \([A]\) is a linear operator between discretized number distribution space and moment space (Alopaeus et al., 2006b):

\[
A_{ij} = I_{\nu(j)}^{\omega(i)}, \tag{9}
\]

where \( \nu(j) \) and \( \omega(i) \) are the vectors representing the categories into which the moments are distributed and the moment orders to be conserved, respectively. The meaning of
$v(j)$ changes according to the different phenomena: for breakage, $v_i(j)$ defines the categories into which the daughter particles are distributed after the breakage of mother particles belonging to the $i$-th category; similarly, for growth $v_i(j)$ represents the distribution of the elements in consecutive categories. In breakage and growth, the smallest category $v_i(1)$ and the largest category $v_i(M)$ are calculated using the following scheme:

$$v_i(1) = i - \text{floor} \left( \frac{M}{2} \right) + Z,$$

$$v_i(M) = v_i(1) + M - 1,$$

where $Z = 0$ for breakage, $Z = 1$ for positive growth $(G>0)$ and $Z = -1$ for negative growth $(G<0)$. $M$ is the number of preserved moments. Moreover, when $M=2$ and the conserved moments are the total number of particles and the total particle volume per unit volume, this method is similar to the fixed-pivot of Kumar and Ramkrishna (1996). For more information about the high order moment conserving discretization method applied here, see Alopaeus et al. (2006b, 2007).

Moments to be distributed in breakage ($\mu_{\beta i}$) and size dependent part of the growth table ($m_{Gi}$) in Eq. (7) and (8) are the following:
\[ \mu_{\beta ki} = \int_{L_-}^{L_+} \beta(L, \lambda) L_i^k dL, \]  
\[ m_{Gi} = \omega(k) L_i^{\omega(k)-1}. \]  

The vector \( b \), in Eq. (6), contains the distribution of primary nucleates (\( \psi \)) (Alopaeus et al., 2007).

\[ b = \psi = A^{-1} \left( \frac{d\mu_B}{dt} \right) \]
\[ \frac{d\mu_B}{dt} = \begin{cases} B_0 & \text{for } k = 0 \\ 0 & \text{for } k > 0 \end{cases} \]

The matrix form in Eq. (6) is a first order linear differential equation system, which has the following analytical solution:

\[ Y(t) = \exp[HT] Y_0 + H^{-1} b [\exp(HT) - I] \]  

The first term on the RHS of the Eq. (16) is the solution of the homogeneous part, and the second term is present only when nucleation occurs, namely when vector \( b \) in Eq. (16) is not zero. It is important to remark that the Eq. (16) written above is strictly valid only if the matrix \( H \) and vector \( b \) are time independent. Otherwise, in the cases where time-dependent
growth and nucleation terms are considered, the matrices can be assumed constant over a certain time interval, that is

\[ Y(t_{n+1}) = \exp(H_n \Delta t_{n+1}) Y(t_n) + H_n^{-1} b_n [\exp(H_n \Delta t_{n+1}) - I]. \]  

(17)

As previously mentioned, in the ATS, the continuous time space is replaced by discrete time intervals. In each time step the matrix \( H \) and vector \( b \) are considered time independent, then updated before \( (H_n) \) each time integration. In other words, time is advanced analytically within each time integration.

The present analytical time stepping is relatively straightforward to apply to processes without agglomeration. In those cases the source terms are linear with respect to the number densities, although there could be nonlinearities in the rate functions. In this respect, systems with noticeable agglomeration are more challenging. As already mentioned, for an analytical solution for the time propagation of the discretized PBM, it is essential that the source term of the PBE is linear with respect to the particle number density \( (Y) \). However, agglomeration term in the PBE is inherently of second order with respect to particle number density. Therefore, we propose to use a linear approximation of the agglomeration term in the present ATS framework. The discrete formulation of the PBE for the breakage and agglomeration processes is:
\[ \frac{\partial Y_i}{\partial t} = \sum_{j=1}^{NC} \beta(L_i, L_j)g(L_j)Y_j - g(L_i)Y_i \]

\[ + \sum_{k=1}^{N_C} \sum_{j=1}^{N_C} \chi(L_i, L_j, L_k)F(L_j, L_k)Y_j Y_k - Y_i \sum_{j=1}^{N_C} F(L_i, L_j)Y_j \]

The third and fourth terms in Eq. (18) are the birth (C) and death (D) rates by agglomeration, respectively. Linearized representations of these terms with respect to particle number density can be illustrated as:

\[ C = J_1(Y - Y_0) + C_0 \]
\[ D = J_2(Y - Y_0) + D_0 \]

Where \( J_1 = \frac{\partial C_0}{\partial Y_0} \) and \( J_2 = \frac{\partial D_0}{\partial Y_0} \) are the Jacobian matrixes for the birth and death by agglomeration, respectively. The \( C_0 \) and \( D_0 \) are the birth and death by agglomeration at the previous time step, respectively. \( Y_0 \) is the particle number density at the previous time step. The Jacobians are calculated at each linearized point in each time step as:

\[ \frac{\partial D_i}{\partial Y_j} = \sum_{k=1}^{NC} [\chi(L_i, L_k, L_j)F(L_k, L_j)Y_k + \chi(L_i, L_j, L_k)F(L_j, L_k)Y_k] \]
\[
\frac{\partial C_i}{\partial Y_j} = \begin{cases} 
F(L_i, L_j)Y_j, & \text{when } i \neq j \\
\sum_{j=1}^{NC} F(L_i, L_j)Y_j + F(L_i, L_i)Y_i, & \text{when } i = j 
\end{cases}
\]

(21)

The ATS solution for breakage and agglomeration processes is

\[
Y(t_{n+1}) = \exp\left[(H_n + \frac{\partial C_n}{\partial Y_n} - \frac{\partial D_n}{\partial Y_n})\Delta t_{n+1}\right]Y_n \\
+ (H_n + \frac{\partial C_n}{\partial Y_n} - \frac{\partial D_n}{\partial Y_n})^{-1}\left(\frac{\partial D_n}{\partial Y_n}Y_n - \frac{\partial C_n}{\partial Y_n}Y_n + C_n\right) \\
- D_n\left\{\exp\left[(H_n + \frac{\partial C_n}{\partial Y_n} - \frac{\partial D_n}{\partial Y_n})\Delta t_{n+1}\right] - l\right\}
\]

(22)

It is worth mentioning that after linearization the Eq. (18) is separable in \(Y\). Thus, the Eq. (22) is the ATS solution for a non-homogeneous system of ordinary differential equations (Eq. 18) over time interval \(\Delta t_{n+1}\). In this solution there is no errors related to approximations of derivatives, such as truncation error. On the other hand, the linearization method is used to approximate the agglomeration near the \(Y = Y(t_{n+1})\), which may introduce time step limitations.

The objective of the ATS is to increase the computational speed by using much less and longer time steps in time integration compared to the Gear’s method, see Figure 1. The ATS is an explicit method, which uses the analytical solution of Eq. (16) within every time integration.
3 Examples

The practical applications chosen in this work correspond to the different cases described in Table 1, highlighting which physical phenomena play a role in the studied process and should be considered in the modeling. In the first two cases, i.e., ageing process of cellulose (Case 1) and emulsions (Case 2), it is possible to apply the analytical formula expressed in Eq. (16), directly because the matrix $H$ in the Eq. (7) and (8) is time independent. On the other hand, in the next two cases, i.e. cooling crystallization (Case 3) and dissolution (Case 4), the growth and nucleation terms are time dependent, which needs to be taken into account. This cases the ATS is implemented. The reader should notice that the vector $b$ in the Eq. (6) exists only in Case 3, namely in the cooling crystallisation case, where nucleation is present. In the last liquid-liquid extraction case (case 5) the source term is linearized before employing the ATS. The sectional method used in the first four test cases is conserving two moments are, namely
the zeroth and the third, but in the last test case six first moments are conserved, making the sectional method high order.

The different closures for breakage, growth, agglomeration and nucleation used in the different test cases and their parameters are presented in Table 2 and 3.

Table 2 Closures adopted to describe the different physical phenomena in each test case.

<table>
<thead>
<tr>
<th>Case 1</th>
<th>Daughter size distribution, β</th>
<th>$\frac{90L_i^2 L_j^3}{L_j^3 (\frac{L_i}{L_j})^2 (1 - \frac{L_i}{L_j})^2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Breakage rate, g</td>
<td>$k_i (L_i - 1)$</td>
</tr>
<tr>
<td></td>
<td>Agglomeration, F</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Growth rate, G</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Nucleation rate, $B_n$</td>
<td>-</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Case 2</th>
<th>Daughter size distribution, β</th>
<th>$A_i \text{erfc}\left[\frac{1}{A_j} \sqrt{\frac{\sigma^2}{\rho \varepsilon}} \left( \frac{L_i}{L_j} \right) \left( \frac{L_i}{L_j} \right) \left( \frac{L_i}{L_j} \right) \right] + A_3 \frac{\mu_d}{\sqrt{\rho \varepsilon}} \left( \frac{L_i}{L_j} \right) \left( \frac{L_i}{L_j} \right) \left( \frac{L_i}{L_j} \right)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Breakage rate, g</td>
<td>$A_1 \varepsilon \text{erfc}\left[\frac{1}{A_2} \sigma \left( \frac{L_i}{L_j} \right)^2 \left( \frac{L_i}{L_j} \right)^2 \left( \frac{L_i}{L_j} \right)^2 \right]$</td>
</tr>
<tr>
<td></td>
<td>Agglomeration, F</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Growth rate, G</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Nucleation rate, $B_n$</td>
<td>-</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Case 3</th>
<th>Daughter size distribution, β</th>
<th>$\frac{90L_i^2 L_j^3}{L_j^3 (\frac{L_i}{L_j})^2 (1 - \frac{L_i}{L_j})^2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Breakage rate, g</td>
<td>$L_i^3$</td>
</tr>
<tr>
<td></td>
<td>Agglomeration, F</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Growth rate, G</td>
<td>$k_g [C_s(t) - C^*(t)]^g$</td>
</tr>
<tr>
<td></td>
<td>Nucleation rate, $B_n$</td>
<td>$k_p [C_s(t) - C^*(t)]^p$</td>
</tr>
</tbody>
</table>
### Case 4

**Daughter size distribution, \( \beta \)**

\[
\frac{A_7 L_i^3 L_j^3}{L_j^3 (L_i^3)^2 (1 - L_i^3/L_j^3)^4}
\]

**Breakage rate, \( g \)**

\[
A_4 L_i^3 \eta^5 \eta^{-1}
\]

**Agglomeration, \( F \)**

- 

**Growth rate, \( G \)**

\[
\frac{N_i(L_i) A(L_i) v_i}{3 k_v l_i^2}
\]

**Nucleation rate, \( B_n \)**

---

### Case 5

**Daughter size distribution, \( \beta \)**

\[
\frac{90 L_i^3 L_j^3}{L_j^3 (L_i^3)^2 (1 - L_i^3/L_j^3)^2}
\]

**Breakage rate, \( g \)**

\[
C_1 \frac{1}{\varepsilon^\frac{1}{3}} \exp \left( -C_2 \frac{\sigma (1 + \phi)^2}{\rho \varepsilon^{2/3} L_i^{5/3}} \right)
\]

**Agglomeration, \( F \)**

\[
C_3 \frac{1}{1 + \phi} \left( L_i + L_j \right)^2 \left( L_i^2 + L_j^2 \right)^{\frac{1}{2}} \exp \left( -C_4 \frac{\mu_c \mu_r \varepsilon}{\sigma^2 (1 + \phi)^3 (L_i + L_j)^4} \right)
\]

**Growth rate, \( G \)**

- 

**Nucleation rate, \( B_n \)**

- 

---

**Table 3** Model parameters used in all the tested cases.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Numerical value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A_1 )</td>
<td>2.1e-3</td>
</tr>
<tr>
<td>( A_2 )</td>
<td>4.16e-2</td>
</tr>
<tr>
<td>( A_3 )</td>
<td>1.059e-1</td>
</tr>
<tr>
<td>( A_4 )</td>
<td>1.12e-5</td>
</tr>
<tr>
<td>( A_5 )</td>
<td>1</td>
</tr>
<tr>
<td>( A_6 )</td>
<td>1.35e2</td>
</tr>
<tr>
<td>( A_7 )</td>
<td>1.78e8</td>
</tr>
<tr>
<td>( C_1 )</td>
<td>2.47e-1</td>
</tr>
<tr>
<td>$C_2$</td>
<td>$7.8 \times 10^{-2}$</td>
</tr>
<tr>
<td>---------</td>
<td>---------------------</td>
</tr>
<tr>
<td>$C_3$</td>
<td>$3.51 \times 10^{-2}$</td>
</tr>
<tr>
<td>$C_4$</td>
<td>$1.33 \times 10^{11}$</td>
</tr>
<tr>
<td>$k_1$</td>
<td>$2.7 \times 10^{-4}$</td>
</tr>
<tr>
<td>$k_g$</td>
<td>$1 \times 10^{-6}$</td>
</tr>
<tr>
<td>$g$</td>
<td>$6.5 \times 10^{-1}$</td>
</tr>
<tr>
<td>$k_p$</td>
<td>$1 \times 10^{-7}$</td>
</tr>
<tr>
<td>$p$</td>
<td>$3.54$</td>
</tr>
</tbody>
</table>

In the comparison between the analytical/ATS and the Gear’s method for time integration, identical internal coordinate discretization was chosen with 20, 22, 45, 50, and 50 size categories for liquid-liquid extraction, ageing process, emulsion, patch crystallization and dissolution, respectively. These size categories were chosen so that the internal coordinate discretization is no longer a major source of numerical error, but the number of categories is still reasonable for practical simulations. The ode15s stiff solver of Matlab commercial software based on Gear’s method was chosen as the preference for the ATS. In the following, brief descriptions of the different test cases are given.

### 3.1 Case 1: Ageing process of cellulose

Ageing of cellulose in viscose process carries out at \( \approx 50^\circ C \) to decrease the degree of polymerization (DP) of cellulose polymers. The control of DP of alkali cellulose (cellulose mixture with alkali and water) is desired to achieve the desired quality of final viscose fiber. Temperature and ageing time are manipulated parameters when controlling the decrease in DP. In this selected process, the alkali cellulose (containing 34-35 % cellulose, 15-16 % alkali and remaining water) was processed under typical ageing conditions i.e. at 50 \(^\circ\)C. The
observed changes in molecular weight distributions (MWD) of cellulose resulting from ageing reactions corresponds to decrease in DP. In ageing, the decrease in DP of cellulose may result from polymer scission from random positions by oxidation and hydrolysis reactions from the reducing ends of polymer. Due to fast nature of oxidation reactions and insignificant change in DP due to hydrolysis, phenomenon is modelled by assuming only random scission of polymer chain. A population balance model can be used to predict evolution of MWD of cellulose during ageing process as can be seen in the work of Ahmad et al. (2015). The only physical phenomenon in this case is breakage that embodies the decrease in DP in the process.

3.2 Case 2: Emulsification

Emulsification is highly viscous and turbulent system, operating under dilute conditions, mechanically mixed and typically in the presence of surfactants. Therefore the process is breakage dominant, meaning that the coalescence can be assumed to be negligible in the modelling, when CM is used. The PBE for this case is the Eq. (6) without vector $b$, which has an analytical solution. The case setup introduced by Becker et al. (2014) is used as a test example in this work. A system of silicone oil and water, with mechanically mixed Tween 20 emulsifier in 0.1 diameter and 2 L stirred tank. The axial-flow Mixel-TT impeller and 4 equally sized baffles were used to generate sufficient mechanical mixing in the tank. The operating conditions assumed in modelling are shown in Table 4.
Table 4  Operation conditions used in this work.

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Surface tension, ( \mu ) [mN/m]</strong></td>
<td>10.1</td>
</tr>
<tr>
<td><strong>Energy dissipation rate, ( \varepsilon ) [W/kg]</strong></td>
<td>0.2</td>
</tr>
<tr>
<td><strong>Dispersed phase hold-up, ( \phi ) [%]</strong></td>
<td>0.5</td>
</tr>
</tbody>
</table>

3.3 Case 3: Cooling crystallization

Batch cooling crystallization is a common separation process when the solubility of a chemical species greatly increases with the temperature. It is widely used in small production plant to produce small-volume, high-value-added chemicals. The control of crystal size distribution (CSD) has a considerable influence on the efficiency of the downstream operations. The cooling crystallization process of citric acid-water system is modelled by considering nucleation, breakage and growth phenomena. Initially the unseeded system is supersaturated. The supersaturation, namely the driving force of the crystallization, is manipulated by controlling the cooling temperature profile. Decreasing the temperature results in lower solubility, as shown in the following supersaturation formulas:

\[
S(t) = C_{\text{Cit}}(t) - C_{\text{Cit}}^*(t)
\]  

(23)

Where \( C_{\text{Cit}}^* \) is the current citric acid solubility in water and \( C_{\text{Cit}} \) the current citric acid concentration. The solubility is a function of temperature as follows:
\[ C_{cit}^* (t) = N_0 + N_1 T(t) + N_2 T(t)^2 + N_3 T(t)^3 \]  \hspace{2cm} (24)

The temperature profile introduced by Nyvlt et al. (1973) with different exponent value of \( d \), is used in this work:

\[ T(t) = T_{in} - \frac{(t/t_{total})^d}{(T_{in} - T_{final})} \]  \hspace{2cm} (25)

The temperature profile from the Eq. (25) is concave, convex or linear depending on the value of exponent \( d \). In the optimized batch crystallization process, the cooling profile is mainly convex or concave (Nývlt et al., 1973), swinging (King et al., 2015) or combination of those. Examples of different cooling temperature profiles with respect to the cooling time can be seen in Figure 2.
Both growth (B) and nucleation (G) rates are function of the supersaturation. The following rate function were assumed here (Nielsen, 1964):

\[ B = k_p S(t)^p \] (26)

\[ G = k_g S(t)^g \] (27)

where \( k_p, k_g, p, \) and \( g \) are model constant, which values are reported in Table 5. The concentration change of the citric acid in the liquid phase is calculated via material balance, and dictated by the nucleation and growth processes, as follows:
\[
\frac{dC_{\text{Cit}}}{dt} = -k_v \frac{\rho_\infty}{M} B L_0^3 - k_s \frac{\rho_\infty}{2M} G m_2,
\]

(28)

where the \( \rho_\infty \) is the density of the continuous phase, \( M \) is molecular weight of the citric, \( m_2 \) is the second-order moment with respect to the crystal size, which is proportional to the interfacial area of the crystal size distribution (CSD). Other parameters used are shown in Table 5.

Because the temperature is known in each time step, with the ATS a time-averaged solubility (time cell centred value) is used:

\[
\bar{C}_{\text{Cit}}^* (t_{n+1}) = \frac{C_{\text{Cit}}^* (t_{n+1}) + C_{\text{Cit}}^* (t_n)}{2}
\]

(29)

Therefore, the supersaturation and the concentration in the ATS becomes:

\[
S(t_{n+1}) = C_{\text{Cit}} (t_{n+1}) - \bar{C}_{\text{Cit}}^* (t_{n+1})
\]

(30)

\[
C_{\text{Cit}} (t_{n+1}) = C_{\text{Cit}} (t_n) + [-k_v \frac{\rho_\infty}{M} B L_0^3 - k_s \frac{\rho_\infty}{2M} G m_2] \Delta t_{n+1}
\]

(31)

The Eq. (31) and the PBE for CSD are solved by using the ATS subsequently in same time step. The time difference in Eq. (17) and (31) is the same. In each time iteration: (1) supersaturation is calculated, (2) the breakage, growth, and nucleation rates are updated, and then (3) the population balance is solved. The physical properties and parameter used in this case are reported in Table 5.
### Table 5 Physical properties and other parameters.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Numerical value</th>
<th>Parameters</th>
<th>Numerical value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_0[^\circ C]$</td>
<td>0.91176</td>
<td>$d[-]$</td>
<td>0.2, 0.1, 1.5, 10</td>
</tr>
<tr>
<td>$N_1[-]$</td>
<td>0.0034875</td>
<td>$p[-]$</td>
<td>3.54</td>
</tr>
<tr>
<td>$N_2[^\circ C^{-1}]$</td>
<td>-2.8785e-4</td>
<td>$g[-]$</td>
<td>0.65</td>
</tr>
<tr>
<td>$N_3[^\circ C^{-2}]$</td>
<td>3.7228e-6</td>
<td>$k_p[#/m^3s]$</td>
<td>1e7</td>
</tr>
<tr>
<td>$\rho_\infty [kg/m^3]$</td>
<td>1540</td>
<td>$k_g[m/s]$</td>
<td>1e-6</td>
</tr>
<tr>
<td>$M[kg/mol]$</td>
<td>0.19212</td>
<td>$L_0[m]$</td>
<td>1e-10</td>
</tr>
<tr>
<td>$T_{in}[^\circ C]$</td>
<td>60</td>
<td>$x_0[kg/kgH_2O]$</td>
<td>0.989</td>
</tr>
<tr>
<td>$T_{final}[^\circ C]$</td>
<td>40</td>
<td>$C_{0,Ci}[mol/m^3]$</td>
<td>$\frac{x_0}{M} \rho_w$</td>
</tr>
<tr>
<td>$t_{total}[s]$</td>
<td>8000</td>
<td>$k_v, k_s$</td>
<td>$\frac{\pi}{6}, \pi$</td>
</tr>
</tbody>
</table>

### 3.4 Case 4: Dissolution

As a widely used industrial application, the solid-liquid reactive dissolution process is chosen as the next test case to study the performance of the ATS technique. Magnesium hydroxide (Mg(OH)$_2$) solids particles are introduced into a hydrochloric acid (HCl) solution (Zhao et al., 2016), contained in a stirred tank reactor equipped with one Ruston Turbine impeller and four equally sized baffles. As in a batch operation, 2.5L HCl solution (pH ≈ 1) was first mixed in the reactor at 25°C. When the temperature and pH achieved stable values, 10 grams of solids were rapidly added into the solution. The dissolution rate can be tracked by monitoring the concentration of magnesium ion and pH of samples taken at different times.
The mass transfer is the rate limiting step, since the reaction between Mg(OH)$_2$(s) and HCl(aq) is instantaneous. In the electrolyte solution, the shrinking particle model coupled with Nernst-Planck equation is used to calculate the mass transfer fluxes and satisfy the electroneutrality simultaneously. Meanwhile, the dynamic mass transfer area can be accurately captured by tracking the evolution of particle size distribution (PSD) by means of the population balance model.

The reactive dissolution of Mg(OH)$_2$ solids in aqueous HCl solution can be expressed as:

$$Mg(OH)_2(s) + 2HCl(aq) \rightarrow MgCl_2(aq) + 2H_2O.$$  \hspace{1cm} (32)

As a rate-limiting step, the mass transfer rates of the components between the solid-liquid interface and bulk solution determine the reactive dissolution rate. The liquid phase mass balance equation is:

$$\frac{dn_p}{dt} = N_p A_p$$  \hspace{1cm} (33)

Where $p$ is the index of chemical components (Mg$^{2+}$, H+, Cl-, OH-); $n_p$ is the moles of components dissolved in the liquid phase; $N_p$ is the mass transfer fluxes; $A_p$ is the total solid-liquid mass transfer area. The solid-liquid mass transfer flux can be calculated as (Zhao et al., 2016):

$$N_p = k_{s,p} \Delta c_p - k_{s,p} z_p \bar{c}_p \left[ \frac{\sum_p (z_p k_{s,p} \Delta c_p)}{\sum_p (z_p^2 k_{s,p} \bar{c}_p)} \right]$$  \hspace{1cm} (34)
Where $k_{s,p}$ is the size dependent solid-liquid mass transfer coefficient; $z$ are the charges of the cationic and anionic species; $\Delta c_p$ and $\bar{c}_p$ are the concentration difference and average concentration between the solid-liquid interface and the bulk solution respectively. The first term on the RHS of the Eq. (34) is the typical mass transfer flux, while the second term on the RHS is derived from the Nernst-Planck equation to preserve the electroneutrality of mass transfer flux during the dissolution of particles in the electrolyte solution.

In the bulk concentration calculations, the hydrazine and hydroxide water dissociation is taken into account, making the model stiff due to the fast dissociation reactions. Therefore, the ordinary differential equations for the bulk concentrations are integrated in time with the Gear’s method (the MATLAB solver ode15s) within each ATS time step.

### 3.5 Case 5: Liquid-liquid extraction

One-compartment section in a pilot scale RDC extractor column presented by Buffo et al. (2016) for toluene-acetone-water (European Federation of Chemical Engineering test system) was chosen as the last test case. The compartment is considered to be well mixed. The operation conditions and other used parameters are shown in table 6 & 7.

<table>
<thead>
<tr>
<th>Table 6 Operation conditions. (Test case 5)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Energy dissipation rate, $\varepsilon$ [W/kg]</strong></td>
</tr>
<tr>
<td><strong>Dispersed phase hold-up, $\phi$ [%]</strong></td>
</tr>
</tbody>
</table>


Binary breakage is assumed for the daughter size distribution. Six first moments are conserved constructing the size distribution tables, $\chi$, $\beta$ and $F$ in Eq. (18), for breakage and agglomeration, respectively. The well known Coulaloglou and Tavlarides (1977) models are chosen for the breakage and coalescence closures. The empirically adjustable parameters, shown in Table 3, optimized by Jidleh et al. (2015), are used in the modeling.

### 4 Results and discussion
The sectional method proposed by Alopaeus et al. (2006b) and in its multivariate form by Buffo and Alopaeus (2016a) are used in this work to discretize internal coordinate of the PBE in the process of deriving the analytical and ATS formulas. The sectional method with a high number of categories and very small tolerances of the time integrator (the MATLAB solver ode15s) is known to provide a solution that is very close to the real solution of the problem; therefore the results provided by this method are used to compare the results given by the analytical and the ATS formulas. All models in this work are implemented in MATLAB and run on a CPU Intel Xeon E3-1230 v5 @ 3.4 GHz.

### Table 7 physical properties. (Test case 5)

<table>
<thead>
<tr>
<th>Physical property</th>
<th>$\rho_c$ (kg/m$^3$)</th>
<th>$\rho_d$ (kg/m$^3$)</th>
<th>$\eta_c$ (10$^{-3}$ kgm/s)</th>
<th>$\eta_d$ (10$^{-3}$ kgm/s)</th>
<th>$\sigma$ (10$^{-3}$ N/m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Toluene-acetone-water</td>
<td>992</td>
<td>863.3</td>
<td>1.134</td>
<td>0.566</td>
<td>24.41</td>
</tr>
</tbody>
</table>
4.1 Case 1: Ageing process of cellulose

In the ageing cellulose process, the time evolution of the molecular weight distribution is important to predict the degree of polymerization (DP) of cellulose polymers. In this case, the analytical formula presented in Eq. (16) can be used to evaluate the time needed to get a desired molecular weights. Figure 3 shows a comparison between the two different strategies to predict the time evolution of the distribution: analytical formula and the Gear’s time integrator at different ageing times. As previously mentioned, after preliminary sensitivity tests we chose only 22 size categories. As it is possible to see, the distributions at different aging times, obtained with different numerical methods, are perfectly overlapping. However, this is expected, as the source terms in this case are linear and time invariant.

The analytical formula is able to provide the results in a fraction (6%) of the computational time compared to the numerical time integrator, for this particular test case, in which we are interested in the evolution of the PSD after long time.
Figure 3 The molecular weight distribution from the analytical formula and Gear’s method calculation at different aging time for Case 1.

4.2 Case 2: Emulsification

In emulsification process, when the disperse phase is diluted and therefore the droplet coalescence can be neglected, the PBE has a pseudo-equilibrium solution, due to low breaking rates, that can be calculated from Eq. (16). The comparison between the volumetric droplet distributions from the analytical formula and Gear’s method, with 45 size categories, is presented in Figure 4. As in the Case 1, the two methods give the same results. Both methods predict the formation of large number of small droplets caused by the breakage induced by turbulent fluctuations in the vessel. The droplet distribution is concentrated into small droplet sizes, unlike the wider initial distribution. Also in this case, the computational
time is significantly less by using the proposed method, which is 1 % of the Gear’s method.

**Figure 4** The volumetric droplets distribution from analytical formula and Gear’s method calculations for Case 2.

### 4.3 Case 3: Cooling crystallization

In this case, ATS based on the preliminary estimation of the cooling profile is implemented to provide an accurate and efficient solution for the PBM in order to optimize the batch cooling crystallization process. The cooling profile is chosen to be concave \((d=5)\), convex \((d=0.1)\), and swinging, as mentioned in the previous section. As the ATS requires a discretization of the time space, a uniform discretization scheme (noted here as A1) is first chosen. **Figures 5-10** show that with 100 time steps the prediction of the concentration and volumetric CSD given by the ATS is very close to one given by the numerical time integrator.
(Gear’s method). In this case, we can consider the one given by the time integrator as a reference solution, since the tolerances adopted are very tight and the time stepping procedure used by Gear’s method is adaptive. Therefore, if we define the relative error of the citric acid concentration between ATS and Gear’s method predictions as follows:

\[
\text{Relative error } \theta(i) = \left| \frac{\phi_{\text{Gear}}(i) - \phi_{\text{ATS}}(i)}{\phi_{\text{Gear}}(i)} \right|
\]  

(37)

with the index \(i\) indicating the \(i\)-th solution time step, it is possible to see in Figure 5 that the maximum relative error is around 1.45% for the convex cooling profile. The maximum relative error for the other two cases (concave and swinging) are one order of magnitude smaller than the concave cooling profile, see Figure 7 and Figure 9. Local relative error is highest in the area where the absolute slope value of the citric acid concentration profile is high, indicating that a different choice of the time step in ATS is needed in the region where the gradient of concentration is large. Moreover, another way to quantify the difference between the ATS and the Gear’s method is through the following definition:

\[
The \ell^2 \text{ relative error norm } = \frac{\sum_i^N (\phi_{\text{Gear}}(i) - \phi_{\text{ATS}}(i))^2}{\sum_i^N \phi_{\text{Gear}}(i)^2}
\]  

(38)

where the index \(i\) may refer to the different time steps (in case of the time evolution of citric acid concentration) or to different size categories (in case of the volumetric CSD after 100 time steps).
The normalized sum of relative error ($L2$) for the different cooling profiles is reported in Table 8. As it is possible to note, the larger error for both acid concentration and volumetric CSD is obtained in the case of convex cooling.

**Figure 5** Above: comparison between the time evolution of citric acid concentration for A1 time discretization for different time integration methodologies (Cooling parameter $d = 0.1$). Below: time evolution of the relative error ($\theta$) between ATS and Gear’s method defined in Eq. (37).
Figure 6 Comparison between ATS and Gear’s method in terms of the volumetric crystal size distribution for A1 discretization (Cooling parameter $d = 0.1$).

Figure 7 Above: comparison between the time evolution of citric acid concentration for A1 time discretization for different time integration methodologies (Cooling parameter $d = 5$). Below: time evolution of the relative error ($\theta$) between ATS and Gear’s method defined in Eq. (37).
Figure 8 Comparison between ATS and Gear’s method in terms of the volumetric crystal size distribution for A1 discretization (Cooling parameter $d = 5$).

Figure 9 Above: comparison between the time evolution of citric acid concentration for A1 time discretization for different time integration methodologies (swinging). Below: time evolution of the relative error between ($\theta$) ATS and Gear’s method defined in Eq. (36)
Figure 10 Comparison between ATS and Gear’s method in terms of the volumetric crystal size distribution for A1 discretization (swinging).

The effect of number of analytical time steps was further studied in the case showing largest errors, namely the convex cooling. The results in terms of time evolution of the citric acid concentration and volumetric CSD is reported in Figure 11-12. The strategy adopted to refine the time space discretization is the following (noted here as A2): we divided the whole time integration interval into two uniformly discretized subintervals, namely 96 steps between 0-40 min and only 4 steps between 40 and the final time (133 min). The maximum relative percentage error, for citric acid for convex cooling profile, is reduced from 1.45 % to 0.45 %, seen in Figure 5 and 11. Table 8 shows that the value of the normalized sum of relative error decreases from 0.0038 to 0.0017 for the citric acid concentration and from 0.2290 to 0.1232 for
the CSD. This indicates that the difference between ATS and Gear’s method results get smaller by using A2 discretization scheme, in which the time interval is better refined.

![Graphs showing time steps and relative error](image)

**Figure 11** Above: comparison between the time evolution of citric acid concentration for A2 time discretization for different time integration methodologies (Cooling parameter $d = 0.1$). Below: time evolution of the relative error ($\theta$) between ATS and Gear’s method defined in Eq. (37)
Figure 12 Comparison between ATS and Gear’s method in terms of the volumetric crystal size distribution for A2 discretization (Cooling parameter \(d = 0.1\)).

Table 8 The normalized sum of relative error defined in Eq. (37) between ATS and Gear’s method for different simulations.

<table>
<thead>
<tr>
<th>Case</th>
<th>Concentration Citric acid [kmol/m3]</th>
<th>Volumetric crystal size distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1, (d=0.1)</td>
<td>0.0038</td>
<td>0.2290</td>
</tr>
<tr>
<td>A1, (d=5)</td>
<td>0.0017</td>
<td>0.1232</td>
</tr>
<tr>
<td>A1, swinging</td>
<td>0.0016</td>
<td>0.1853</td>
</tr>
<tr>
<td>A2, (d=0.1)</td>
<td>0.0020</td>
<td>0.0660</td>
</tr>
</tbody>
</table>

As far as the CPU time is concerned, the time needed to perform the simulations with the different methods is reported in Table 9. As one may notice, the ATS is two order of magnitude faster than the Gear’s method. Moreover, the discretization A2 is not only more accurate comparing to the A1, but also faster.
Table 9 CPUs in cooling crystallization.

<table>
<thead>
<tr>
<th>Case</th>
<th>A2 discretization CPU time [s]</th>
<th>A1 discretization CPU time [s]</th>
<th>Gear’s method CPU time [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d = 0.1$</td>
<td>0.3</td>
<td>0.4</td>
<td>9.0</td>
</tr>
<tr>
<td>$d = 5$</td>
<td>-</td>
<td>0.2</td>
<td>11.2</td>
</tr>
<tr>
<td>swinging</td>
<td>-</td>
<td>0.3</td>
<td>10.5</td>
</tr>
</tbody>
</table>

4.4 Case 4: Dissolution

As previously mentioned, a particle dissolution process can be modeled considering only the particle shrinkage and the particle breakage. In this case, in fact, the particle size distribution (PSD) shifts towards smaller sizes as time evolves. As in Case 3, firstly 100 equal-sized time steps are used to divide the whole time interval (denoted there as B1) in ATS. The size discretization was composed of 50 size categories for both ATS and Gear’s method to make the results comparable.

By using the same as in the previous cases definitions for the relative error (Eq. 37) and the L2 norm error (Eq. 38), it is possible to observe that this case shows high relative errors for the magnesium concentration (see Figure 13), due to very low magnesium concentration at the beginning. However, the normalized sum of relative error is relatively moderate comparing to cooling crystallization case (see Table 5 and Table 8). Figure 13 shows that......
both modeling results (from ATS and Gear’s method) provide good predictions with respect to the experiment data, even though the main focus is on the comparison between different time integration methods and not on the model itself. Dividing the whole time integration into subintervals by using different strategies, as done in Case 3, can highlight the influence of the time discretization. ATS is predicting accurately the CSD at the last time step (see Figure 14) and pH evolution (see Figure 15), with low $L^2$ errors reported in Table 8. The relative error in the pH prediction is highest in the region of high absolute slope.

![Time steps (ATS) = 100](image)

**Figure 13** Comparison between ATS, Gear's method and experiment in terms of magnesium concentration for B1 discretization.
Figure 14 Comparison between ATS and Gear’s method in terms of the CSD for B1 discretization.
Figure 15 Above: comparison between ATS, Gear’s method and experiment in terms of pH for B1 discretization. Below: time evolution of the relative error ($\theta$) between ATS and Gear’s method defined in Eq. (37)

For this test case, other two time-stepping strategies are investigated here: (1) geometric discretization (noted here as B2) of the type $t_{n+1} = 2^{1/q}t_n$ with $q = 0.8$, and (2) the time interval is divided into two uniformly divided intervals (noted here as B3), 96 steps between 0-200 min and only 4 steps between 200-600 min.

Table 7 shows high $L_2$ errors for magnesium concentration, volumetric CSD, and pH predictions from B2 discretization comparing to B1 discretization. The difference between model predictions from ATS and Gear’s method, shown in Figure 16-18, are larger than in B1 discretization (Figure 13-15). The reason of such behavior is due to the fact that the discrete
time interval from B2 scheme is coarser in the area where the slope of the pH profile is the highest (Figure 18), causing significant relative and $L2$ errors.

Figure 16 Comparison between ATS, Gear’s method and experiment in terms of magnesium concentration for B2 discretization.

Figure 17 Comparison between ATS and Gear’s method in terms of the CSD for B2 discretization.
Figures 18 show that the relative errors are moderate with the B3 discretization scheme.

For the CSD, as shown in Figures 19, the agreement between ATS and Gear’s method predictions are very good. Overall, the $L2$ errors for the magnesium concentration and CSD are relatively low in B3 comparing to other discretization schemes, as shown in Table 10.
Figure 19 Comparison between ATS, Gear's method and experiment in terms of magnesium concentration for B3 discretization.

Figure 20 Comparison between ATS and Gear's method data in terms of the CSD for B3 discretization.
Figure 21 Above: comparison between ATS, Gear’s method and experiment in terms of pH for B3 discretization. Below: time evolution of the relative error ($\theta$) between ATS and Gear’s method defined in Eq. (37)

The difference in terms of CPU times between ATS and Gear’s method modelling are smaller in this reactive dissolution case than in cooling crystallization process. The main reason for this outcome can be found in the usage of Matlab ODE solver (ode15s) to solve the reactant mass balances in both ATS and and Gear’s method. Table 11 shows that CPU time in all ATS discretization schemes are around the same, even though B3 is the slowest and the most accurate.
Table 10 The normalized sum of relative error between ATS and Gear’s method.

<table>
<thead>
<tr>
<th>Case</th>
<th>Concentration Magnesium [mol/m3]</th>
<th>Volumetric crystal size distribution [-]</th>
<th>pH [-]</th>
</tr>
</thead>
<tbody>
<tr>
<td>B1</td>
<td>0.0082</td>
<td>0.0036</td>
<td>0.0134</td>
</tr>
<tr>
<td>B2</td>
<td>0.0114</td>
<td>0.0259</td>
<td>0.0449</td>
</tr>
<tr>
<td>B3</td>
<td>0.0056</td>
<td>0.0015</td>
<td>0.0229</td>
</tr>
</tbody>
</table>

Table 11 CPUs in reactive dissolution case.

<table>
<thead>
<tr>
<th>Case</th>
<th>ATS CPU time [s]</th>
<th>Gear’s method CPU time [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>B1</td>
<td>6.4</td>
<td>9.3</td>
</tr>
<tr>
<td>B2</td>
<td>5.5</td>
<td>9.3</td>
</tr>
<tr>
<td>B3</td>
<td>7.7</td>
<td>9.3</td>
</tr>
</tbody>
</table>

4.5 Case 5. Liquid-liquid extraction

In this last practical test case, the ATS is applied to solve population balance equation with both breakage and agglomeration. In this case, the agglomeration term is linearized with respect to number density (Y). It is well known that generally linear approximation for a particular nonlinear function (f(Y)) is sufficiently accurate only near the linearization point of interest (Y = Y₀). Moreover, in this case the point of interest, i.e. the number density in the previous time step, is not constant but changing with respect to time during the solution of the PBE. Thus, in every time iteration the point of interest is getting closer to final linearized point.
As previously showed for other test cases, our aim is to compare the results obtained with the ATS with the Gear’s method, using the results of Gear’s method as reference. The effect of the linear approximation on PSD and especially on Sauter mean diameter is investigated here for a liquid-liquid extraction system. The chosen operating condition parameters are shown in Table 6.

![Particle size distribution](image)

**Figure 22** The particle number density from the Gear’s method and ATS simulation at different energy dissipation rates.
Figures 22 and 23 show the initial and final distributions and Sauter diameters evolution for liquid-liquid extraction system in different operation conditions, respectively. The volume fraction of the dispersed phase is kept constant (5%), but different energy dissipation rate values ($\varepsilon = 0.00075$ W/kg, 0.0015 W/kg, 0.0035 W/kg) were used. Identical size discretization methods with 20 categories were chosen for both ATS and Gear’s method. Correspondingly, unlike in the previous cases in this case the discrete time interval from automatic time discretization schemes of Gear’s method were saved and used in the ATS modeling, so the two methods are comparable. Figures 22 and 23 show that with identical time and size discretization PSD and Sauter mean diameter evolution results from ATS and Gear’s method are equally accurate. The results indicate that the time-steps adopted in the ATS procedure are small enough to minimize error caused by the linearization approximation.

**Figure 23** The Sauter mean diameter from the Gear’s method and ATS simulation at different energy dissipation rates.
It is well known, that reasonable approximation with the explicit method requires relatively small time-steps. Therefore, two coarse discrete time intervals (G2 and G3) are compared with the one (G1) used in the Figures 22 and 23. The G1 time discretization is from adaptive Gear’s method, where the number of time-steps for the G2 is half of the one in G1 and in the G3 it is half of the one in G2, see Figures 24. The operating condition is exactly the in Figures 22 and 23, except the energy dissipation rate is kept constant (\( \varepsilon = 0.0015 \text{ W/kg} \)) and different discrete time intervals are employed (G1, G2 and G3).

**Figure 24** The Sauter mean diameter evolution from the Gear’s method and ATS simulation and the corresponding time steps with different discrete time intervals.
For the three different discrete time intervals (G1, G2 and G3), the simulation results are shown in Figure 24. One can see that Sauter mean diameters evolution first increase rapidly and then level off, due to droplet agglomeration process. Good predictions were achieved for G1, G2, and G3 discrete time intervals with relative deviations of 0.085%, 0.17% and 0.35%, respectively, with respect to Gear’s method. Although, the number of time-steps and computational time in G3 are a one-quarter and 50% of the one in the G1 respectively, the relative deviation between the Sauter mean diameters results from these two is less than 0.3%.

5 Conclusion

As the accuracy of the measurement techniques in multiphase systems are developing, increasingly more phenomenological models are validated to predict underlying complex physics. Thus, the role of the PBE in modelling of particulate systems has become very important. Although numerical techniques for discretizing internal coordinate of the PBE have been studied heavily in the literature, time integration options have received much less attention, although they affect to the computational time and accuracy determining the quality of the numerical method.

A novel analytical time stepping method is presented in this work to evaluate the variation in time of the discretized PBE. These time-advancing methods are here tested numerically for a number of well-mixed systems. Practical examples from chemical engineering e.g. cellulose aging process, emulsification, cooling crystallization, reactive dissolution, and
liquid-liquid extraction are chosen as test cases for the presented methods. As the results show, the proposed methods are capable of predicting the time evolution of the particle size distribution for a wide range of chemical engineering processes, showing very similar results compared to the standard numerical time integrators. Our method is effective and precise for breakage and agglomeration processes, where the details of the breakage mechanisms do not depend on the time. On the other hand, fewer and longer time steps are required for ATS to model accurately more complex processes with time depending mechanisms, namely growth and nucleation as in cooling crystallization or reactive dissolution. The CPU times in ATS comparing to Gear’s method are faster for all test cases. This is a remarkable result, since the speed and accuracy of the modeling approach are crucial to contain the computational costs, and this is particularly true for the modeling of complex multiphase systems.
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6 Nomenclature

\(A_{1-5}\) \hspace{1cm} constants in breakage model, dimensionless [-]

\(A_{\text{tot}}\) \hspace{1cm} total mass transfer area, \([m^2]\)

\(B\) \hspace{1cm} nucleation rate, \([1/ m^4 \text{s}]\)

\(C\) \hspace{1cm} concentration, \([\text{mol}/m^3]\)

\(C^*\) \hspace{1cm} solubility, \([\text{mol}/m^3]\)

\(F\) \hspace{1cm} agglomeration rate between particles of size \(\lambda\) and \(L\), \([m^3/s]\)

\(g\) \hspace{1cm} breakage rate, \([1/s]\)

\(G\) \hspace{1cm} growth rate, \([m/s]\)

\(k_g\) \hspace{1cm} crystal growth rate constant, \([m/(s (\text{kg} = \text{kg}g))]\)

\(k_p\) \hspace{1cm} primary nucleation rate constant, \([#/((\text{kg} = \text{kg})p \text{ kg H2O s})]\)

\(k_s\) \hspace{1cm} Surface shape factor, [-]

\(k_v\) \hspace{1cm} volume shape factor, [-]

\(K_{\text{sp}}\) \hspace{1cm} solubility product, \([\text{mol}^3/m^9]\)

\(L\) \hspace{1cm} internal coordinate (particle size), \([m]\)

\(L_0\) \hspace{1cm} characteristic crystal length of a newly formed \([m]\)

\(m_k\) \hspace{1cm} k-th moment of the PSD, \([1/m^{k-3}]\)

\(M\) \hspace{1cm} molecular weight, \([\text{kg/mol}]\)

\(n\) \hspace{1cm} density of particle size distribution, \([#/m^4]\)

\(N\) \hspace{1cm} mass transfer flux, \([\text{mol}/(m^2s)]\)

\(N_0\) \hspace{1cm} zero order solubility constant, \([\text{kg}/(\text{kg H2O})]\)

\(N_1\) \hspace{1cm} first order solubility constant, \([\text{kg}/(\text{kg H2O } ^\circ C)]\)

\(N_2\) \hspace{1cm} second order solubility constant, \([\text{kg}/(\text{kg H2O } ^\circ C^2)]\)

\(N_3\) \hspace{1cm} third order solubility constant, \([\text{kg}/(\text{kg H2O } ^\circ C^3)]\)

\(NC\) \hspace{1cm} total number of categories, [-]

\(s\) \hspace{1cm} supersaturation, \([\text{mol}/m^3]\)
Greek letters

- $\beta$: daughter particle size distribution; probability that a particle of size $Li$ is born when $Lj$ breaks, [1/m]
- $\lambda$: Internal coordinate (particle size), [m]
- $\xi$: growth distribution: a table that determines the distribution to category of size $L_i$ due to growth of particle of size $L_j$, [-]
- $\chi$: coalescence product distribution table, [-]
- $\rho$: density, [kg/m$^3$]
- $\sigma$: surface tension, [N m$^{-1}$]
- $\psi$: distribution of primary nucleates, [-]
- $\varepsilon$: energy dissipation rate [W kg$^{-1}$]
- $\mu$: viscosity [kg m$^{-1}$ s$^{-1}$]
- $H$: Kolmogorov length scale, [m]
- $\eta$: Kolmogorov time scale, [s]
- $\theta$: Relative error, [-]
Superscripts

G  crystal growth rate exponent, dimensionless
P  primary nucleation rate exponent, dimensionless
D  exponent for controlled cooling expression

Subscripts

Cit  Citric acid
in  Initial
d  dispersed phase
c  continuous phase
i, j  Indices of particle size category

Abbreviations

MOM  method of moments
MC  method of classes
QMOM  quadrature method of moments
DQMOM  direct quadrature method of moments
CQMOM  conditional quadrature method of moments
PSD  particle size distribution
PBE  population balance Eq.
HMMC  higher order moment conserving method of classes
NDF  number density function
SMOM  sectional quadrature method of moments
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