Lindell, Ismo V.; Sihvola, Ari

Self-dual boundary conditions in electromagnetics

Published in:
Progress in Electromagnetics Research

Published: 01/01/2020

Document Version
Publisher's PDF, also known as Version of record

Please cite the original version:
Self-dual Boundary Conditions in Electromagnetics

Ismo V. Lindell* and Ari Sihvola

Abstract—Invariance in duality transformation, the self-dual property, has important applications in electromagnetic engineering. In the present paper, the problem of most general linear and local boundary conditions with self-dual property is studied. Expressing the boundary conditions in terms of a generalized impedance dyadic, the self-dual boundaries fall in two sets depending on symmetry or antisymmetry of the impedance dyadic. Previously known cases are found to appear as special cases of the general theory. Plane-wave reflection from boundaries defined by each of the two cases of self-dual conditions are analyzed and waves matched to the corresponding boundaries are determined. As a numerical example, reflection from a special case, the self-dual EH boundary, is computed for two planes of incidence.

1. GENERAL FORM OF BOUNDARY CONDITIONS

In [1–3] the set of most general linear and local boundary conditions (GBC) was introduced as

\[
\begin{pmatrix}
a_1 & b_1 \\
a_2 & b_2
\end{pmatrix}
\cdot
\begin{pmatrix}
E \\
\eta_0 H
\end{pmatrix} =
\begin{pmatrix}
0 \\
0
\end{pmatrix},
\]

where \(a_1, a_2, b_1\) and \(b_2\) are four dimensionless vectors and \(\eta_0 = \sqrt{\mu_0/\varepsilon_0}\). It is assumed for simplicity that the medium outside the boundary is isotropic with parameters \(\varepsilon_0, \mu_0\).

The general form of conditions (1) was arrived at through a process of generalizing known boundary conditions. Denoting vector tangential to the boundary surface by \(t\), the conditions of perfect electric (PEC) and magnetic (PMC) conductor conditions are respectively defined by

\[
\begin{align*}
a_1t \cdot E &= 0, & a_2t \cdot E &= 0, & a_1t \times a_2t &\neq 0,
\end{align*}
\]

and

\[
\begin{align*}
b_1t \cdot H &= 0, & b_2t \cdot H &= 0, & b_1t \times b_2t &\neq 0.
\end{align*}
\]

A generalization of these, the perfect electromagnetic conductor (PEMC), is defined by [4, 5]

\[
\begin{align*}
b_1t \cdot (H + ME) &= 0, & b_2t \cdot (H + ME) &= 0,
\end{align*}
\]

where \(M\) is the PEMC admittance.

Conditions (2)–(4) are special cases of the impedance-boundary conditions [6] defined by,

\[
\begin{pmatrix}
a_{1t} & b_{1t} \\
a_{2t} & b_{2t}
\end{pmatrix}
\cdot
\begin{pmatrix}
E \\
\eta_0 H
\end{pmatrix} =
\begin{pmatrix}
0 \\
0
\end{pmatrix}.
\]

The soft-and-hard (SH) boundary [7, 8]

\[
a_t \cdot E = 0, & a_t \cdot H = 0,
\]
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and the generalized soft-and-hard (GSH) boundary [9],

\[ \mathbf{a}_t \cdot \mathbf{E} = 0, \quad \mathbf{b}_t \cdot \mathbf{H} = 0, \]

are other special cases of the impedance boundary.

As examples of boundaries not special cases of (5), the DB boundary is defined by [10–12]

\[ \mathbf{n} \cdot \mathbf{D} = \epsilon_0 \mathbf{n} \cdot \mathbf{E} = 0, \quad \mathbf{n} \cdot \mathbf{B} = \mu_0 \mathbf{n} \cdot \mathbf{H} = 0, \]

while the soft-and-hard/DB (SHDB) boundary [13] generalizes both the SH and the DB boundaries as

\[ \begin{pmatrix} \mathbf{a}_t \\ -\mathbf{a}_t \end{pmatrix} \cdot \begin{pmatrix} \mathbf{E} \\ \eta_0 \mathbf{H} \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix}. \]  

A further generalization is the generalized soft-and-hard/DB (GSHDB) boundary [14], with

\[ \begin{pmatrix} \mathbf{a}_1 \mathbf{n} \\ \mathbf{b}_1 \mathbf{n} \\ \mathbf{a}_2 \mathbf{n} \\ \mathbf{b}_2 \mathbf{n} \end{pmatrix} \cdot \begin{pmatrix} \mathbf{E} \\ \eta_0 \mathbf{H} \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix}. \]

A remarkable property of the GSHDB boundary and its special cases is that any plane wave can be decomposed in two parts reflecting from the GSHDB boundary as from respective PEC and PMC boundaries [14]. The converse was shown in [1], i.e., that a GBC boundary, required to have this property, must actually equal a GSHDB boundary.

The form (1) of general boundary conditions is not unique, since the same boundary is defined by conditions obtained by multiplying the vector matrix by any scalar matrix,

\[ \begin{pmatrix} \mathbf{a}_1 \\ \mathbf{a}_2 \end{pmatrix} \rightarrow \begin{pmatrix} \alpha \beta \\ \gamma \delta \end{pmatrix} \begin{pmatrix} \mathbf{a}_1 \\ \mathbf{a}_2 \\ \mathbf{b}_1 \\ \mathbf{b}_2 \end{pmatrix}, \]

with nonzero determinant \( \alpha \delta - \beta \gamma \neq 0 \). A more unique form of general boundary conditions (1) can be written as

\[ \mathbf{m} \times \mathbf{E} = \mathbf{W} \cdot \eta_0 \mathbf{H}. \]

In fact, (12) is equivalent to (1) for

\[ \mathbf{m} = \mathbf{a}_1 \times \mathbf{a}_2, \]

\[ \mathbf{W} = \mathbf{a}_1 \mathbf{b}_2 - \mathbf{a}_2 \mathbf{b}_1. \]

Here we must assume \( \mathbf{m} = \mathbf{a}_1 \times \mathbf{a}_2 \neq 0 \), which rules out a special case of (1). The conditions of a boundary with \( \mathbf{a}_1 \times \mathbf{a}_2 = 0 \) in (1) can be reduced to the form

\[ \begin{pmatrix} \mathbf{a} \\ 0 \end{pmatrix} \begin{pmatrix} \mathbf{b}_1 \\ \mathbf{b} \end{pmatrix} \cdot \begin{pmatrix} \mathbf{E} \\ \eta_0 \mathbf{H} \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \]

in terms of three vectors \( \mathbf{a}, \mathbf{b} \) and \( \mathbf{b}_1 \), see the Appendix. For the special case \( \mathbf{b}_1 = 0 \), (15) is reduced to

\[ \begin{pmatrix} \mathbf{a} \\ 0 \end{pmatrix} \begin{pmatrix} \mathbf{b} \end{pmatrix} \cdot \begin{pmatrix} \mathbf{E} \\ \eta_0 \mathbf{H} \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \]

corresponding to what have been called conditions of the EH boundary in [2, 3].

From (12) the dyadic \( \mathbf{W} \) must satisfy \( \mathbf{m} \cdot \mathbf{W} = 0 \) and, hence, \( \text{det} \mathbf{W} = 0 \). In the form (12), the general boundary conditions could be made unique by requiring an additional normalizing condition for the vector \( \mathbf{m} \). However, let us omit that for simplicity, whence the vector \( \mathbf{m} \) and the dyadic \( \mathbf{W} \) may be multiplied by an arbitrary scalar coefficient without changing the definition of the boundary.

The form (12) resembles that of the impedance boundary (5), which can alternatively be written as [6]

\[ \mathbf{E}_t = \mathbf{Z}_t \cdot (\mathbf{n} \times \mathbf{H}_t), \]

or, as

\[ \mathbf{n} \times \mathbf{E} = - (\mathbf{Z}_t \times \mathbf{nn}) \cdot \mathbf{H}, \]
in terms of what is normally called the impedance dyadic, $\overline{Z}_t$. Because the vector $\mathbf{m}$ is more general than the unit vector $\mathbf{n}$, the form (12) can be conceived as a generalization of the impedance-boundary conditions.

The dyadic $\overline{W}$ can be decomposed in its symmetric and antisymmetric parts,

$$\overline{W} = \overline{W}_s + \overline{W}_a,$$

satisfying

$$\overline{W}_s^T = \overline{W}_s, \quad \overline{W}_a^T = -\overline{W}_a.$$

They are defined by

$$\overline{W}_s = \frac{1}{2}(\mathbf{a}_1\mathbf{b}_2 + \mathbf{b}_2\mathbf{a}_1 - \mathbf{a}_2\mathbf{b}_1 - \mathbf{b}_1\mathbf{a}_2),$$

$$\overline{W}_a = \frac{1}{2}(\mathbf{a}_1\mathbf{b}_2 - \mathbf{b}_2\mathbf{a}_1 - \mathbf{a}_2\mathbf{b}_1 + \mathbf{b}_1\mathbf{a}_2).$$

The antisymmetric part can be represented as [6]

$$\overline{W}_a = \mathbf{w} \times \mathbf{l},$$

in terms of the vector

$$\mathbf{w} = \frac{1}{2}(\mathbf{b}_2 \times \mathbf{a}_1 + \mathbf{a}_2 \times \mathbf{b}_1).$$

2. DUALITY TRANSFORMATION

In its basic form, the duality transformation in electromagnetic theory makes use of the symmetry of the Maxwell equations. This allows interchanging electric and magnetic quantities, $\mathbf{E} \rightarrow \mathbf{H}, \mathbf{H} \rightarrow -\mathbf{E}$, while the total set of equations remains the same. In this form it was originally introduced by Heaviside [15]. In its more complete form, it can be defined by [6]

$$\begin{pmatrix} \mathbf{E}_d \\ \eta_0 \mathbf{H}_d \end{pmatrix} = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \begin{pmatrix} \mathbf{E} \\ \eta_0 \mathbf{H} \end{pmatrix},$$

where the four transformation parameters are assumed to satisfy

$$AD - BC = 1.$$  

(26)

The inverse transformation has the form

$$\begin{pmatrix} \mathbf{E} \\ \eta_0 \mathbf{H} \end{pmatrix} = \begin{pmatrix} D & -B \\ -C & A \end{pmatrix} \begin{pmatrix} \mathbf{E}_d \\ \eta_0 \mathbf{H}_d \end{pmatrix},$$

(27)

In addition to electromagnetic fields, (25) induces transformations to electromagnetic sources and parameters of electromagnetic media and boundaries. One can show that, requiring the simple-isotropic medium with parameters $\epsilon_o, \mu_o$ to be invariant in the duality transformation, the parameters $A \ldots D$ must be chosen as [3, 16]

$$A = D = \cos \varphi, \quad B = -C = \sin \varphi,$$

(28)

which leaves us with one transformation parameter $\varphi$, only. In the form (25) and (28), the transformation was introduced by Larmor as duality rotation [17, 18].

Applying (27) and (28), the GBC conditions (1) are transformed to

$$\begin{pmatrix} \mathbf{a}_1 \mathbf{b}_1 \\ \mathbf{a}_2 \mathbf{b}_2 \end{pmatrix} \cdot \begin{pmatrix} \cos \varphi & -\sin \varphi \\ \sin \varphi & \cos \varphi \end{pmatrix} \begin{pmatrix} \mathbf{E}_d \\ \eta_0 \mathbf{H}_d \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix},$$

(29)

which yields the set of dual boundary conditions,

$$\begin{pmatrix} \mathbf{a}_{1d} \mathbf{b}_{1d} \\ \mathbf{a}_{2d} \mathbf{b}_{2d} \end{pmatrix} \cdot \begin{pmatrix} \mathbf{E}_d \\ \eta_0 \mathbf{H}_d \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix},$$

(30)
in terms of the dual set of vectors
\[
\begin{align*}
\mathbf{a}_{1d} &= \mathbf{a}_1 \cos \varphi + \mathbf{b}_1 \sin \varphi \\
\mathbf{b}_{1d} &= -\mathbf{a}_1 \sin \varphi + \mathbf{b}_1 \cos \varphi \\
\mathbf{a}_{2d} &= \mathbf{a}_2 \cos \varphi + \mathbf{b}_2 \sin \varphi \\
\mathbf{b}_{2d} &= -\mathbf{a}_2 \sin \varphi + \mathbf{b}_2 \cos \varphi.
\end{align*}
\]

Applying the duality transformation to boundary conditions of the form (12) yields
\[
\mathbf{m}_d \times \mathbf{E}_d = \mathbf{W}_d \cdot \eta_{\theta} \mathbf{H}_d,
\]
with
\[
\begin{align*}
\mathbf{m}_d &= \mathbf{a}_{1d} \times \mathbf{a}_{2d} \\
\mathbf{W}_d &= \mathbf{a}_{1d} \mathbf{b}_{2d} - \mathbf{a}_{2d} \mathbf{b}_{1d}
\end{align*}
\]

The dyadic \( \mathbf{W}_d \) can be expanded as
\[
\mathbf{W}_d = \mathbf{W} \cos^2 \varphi + \mathbf{W}^T \sin^2 \varphi + (\mathbf{a}_1 \times \mathbf{a}_2 - \mathbf{b}_1 \times \mathbf{b}_2) \times \mathbf{f} \cos \varphi \sin \varphi.
\]

Remarkably, the symmetric part of \( \mathbf{W}_d \) equals that of \( \mathbf{W} \) in (21),
\[
\mathbf{W}_{ds} = \mathbf{W}_s,
\]
while the antisymmetric part of \( \mathbf{W}_d \) written as
\[
\mathbf{W}_{da} = \mathbf{w}_d \times \mathbf{f},
\]
is related to (24) by
\[
\mathbf{w}_d = \mathbf{w} \cos 2\varphi + \frac{1}{2}(\mathbf{a}_1 \times \mathbf{a}_2 - \mathbf{b}_1 \times \mathbf{b}_2) \sin 2\varphi.
\]

3. SELF-DUAL BOUNDARY CONDITIONS

A number of special GBC boundaries have been previously shown to be self dual, i.e., invariant in the duality transformation. Such a property has engineering interest, because objects with certain geometric symmetry and self-dual boundary conditions appear invisible for the monostatic radar [19]. In fact, in such cases there is no back scattering from the object for any incident wave. In particular, the SHDB boundary and its special cases, the SH and DB boundaries, are known to be self dual [3]. Also, two special cases of the PEMC boundary, with \( M = \pm 1/j\eta_0 \), have been shown to be self dual [3]. The task of this paper is to define the most general class of GBC boundaries whose conditions are invariant in the duality transformation.

For a boundary defined by conditions of the form (12) to be self dual, we must have the three conditions
\[
\begin{align*}
\mathbf{m}_d &= \alpha \mathbf{m}, \\
\mathbf{w}_d &= \alpha \mathbf{w}, \\
\mathbf{W}_{ds} &= \alpha \mathbf{W}_s,
\end{align*}
\]
valid for some scalar \( \alpha \). The conditions (44), (45) and (46) can be respectively expanded as
\[
\begin{align*}
\mathbf{a}_1 \times \mathbf{a}_2 (\cos^2 \varphi - \alpha) + \mathbf{b}_1 \times \mathbf{b}_2 \sin^2 \varphi + (\mathbf{a}_1 \times \mathbf{b}_2 - \mathbf{a}_2 \times \mathbf{b}_1) \sin \varphi \cos \varphi &= 0. \\
(\mathbf{a}_1 \times \mathbf{b}_2 - \mathbf{a}_2 \times \mathbf{b}_1)(\cos 2\varphi - \alpha) + (\mathbf{b}_1 \times \mathbf{b}_2 - \mathbf{a}_1 \times \mathbf{a}_2) \sin 2\varphi &= 0. \\
(1 - \alpha)(\mathbf{b}_2 \mathbf{a}_1 + \mathbf{a}_1 \mathbf{b}_2 - \mathbf{b}_1 \mathbf{a}_2 - \mathbf{a}_2 \mathbf{b}_1) &= 0.
\end{align*}
\]
Because from (41) and (46) we have
\[(\alpha - 1)\overline{\mathbf{W}}_s = 0,\] (50)
for the boundary to be self-dual, either \(\alpha = 1\) or \(\overline{\mathbf{W}}_s = 0\) must be satisfied. Let us consider these two cases separately.

### 3.1. Case 1, \(\alpha = 1\)

The condition (49) is now satisfied identically, while the conditions (47) and (48) become
\[
\begin{align*}
(a_1 \times a_2 - b_1 \times b_2) \sin \varphi + (b_2 \times a_1 + a_2 \times b_1) \cos \varphi &= 0, \quad (51) \\
-(b_2 \times a_1 + a_2 \times b_1) \sin \varphi + (a_1 \times a_2 - b_1 \times b_2) \cos \varphi &= 0, \quad (52)
\end{align*}
\]
when excluding the identity transformation \(\sin \varphi = 0\). After successive elimination of the bracketed terms and a comparison with (13) and (24), the conditions (51) and (52) yield
\[
\begin{align*}
b_1 \times b_2 &= a_1 \times a_2 = m, \quad (53) \\
b_2 \times a_1 + a_2 \times b_1 &= 2w = 0, \quad (54)
\end{align*}
\]
Because of \(w = 0\), the case \(\alpha = 1\) requires that the dyadic \(\mathbf{W}\) be symmetric.

From (53) and (54), it follows that the four vectors \(b_1, b_2, a_1, a_2\) must be coplanar. Assuming \(a_1 \times b_1 \neq 0\), we can expand
\[
\begin{pmatrix}
a_2 \\ b_2
\end{pmatrix} = \begin{pmatrix}
A_1 & B_1 \\ A_2 & B_2
\end{pmatrix} \begin{pmatrix}
a_1 \\ b_1
\end{pmatrix}, \quad (55)
\]
Substituting these in (53) and (54), we obtain the relations
\[
A_2 = -B_1, \quad B_2 = A_1. \quad (56)
\]
The expansion (55) now becomes
\[
\begin{pmatrix}
a_2 \\ b_2
\end{pmatrix} = \begin{pmatrix}
A_1 & B_1 \\ -B_1 & A_1
\end{pmatrix} \begin{pmatrix}
a_1 \\ b_1
\end{pmatrix}, \quad (57)
\]
whence we can write
\[
\begin{align*}
m &= a_1 \times a_2 = B_1 a_1 \times b_1, \quad (58) \\
\overline{\mathbf{W}} &= a_1 b_2 - a_2 b_1 = -B_1(a_1 a_1 + b_1 b_1), \quad (59)
\end{align*}
\]
the latter of which has a symmetric form, as required. The boundary condition (12) now becomes
\[
(a_1 \times b_1) \times \mathbf{E} + (a_1 a_1 + b_1 b_1) \cdot \eta_o \mathbf{H} = 0. \quad (60)
\]

Denoting for simplicity \(a_1\) and \(b_1\), respectively, by \(\mathbf{a}\) and \(\mathbf{b}\), this is equivalent to the special form of the GBC conditions (1),
\[
\begin{pmatrix}
\mathbf{a} & \mathbf{b} \\ -\mathbf{b} & \mathbf{a}
\end{pmatrix} \begin{pmatrix}
\mathbf{E} \\ \eta_o \mathbf{H}
\end{pmatrix} = \begin{pmatrix}
0 \\ 0
\end{pmatrix}. \quad (61)
\]

To check the self-dual property of (61), let us expand the dual boundary conditions (30) in terms of (31)–(34) as
\[
\begin{pmatrix}
\mathbf{a} \cos \varphi + \mathbf{b} \sin \varphi \\ -\mathbf{b} \cos \varphi + \mathbf{a} \sin \varphi
\end{pmatrix} \begin{pmatrix}
\mathbf{E}_d \\ \eta_o \mathbf{H}_d
\end{pmatrix} = \begin{pmatrix}
\mathbf{a} \cos \varphi - \mathbf{b} \sin \varphi \\ \mathbf{b} \sin \varphi + \mathbf{a} \cos \varphi
\end{pmatrix} \begin{pmatrix}
\mathbf{E}_d \\ \eta_o \mathbf{H}_d
\end{pmatrix} = \begin{pmatrix}
0 \\ 0
\end{pmatrix}. \quad (62)
\]
Obviously, these are equivalent to the original boundary conditions (61) whence the corresponding boundary is self dual for any parameter \(\varphi\).
3.2. Case 2, $\overrightarrow{W}_s = 0$

For $\alpha \neq 1$, the dyadic $\overrightarrow{W}$ must be antisymmetric and it can be expressed as
\[ \overrightarrow{W} = \mathbf{w} \times \mathbf{I}. \]  

Applying (13) and (14) we have
\[ \mathbf{m} \cdot \overrightarrow{W} = 0, \quad \Rightarrow \quad \mathbf{m} \times \mathbf{w} = 0, \]  
whence the two vectors must be linearly dependent,
\[ \mathbf{w} = \beta \mathbf{m}. \]  

In this case, the boundary condition (12) becomes that of the generalized PEMC boundary [20],
\[ \mathbf{m} \times (\mathbf{H} + \mathbf{M} \mathbf{E}) = 0, \]  
with $M = -1/\beta \eta_o$. For $\mathbf{m} = \mathbf{n}$, (66) is equivalent with the PEMC boundary condition, (4).

The dual boundary condition can be expanded as
\[ \mathbf{m}_d \times (\mathbf{E}_d - \beta \eta_o \mathbf{H}_d) = \alpha \mathbf{m} \times ((\cos \varphi + \beta \sin \varphi) \mathbf{E} + (\sin \varphi - \beta \cos \varphi) \eta_o \mathbf{H}) = 0. \]  

To be self-dual, this should be a multiple of
\[ \mathbf{m} \times (\mathbf{E} - \beta \eta_o \mathbf{H}), \]  
which requires
\[ \sin \varphi - \beta \cos \varphi = -\beta (\cos \varphi + \beta \sin \varphi), \quad \Rightarrow \quad \beta^2 = -1. \]  

This leaves us with the two possibilities,
\[ \beta = \pm j. \]  

In conclusion, in the case of antisymmetric dyadic $\overrightarrow{W}$, the self-dual boundary condition must equal either of the two conditions
\[ \mathbf{m} \times (\mathbf{E} \pm j \eta_o \mathbf{H}) = 0, \]  
which can be called self-dual generalized PEMC boundaries with $M = \mp j/\eta_o$.

To check the self-dual property of this result, we can apply (27) to (71). In fact, the resulting condition
\[ e^{\mp j \varphi} \mathbf{m} \times (\mathbf{E}_d \pm j \eta_o \mathbf{H}_d) = 0, \]  
equals that of (71) for dual fields.

3.3. Case 3, $\mathbf{m} = 0$

The representation (12) is not valid for $\mathbf{m} = \mathbf{a}_1 \times \mathbf{a}_2 = 0$, in which case the boundary conditions are of the reduced form (15). In such a case, (see the Appendix) the self-dual condition requires that the vectors $\mathbf{b}$ and $\mathbf{b}_1$ be multiples of the vector $\mathbf{a}$, whence the boundary conditions are reduced to the form
\[ \begin{pmatrix} \mathbf{a} & 0 \\ 0 & \mathbf{a} \end{pmatrix} \cdot \begin{pmatrix} \mathbf{E} \\ \eta_o \mathbf{H} \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix}. \]  

A boundary defined by conditions (73) can be called a self-dual EH boundary because (73) is the self-dual special case of (16), the EH-boundary conditions. Because (73) is also a special case of (61), we can actually include Case 3 as a subcase in the broader class of Case 1 boundaries.
4. SPECIAL CASES

Let us consider some special cases of the self-dual boundary of Case 1, as defined by the conditions (61).

• \( \mathbf{a} = a_n \mathbf{n}, \mathbf{b} = b_n \mathbf{n} \)
  In this case, the conditions (61) are reduced to those of the DB boundary, (8).

• \( \mathbf{a} = \mathbf{b} = \mathbf{a}_t \)
  This case corresponds to that of the SH boundary, (6).

• \( \mathbf{a} = \mathbf{a}_t, \mathbf{b} = \mathbf{b}_t, \) with \( \mathbf{a}_t \times \mathbf{b}_t = \mathbf{n} \)
  The conditions (61) can now be written as
  \[
  \mathbf{n} \times \mathbf{E} = -\eta_o (\mathbf{a}_t \mathbf{a}_t + \mathbf{b}_t \mathbf{b}_t) \cdot \mathbf{H},
  \]
  which has the form of impedance-boundary conditions, (5). The impedance dyadic is symmetric,
  \[
  \mathbf{Z}_t = \eta_o \mathbf{n} \mathbf{n} \times (\mathbf{a}_t \mathbf{a}_t + \mathbf{b}_t \mathbf{b}_t),
  \]
  and satisfies [3]
  \[
  \det \mathbf{Z}_t = \text{tr} \mathbf{Z}_t^{(2)} = \eta_o^2.
  \]
  The impedance dyadic consists of isotropic and anisotropic parts as [3]
  \[
  \mathbf{Z}_t = \mathbf{Z}_s \mathbf{I}_t + \mathbf{Z}_a,
  \]
  with
  \[
  \mathbf{I}_t = \mathbf{I} - \mathbf{n} \mathbf{n},
  \]
  and
  \[
  \mathbf{Z}_s = \frac{1}{2} \text{tr} \mathbf{Z}_t = \frac{\eta_o}{2} (\mathbf{a}_t \cdot \mathbf{a}_t + \mathbf{b}_t \cdot \mathbf{b}_t),
  \]
  \[
  \mathbf{Z}_a = \mathbf{Z}_t - \mathbf{Z}_s \mathbf{I}_t.
  \]
  An example of this type of self-dual surface is the perfect co-circular polarization reflector [21].

• \( \mathbf{a} = a_n \mathbf{n}, \mathbf{b} = \mathbf{b}_t \)
  This case corresponds to that of the SHDB boundary, (9). A similar case is obtained for \( \mathbf{a} = \mathbf{a}_t, \mathbf{b} = b_n \mathbf{n} \).

• \( \mathbf{a} = a_n \mathbf{n} + \mathbf{a}_t, \mathbf{b} = \mathbf{b}_t \)
  Actually, the case that one of the vectors \( \mathbf{a} \) and \( \mathbf{b} \) has only the tangential component, in general equals the case (61). In fact, subsequently eliminating \( \mathbf{n} \cdot \mathbf{E} \) and \( \mathbf{n} \cdot \mathbf{H} \) from (61), the remaining equations, with redefined vectors \( \mathbf{a} \) and \( \mathbf{b} \), can be expressed in the form
  \[
  \begin{pmatrix}
  \mathbf{a} & \mathbf{b}_t \\
  -\mathbf{b}_t & \mathbf{a}
  \end{pmatrix}
  \begin{pmatrix}
  \mathbf{E} \\
  \eta_o \mathbf{H}
  \end{pmatrix}
  =
  \begin{pmatrix}
  0 \\
  0
  \end{pmatrix},
  \]
  where \( \mathbf{b} \) has no normal component.

• \( \mathbf{a} = \mathbf{b} \)
  This case corresponds to that of the self-dual EH boundary, defined by conditions of the form (73).

5. PLANE-WAVE REFLECTION FROM SELF-DUAL BOUNDARY

Let us consider a plane wave incident to and reflecting from a boundary surface defined by the self-dual conditions (61). The respective \( \mathbf{k} \) vectors
  \[
  \mathbf{k}^i = -\mathbf{n} k_n + \mathbf{k}_t, \quad (82)
  \]
  \[
  \mathbf{k}^r = \mathbf{n} k_n + \mathbf{k}_t, \quad (83)
  \]
  satisfy
  \[
  \mathbf{n} \cdot \mathbf{k}_t = 0, \quad \mathbf{k}^i \cdot \mathbf{k}^i = \mathbf{k}^r \cdot \mathbf{k}^r = k_0^2. \quad (84)
  \]
Following the analysis of [3], Section 5.4, we can express the reflected electric field in terms of the incident electric field as
\[ E' = \overline{R} \cdot E^i, \]  
(85)
where the reflection dyad has the form
\[ \overline{R} = \frac{1}{J} k^r \times (c^{i,r}_2 c^i_1 - c^r_1 c^i_2), \]  
(86)
with
\[ c^{i,r}_1 = k^{i,r} \times b_1 - k_o a_1 = k^{i,r} \times b - k_o a, \]  
(87)
\[ c^{i,r}_2 = k^{i,r} \times b_2 - k_o a_2 = k^{i,r} \times a + k_o b, \]  
(88)
and
\[ J^r = k^r \cdot c^r_1 \times c^r_2. \]  
(89)

Now it is quite straightforward to show that, if the incident field is decomposed in two parts as
\[ E^i = E^i_1 + E^i_2, \]  
(90)
and defined by
\[ E^i_1 = E^i_2 k^i \times c^i_1, \quad E^i_2 = E^i_2 k^i \times c^i_2, \]  
(91)
from (85) and (86), the reflected field will be decomposed as
\[ E' = E'_1 + E'_2, \]  
(92)
and defined by
\[ E'_1 = E'_1 k^r \times c^r_1, \quad E'_2 = E'_2 k^r \times c^r_2. \]  
(93)
The four field vectors satisfy
\[ c^i_1 \cdot E^i_1 = c^i_2 \cdot E^i_2 = 0 \text{ and } c^r_1 \cdot E^r_1 = c^r_2 \cdot E^r_2 = 0, \]
while the scalar coefficients are obtained from the field vectors as
\[ E^i_1 = \frac{1}{J^i} c^i_2 \cdot E^i, \quad E^i_2 = -\frac{1}{J^i} c^i_1 \cdot E^i, \]  
(94)
\[ E^r_1 = \frac{1}{J^r} c^r_2 \cdot E^r, \quad E^r_2 = -\frac{1}{J^r} c^r_1 \cdot E^r, \]  
(95)
with
\[ J^i = k^i \cdot c^i_1 \times c^i_2. \]  
(96)

Substituting (90) and (86) in (85), relations between the scalar field coefficients can be written as
\[ J^r E^r_1 = -J^i E^i_1 \]  
(97)
\[ J^r E^r_2 = -J^i E^i_2. \]  
(98)
Thus, there is no cross coupling between the waves 1 and 2 in reflection from the boundary, and the ratio of two scalar field coefficients is the same,
\[ \frac{E^r_1}{E^i_1} = \frac{E^r_2}{E^i_2} = \frac{-J^i}{J^r}. \]  
(99)

Here we have assumed \( J^r \neq 0 \) and \( J^i \neq 0 \).

In the case \( J^i = 0 \), i.e., if the wave vector \( k = k^i \) satisfies
\[ J(k) = (k \times a)^2 + (k \times b)^2 + 2k_o k \cdot a \times b = 0, \]  
(100)
from (97) and (98) it follows that \( E^r_1 = E^r_2 = 0 \), that is, \( E^r = 0 \). Thus, for such a wave vector, the incident wave \( E^i, H^i \) satisfies the boundary conditions identically, i.e., it is matched to the boundary. Similarly, for \( J^r = 0 \), when the wave vector \( k^r \) satisfies \( J^r = 0 \), which equals (100) for \( k = k^r \), the incident wave vanishes, \( E^i = 0 \). In fact, from (86) it follows that, for \( J^r = 0 \), the magnitude of the reflection dyad becomes infinite, whence for finite \( E^r \), we must have \( E^i = 0 \). In this case the reflected wave \( E^r, H^r \), is matched to the boundary. For any single matched plane wave it does not matter whether it is called “incident” or “reflected”. Thus, the reflection coefficient (99) may be either zero or infinite for the matched-wave cases. (100) is called the dispersion equation for the matched waves of the boundary [3].
6. MATCHED WAVES FOR SELF-DUAL EH BOUNDARY

As a more concrete example, let us consider the self-dual EH boundary defined by (73), i.e., by (61) with \( b = 0 \). In this case, we can write

\[
\begin{align*}
E^i_1 &= -k_o a, \\
E^i_2 &= k^i \times a,
\end{align*}
\]

whence, from (89), \( J^r = -k_o (k^r \times a)^2 \). The reflection dyadic (86) can be represented in the form

\[
\mathbb{R} = \frac{1}{(k^r \times a)^2} ( (k^r \times (k^r \times a)) a - (k^r \times a) (k^i \times a) ) .
\]

Let us now assume that \( a = u \) is a real unit vector, and \( (u, v, w) \) is a right-hand basis of real orthogonal unit vectors. Denoting

\[
\mathbf{k} = k_u \mathbf{u} + k_\perp, \quad k_\perp \cdot \mathbf{u} = 0,
\]

the dispersion Equation (100) now becomes

\[
(k \times a)^2 = ((k_u \mathbf{u} + k_\perp) \times \mathbf{u})^2 = k_\perp \cdot k_\perp = 0,
\]

whence \( k_\perp \) may be any circularly-polarized vector in the plane orthogonal to \( \mathbf{u} \). From

\[
k \cdot \mathbf{k} = k_u^2 + k_\perp \cdot k_\perp = k_u^2 = k_o^2,
\]

we obtain \( k_u = k_o \) or \( k_u = -k_o \).

Now any circularly-polarized vector orthogonal to \( \mathbf{u} \) can be represented as a multiple of one of the two circularly polarized vectors \( \mathbf{u}_+, \mathbf{u}_- \) defined by [6]

\[
\begin{align*}
\mathbf{u}_+ &= v + jw, \quad \mathbf{u} \times \mathbf{u}_+ = -j\mathbf{u}_+, \\
\mathbf{u}_- &= v - jw, \quad \mathbf{u} \times \mathbf{u}_- = j\mathbf{u}_-.
\end{align*}
\]

as

\[
\mathbf{k}_+ \perp = k_+ \mathbf{u}_+, \quad \mathbf{k}_- \perp = k_- \mathbf{u}_-.
\]

Assuming \( \mathbf{n} \cdot \mathbf{u} > 0 \), we can express the possible vectors \( \mathbf{k}^i \) satisfying \( J^i = 0 \) by

\[
\begin{align*}
\mathbf{k}_+^i &= -k_o \mathbf{u} + k_+^i \mathbf{u}_+, \\
\mathbf{k}_-^i &= -k_o \mathbf{u} + k_-^i \mathbf{u}_-.
\end{align*}
\]

Similarly, the possible vectors \( \mathbf{k}^r \) satisfying \( J^r = 0 \) can be expressed as

\[
\begin{align*}
\mathbf{k}_+^r &= k_o \mathbf{u} + k_+^r \mathbf{u}_+, \\
\mathbf{k}_-^r &= k_o \mathbf{u} + k_-^r \mathbf{u}_-.
\end{align*}
\]

We can now make use of the following relations between the fields at the boundary,

\[
\begin{align*}
\mathbf{E}^r &= \frac{1}{(k^r \times a)^2} k^r \times (k^r \times \mathbf{a} + \mathbf{a} \times k^i) \cdot \mathbf{E}^i, \\
\mathbf{E}^i &= \frac{1}{(k^i \times a)^2} k^i \times (k^i \times \mathbf{a} + \mathbf{a} \times k^r) \cdot \mathbf{E}^r.
\end{align*}
\]

The relation (112) is obtained from (103), while (113) can be verified by eliminating \( \mathbf{E}^i \) from the two equations, which yields \( \mathbf{E}^r = \mathbf{E}^r \).

The fields for the matched waves at the self-dual EH boundary can be found for the two cases from (112) and (113) as follows:

1. For \( J^i = 0 \) and \( \mathbf{k}^i = \mathbf{k}_+^i = -k_o \mathbf{u} + k_+^i \mathbf{u}_+ \), from (112) we obtain \( \mathbf{E}^i_\pm = 0 \) for the incident fields

\[
\begin{align*}
\mathbf{E}^i_\pm &= \alpha^i_\pm \mathbf{u} \times (\mathbf{u} \times \mathbf{k}_\pm^i) = E^i_\pm \mathbf{u}_\pm \\
\eta_o \mathbf{H}^i_\pm &= \frac{1}{k_o} k^i_\pm \times \mathbf{E}^i_\pm = -\mathbf{u} \times E^i_\pm \mathbf{u}_\pm = \pm j \mathbf{E}^i_\pm.
\end{align*}
\]
2. For \( J^r = 0 \) and \( \mathbf{k}^r = \mathbf{k}^r_{\pm} = k_o \mathbf{u} + k^r_{\pm} \mathbf{u}_{\pm} \), from (113) we obtain \( E^i_{\pm} = 0 \) for the reflected fields
\[
\begin{align*}
E^r_{\pm} &= \alpha^r_{\pm} \mathbf{u} \times (\mathbf{u} \times \mathbf{k}^r_{\pm}) = E^r_{\pm} \mathbf{u}_{\pm} \\
\eta_o H^r_{\pm} &= \frac{1}{k_o} \mathbf{k}^r_{\pm} \times E^r_{\pm} = \mathbf{u} \times E^r_{\pm} = \mp j E^r_{\pm}.
\end{align*}
\] (116) (117)

This “reflected” matched wave corresponds to the non-existing “incident” wave arriving at \( \mathbf{k}^i = (\mathbf{t} - 2\mathbf{n}) \cdot \mathbf{k}^r \).

In conclusion, the plane waves matched to the self-dual EH boundary are circularly polarized parallel to the plane orthogonal to \( \mathbf{a} = \mathbf{u} \).

For \( \mathbf{a} = \mathbf{u} = \mathbf{n} \), the self-dual EH boundary is reduced to the DB boundary. It is known that the normally incident or reflected wave is matched to the DB boundary for any polarization [3].

7. REFLECTION FROM SELF-DUAL EH BOUNDARY

Let us consider reflection from the self-dual EH boundary, defined by the conditions (73), applying the relation (112). Such a boundary has previously found research interest and its realization in terms of a medium interface has been suggested [22]. \( \mathbf{a} \) is assumed to be a real unit vector and form the angle \( \alpha \) with the normal \( \mathbf{n} \) of the boundary, Figure 1,
\[
\mathbf{u} = \mathbf{n} \cos \alpha + \mathbf{u}_1 \sin \alpha.
\] (118)

Here, \( \mathbf{u}_1 \) denotes a real unit vector tangential to the boundary and \( \mathbf{u}_2 = \mathbf{n} \times \mathbf{u}_1 \).

Let us separate two main cases of incidence to the self-dual EH boundary: \( \mathbf{k}^i \) lies in a plane either parallel or perpendicular to the plane of \( \mathbf{a} \) and \( \mathbf{n} \).

7.1. Parallel Incidence

For the wave incident in the plane of \( \mathbf{n} \) and \( \mathbf{a} \) at an angle \( \psi \), Figure 1, we can write
\[
\begin{align*}
\mathbf{k}^i &= k_o (-\mathbf{n} \sin \psi + \mathbf{u}_1 \cos \psi) = k_o \mathbf{u}_2 \times \mathbf{u}^i_p, \\
\mathbf{k}^r &= k_o (\mathbf{n} \sin \psi + \mathbf{u}_1 \cos \psi) = k_o \mathbf{u}_2 \times \mathbf{u}^r_p,
\end{align*}
\] (119) (120)

where the two unit vectors
\[
\begin{align*}
\mathbf{u}^i_p &= \mathbf{n} \cos \psi + \mathbf{u}_1 \sin \psi, \\
\mathbf{u}^r_p &= -\mathbf{n} \cos \psi + \mathbf{u}_1 \sin \psi,
\end{align*}
\] (121) (122)

satisfy
\[
\begin{align*}
\mathbf{u}^i_p \cdot \mathbf{k}^i &= \mathbf{u}^i_p \cdot \mathbf{u}_2 = 0, \\
\mathbf{u}^r_p \cdot \mathbf{k}^r &= \mathbf{u}^r_p \cdot \mathbf{u}_2 = 0,
\end{align*}
\] (123)

\[ \text{Figure 1. Plane wave incident on a self-dual EH boundary. The incident wave forms the elevation angle } \psi \text{ with the surface. } \mathbf{a} \text{ is a real unit vector.} \]

Inserting these in (112), we obtain
\[
\mathbf{E}^r = -\frac{1}{\cos(\psi + \alpha)} (\mathbf{u}^i_p (\mathbf{n} \cos \alpha + \mathbf{u}_1 \sin \alpha) + \mathbf{u}_2 \mathbf{u}_2 \cos(\psi - \alpha)) \cdot \mathbf{E}^i.
\] (124)
Expanding the incident and reflected fields as
\[ E_i^i = u_1^i E_{p}^i + u_2^i E_2^i, \]
\[ E_r^i = u_1^r E_p^i + u_2^r E_2^i, \]
in their components \( E_p^i, E_p^r, \) and \( E_2^i, E_2^r, \) respectively parallel and perpendicular to the plane of \( a \) and \( k^i, \) the expression for the reflected field (124) can be given the simple form
\[ E_r^i = \frac{\cos(\psi - \alpha)}{\cos(\psi + \alpha)}(u_1^p E_p^i - u_2^p E_2^i). \]
Because the field magnitudes obey the relations
\[ E_r^r = R_p E_p^i, \quad E_2^2 = R_2 E_2^i, \quad R_p = -R_2 = \frac{\cos(\psi - \alpha)}{\cos(\psi + \alpha)}, \]
the reflection coefficient has the same magnitude for the two polarizations.

For \( a = n \) we have \( \alpha = 0, \) in which case the self-dual EH boundary equals the DB boundary. In this case, the parallel polarization is reflected as from the PMC boundary \( (R_p = 1) \), and the perpendicular polarization as from the PEC boundary \( (R_2 = -1) \).

For \( \psi = \pi/2 + \alpha \) we have \( E_r^i = 0 \) and, for \( \psi = \pi/2 - \alpha \) we have \( E_r^i = 0, \) which correspond to the respective two cases of matched waves \( J^i = 0 \) and \( J^r = 0. \)

### 7.2. Perpendicular Incidence

For the wave incident with \( k^i \) in the plane normal to the vector \( u_1, \) we have
\[ k^i = -n \sin \psi + u_2 \cos \psi, \]
\[ k^r = n \sin \psi + u_2 \cos \psi. \]
Because the wave vectors satisfy the property
\[ (k^i \times a)^2 = (k^r \times a)^2 = k_o^2 (\cos^2 \psi + \sin^2 \psi \sin^2 \alpha), \]
there are no matched waves for real \( \psi \) values if \( \alpha \) has a real value.

Let us expand the two fields as
\[ E_i^i = (k^i \times a) A_i^i + k^i \times (k^i \times a) B_i^i, \]
\[ E_r^i = (k^r \times a) A_r^i + k^r \times (k^r \times a) B_r^i. \]
The coefficients can be found from
\[ A^{i,r} = \frac{k^{i,r} \times a}{(k^{i,r} \times a)^2} \cdot E^{i,r} = -\frac{k_o a \cdot \eta_o H^{i,r}}{(k^{i,r} \times a)^2}, \]
\[ B^{i,r} = \frac{k^{i,r} \times (k^{i,r} \times a)}{k_o^2 (k^{i,r} \times a)^2} \cdot E^{i,r} = -\frac{a \cdot E^{i,r}}{(k^{i,r} \times a)^2}. \]
Substituting (132) in (112) and taking (131) into account, we can expand
\[ E_r^i = \frac{1}{(k^r \times a)^2}(k^r \times (k^r \times a) - a k^r \times a) \cdot E^i \]
\[ = \frac{1}{(k^i \times a)^2}(k^r \times (k^r \times a)(-k^i \times a)^2 B^i) - (k^r \times a)(k^i \times a)^2 A^i) \]
\[ = -(k^r \times a) A^i - k^r \times (k^r \times a) B^i. \]
Comparing with the expansion (133), we finally obtain the simple relations between the field coefficients,
\[ A^r = -A^i, \quad B^r = -B^i. \]
These relations are independent of the polarization of the incident field \( E^i. \) Because we can write
\[ E_r^r \cdot E_r^i = (k^r \times a)^2 A^2 + k_o^2 (k^r \times a)^2 B^2 = E^i \cdot E^i, \]
for real \( k^i, \) the magnitude of the field in reflection is constant for all angles of incidence. This effect is demonstrated in Figure 2.
Figure 2. The magnitude of the reflection coefficient \(|R|\) (absolute and logarithmic) for a plane wave incident to a planar self-dual EH boundary defined by a real vector \(\mathbf{a}\) which forms the angle \(\pi/3\) with the normal of the boundary. Solid blue line: \(\mathbf{k}'\) lies in the plane parallel to the vectors \(\mathbf{n}\) and \(\mathbf{a}\) and makes the angle \(\psi\) with the boundary (see Figure 1). Matched wave conditions appear for \(\psi = 5\pi/6\) (matched incident wave) and for \(\psi = \pi/6\) (matched reflected wave). Dashed orange line: the reflection coefficient is \(|R| = 1\) for all incidence angles in the plane parallel to vectors \(\mathbf{n}\) and \(\mathbf{n} \times \mathbf{a}\). The value \(|R|\) is independent of the polarization of the wave in both cases.

7.3. Numerical Example

As an example of the characteristics of a self-dual EH boundary, in the following, reflection amplitudes of plane waves are computed for different incidence angles and polarizations. The vector \(\mathbf{a}\) defining the boundary according to (73) forms the angle \(\alpha = \pi/3 = 60^\circ\) with the normal \(\mathbf{n}\), as shown in Figure 1. Figure 2 displays the magnitude of the reflection coefficient as function of the elevation angle \(\psi\), defined in Figure 1. The magnitude of the reflection coefficient is computed for two planes of incidence: the plane spanned by \(\mathbf{n}\) and \(\mathbf{a}\) (the plane in Figure 1, with solid blue line), and the plane perpendicular to that (plane of \(\mathbf{n}\) and \(\mathbf{n} \times \mathbf{a}\), with dashed orange line).

The results show the extremely strong dependence of the response on the direction of the incident wave. While in the plane perpendicular to that of Figure 1 the reflection satisfies \(|R| = 1\) (meaning that all power is reflected), the angular dependence in the \(\mathbf{n}-\mathbf{a}\) plane contains a zero and an infinity. These are the two matched-wave cases. For the elevation angle \(\psi = \pi/2 + \alpha = 5\pi/6\), the plane wave is incident from the direction of \(\mathbf{a}\), whence \(\mathbf{a} \cdot \mathbf{E} = \mathbf{a} \cdot \mathbf{H} = 0\). Because the boundary conditions are satisfied, the wave is matched, and no reflection is generated. Likewise, for the case \(\psi = \pi/2 - \alpha = \pi/6\), the reflected wave is matched, leading to a singularity in the reflection coefficient.

As shown in Equations (128) and (137), the magnitude of the reflection coefficients is independent of the polarization of the incident wave. For the dashed orange line with full reflection independently of elevation angle, the reflection coefficient is \(R = -1\) for a perpendicularly (TE) polarized wave while for the parallel-polarized (TM) incidence, the reflection coefficient is \(R = +1\). This behavior (PEC-like for TE-polarization and PMC-like for TM-polarization) is exactly the same as for a DB boundary [11, 12]. It is worth noting that these two polarizations are the eigenpolarizations in reflection: for an arbitrary incident wave, the polarization changes in general but nevertheless the reflection amplitude remains at \(|R| = 1\).

Also in the other plane (plane of Figure 1, solid blue curve), the reflection magnitude is polarization-independent. In fact, also for any incidence direction, not necessarily in these two planes, the same observation applies that the magnitude of the reflection coefficient is independent of the polarization state of the wave.

8. CONCLUSION

It has been shown in this study that the possible self-dual electromagnetic boundaries, invariant in duality transformations, fall in two possible classes: Case 1, those which are certain generalizations of the soft-and-hard/DB (SHDB) boundaries, as defined by conditions of the form (61), and Case 2, those called self-dual generalized PEMC (GPEMC) boundaries, defined by conditions of the form (66). Plane-wave reflection and matched waves associated to these boundaries have been analyzed and numerical
examples were computed for the self-dual EH boundary, which belongs to the class of Case 1 boundaries.

**APPENDIX A. SELF-DUAL EH BOUNDARY**

Let us consider in more detail the condition

\[ \mathbf{m} = \mathbf{a}_1 \times \mathbf{a}_2 = 0, \quad (A1) \]

making the representation (12) invalid and find the corresponding self-dual boundary conditions. Here we can separate the three cases:

- **\( \mathbf{a}_1 = \mathbf{a}_2 = 0. \)**
  
  In this case, (1) yields
  
  \[ \mathbf{b}_1 \cdot \mathbf{H} = \mathbf{b}_2 \cdot \mathbf{H} = 0, \quad (A2) \]
  
  i.e., conditions of the H-boundary [3], which are not self dual.

- **\( \mathbf{a}_1 \neq 0 \) and \( \mathbf{a}_2 = 0. \)** (the converse case can be handled similarly).
  
  The boundary conditions (1) can be written in the form
  
  \[ \mathbf{a} \cdot \mathbf{E} + \mathbf{b}_1 \cdot \eta_0 \mathbf{H} = 0, \quad (A3) \]
  \[ \mathbf{b} \cdot \eta_0 \mathbf{H} = 0. \quad (A4) \]

- **\( \alpha_1 \mathbf{a}_1 + \alpha_2 \mathbf{a}_2 = 0 \) with \( \alpha_1 \neq 0, \alpha_2 \neq 0. \)**
  
  In this case, after elimination, (1) can be reduced to the previous form (A3) and (A4).

The self-dual conditions for a boundary defined by (A3) and (A4), can be found by requiring that the dual set of vectors (31)–(34) satisfy

\[ \begin{pmatrix} \mathbf{a} \cos \varphi + \mathbf{b}_1 \sin \varphi \\ \mathbf{b} \sin \varphi \end{pmatrix} \begin{pmatrix} -\mathbf{a} \sin \varphi + \mathbf{b}_1 \cos \varphi \\ \mathbf{b} \cos \varphi \end{pmatrix} = \begin{pmatrix} \alpha & \beta \\ \gamma & \delta \end{pmatrix} \begin{pmatrix} \mathbf{a} \\ \mathbf{b}_1 \end{pmatrix}, \quad (A5) \]

for some scalars \( \alpha \ldots \delta \). These can be written as

\[ \mathbf{a} \cos \varphi + \mathbf{b}_1 \sin \varphi = \alpha \mathbf{a}, \quad (A6) \]
\[ \mathbf{b} \sin \varphi = \gamma \mathbf{a}, \quad (A7) \]
\[ -\mathbf{a} \sin \varphi + \mathbf{b}_1 \cos \varphi = \alpha \mathbf{b}_1 + \beta \mathbf{b}, \quad (A8) \]
\[ \mathbf{b} \cos \varphi = \gamma \mathbf{b}_1 + \delta \mathbf{b}. \quad (A9) \]

Since \( \sin \varphi = 0 \) corresponds to identity transformation, and \( \mathbf{b} = 0 \) to incomplete boundary conditions, these possibilities can be neglected. From (A7) and (A6) we have, respectively,

\[ \mathbf{b} = \frac{\gamma}{\sin \varphi} \mathbf{a}. \quad (A10) \]
\[ \mathbf{b}_1 = \frac{\alpha - \cos \varphi}{\sin \varphi} \mathbf{a}. \quad (A11) \]

Since \( \mathbf{b} \) is a multiple of \( \mathbf{a} \), and \( \mathbf{b}_1 \) is a multiple of \( \mathbf{a} \) or zero, in the self-dual case, the boundary conditions (A3), (A4) are reduced to the form (73), corresponding to those of the self-dual EH boundary.
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