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A B S T R A C T

The temporal and spatial neural processing of faces has been investigated rigorously, but few studies have unified
these dimensions to reveal the spatio-temporal dynamics postulated by the models of face processing. We used
support vector machine decoding and representational similarity analysis to combine information from different
locations (fMRI), time windows (EEG), and theoretical models. By correlating representational dissimilarity
matrices (RDMs) derived from multiple pairwise classifications of neural responses to different facial expressions
(neutral, happy, fearful, angry), we found early EEG time windows (starting around 130 ms) to match fMRI data
from primary visual cortex (V1), and later time windows (starting around 190 ms) to match data from lateral
occipital, fusiform face complex, and temporal-parietal-occipital junction (TPOJ). According to model compari-
sons, the EEG classification results were based more on low-level visual features than expression intensities or
categories. In fMRI, the model comparisons revealed change along the processing hierarchy, from low-level visual
feature coding in V1 to coding of intensity of expressions in the right TPOJ. The results highlight the importance
of a multimodal approach for understanding the functional roles of different brain regions in face processing.

1. Introduction

Faces contain information about different socially important cate-
gories, such as identity and the emotional state of an individual.
Behaviorally, we excel at distinguishing these different sources of in-
formation, and can easily identify a familiar person just from their face
despite changes in expression or viewpoint. Indeed, the processing of
faces has been suggested to be ‘special’ (Richler & Gauthier, 2014), and
faces have been proposed to be processed more holistically than other
visual stimuli (Shen and Palmeri, 2015; Tanaka and Simonyi, 2016; but
see also Gold et al., 2012). Newborns recognize their mother’s face
(Bushnell, 2001; Bushnell et al., 1989) despite their otherwise undevel-
oped visual skills (Dobson and Teller, 1978), fetuses focus more on
face-shaped than non-face-shaped objects (Reid et al., 2017) and inver-
sion distorts face recognition more than recognition of other objects
(Taubert et al., 2011; Valentine, 1988; Yin, 1969). Thus, faces provide an
excellent case for studying how our brain processes nuanced multidi-
mensional information, in which the change in one category (e.g.
expression) must be separated from the changes in another category (e.g.
identity).

Several models explaining the neural processing of faces have been

proposed (Duchaine and Yovel, 2015; Haxby et al., 2000). One main
feature in these models is the separation of the processing of changeable
and invariant aspects. Changeable aspects (or motion: Bernstein and
Yovel, 2015), such as expressions, are mainly processed in the dorsal
stream, especially in the superior temporal sulcus (STS; Greening et al.,
2018; Said et al., 2011; Zhang et al., 2016). In contrast, invariant aspects,
such as identity, are processed in the ventral stream from part-based
processing in the occipital face area (OFA; Atkinson and Adolphs,
2011; Henriksson et al., 2015; Pitcher et al., 2011), to the fusiform face
area (FFA; Anzellotti et al., 2014; Carlin and Kriegeskorte, 2017; Dobs
et al., 2018; Kanwisher and Yovel, 2006), and finally to highest-level,
viewpoint-invariant processing in the ventral anterior temporal lobe
(vATL; Anzellotti and Caramazza, 2016; Anzellotti et al., 2014; Collins
and Olson, 2015; Kriegeskorte et al., 2007). Hierarchical processing is
supported by single-cell recordings from macaques that have found
viewpoint-specific coding of face identities in the middle lateral and
middle fungus, mirror-symmetrical processing in the anterior lateral
patch, and finally almost viewpoint-invariant identity representations in
the anterior medial patch (Chang and Tsao, 2017; Freiwald and Tsao,
2010).

Said et al. (2010) found the neural activity patterns elicited by video
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clips of expressions to be similar to behavioural similarity ratings of the
expressions in STS, suggesting the processing of changeable features
there. Processing in the STS has also been studied by contrasting different
(full) expressions to each other or to neutral faces. Specifically, Greening
et al. (2018) showed significant cross-classification of happy and neutral
faces from other expressions when training with eyes and testing on faces
with eyes excluded, and vice versa. However, they found no significant
cross-classification of fearful, angry, and disgusted faces. Similarly,
Zhang et al. (2016) found STS to best separate neutral faces from fearful,
angry and happy faces. The STS thus seems to be especially sensitive to
differences between expressive and neutral faces.

Temporally, the processing of faces starts around 90 ms (Dima et al.,
2018; Sugase et al., 1999), perhaps already being somewhat sensitive to
differences in expression (Dima et al., 2018; Müller-Bardorff et al., 2018).
The most robust evidence from M/EEG studies for different neural re-
sponses for faces compared to other objects is found in the
N170-component (at ~170 ms; for a review, see Rossion and Jacques,

2011), which is also sensitive to some expressions (Hinojosa et al., 2015).
Coding of identities is usually found later, although earliest results are
found from ~100 ms onwards (Ambrus et al., 2019; Vida et al., 2017).
When low-level visual information is taken into account, higher-level
identity representations (Vida et al., 2017), as well as sensitivity to
familiar faces (Schweinberger and Neumann, 2016), are found at around
250 ms, and differentiation of same sex identities only after 400 ms
(Ambrus et al., 2019).

Althoughmuch is known about the face-specific brain regions and the
time course of face processing, a challenge still exists regarding how to
combine our understanding of the spatial and temporal aspects of face
processing. One possibility is to compare response magnitudes captured
with one method to those captured with another method. In a simulta-
neous EEG-fMRI study, face selectivity (response magnitude between
faces and images of chairs) in fMRI was found to correlate with earlier
EEG timepoints in OFA than in FFA and STS (Sadeh et al., 2010). Another
possibility to combine different imaging methods is to use multivariate

Fig. 1. Morph design, example stimuli and analysis design. A) Both expressions and identities were morphed. Original images from 4 identities with 4 expressions
(neutral, happy, fearful, and angry) were morphed between the identities (left), and between neutral and other expressions within each identity (right). B) Stimuli
examples of all used expression-morphs from two identities. The example identities are samples from the Faces database (Ebner et al., 2010; https://faces.mpdl.mpg.
de/imeji/); different identities were used in the experiment. Identity-morphs are not shown due to copyright restrictions. C) Study design for expression EEG-fMRI
analyses. Each possible pair of expressions and morphed expressions were classified with SVM, separately in EEG and in fMRI. The different identities were used
as exemplars in the classification analyses. From these pairwise classifications, a representational dissimilarity matrix (RDM) was created for each EEG time window
and each fMRI searchlight voxel. In the RDMs, each cell is a decoding accuracy between two expression-morphs (e.g. angry 100% vs happy 100%). The RDMs from
EEG and fMRI were then correlated with each other, as well as with models.
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analysis methods (Edelman et al., 1998; Haxby et al., 2000; Kriegeskorte
et al., 2008), such as stimulus reconstruction, classification/decoding
and representational similarity analysis (RSA; Kriegeskorte et al., 2008),
which can capture more nuanced information structures than univariate
methods. In RSA, the data are projected to a geometrical space – repre-
sentational dissimilarity matrix (RDM) – that highlights the relative
differences between multiple responses. As these RDMs are indifferent to
the type of data that they are derived from, the RDM from a certain
timepoint in EEG, for example, can be compared to the RDMs from a
certain cluster of voxels in fMRI, thus combining the good temporal ac-
curacy of M/EEG with the good spatial accuracy of fMRI. This approach
has been used in studying audiovisual attention networks (Salmela et al.,
2018), visual object categorization (Cichy and Pantazis, 2017; Cichy
et al., 2014, 2016), and differences between neural responses to tasks and
images (Hebart et al., 2018). These studies showed that, within the first
few hundred milliseconds, processing of visual object categories spreads
from early visual areas (V1) to the lateral occipital complex (LOC; Cichy
et al., 2016; Kietzmann et al., 2019). In the current study, we apply this
method to study the processing of faces.

We used RSA to compare neural representations of faces as charac-
terized with EEG and fMRI to reveal the spatio-temporal dynamics of face
processing (Fig. 1). We compared representational dissimilarity matrixes
(RDMs) – based on pairwise decoding analyses– derived from different
time windows in the EEG data and from searchlight voxels in the fMRI
data. Our stimuli were faces with different identities (2 males, 2 females,
12 identity-morphs) and different expressions, which varied both in their
category (neutral, happy, fearful, and angry) and intensity (100% in-
tensity and morphed 50% intensity). We also compared the data to
models representing either expression category, expression intensity, or
low-level visual features, allowing us to look for possibly different neural
codes in different parts and at different times in the brain. While several
studies have looked at neural representations of different expression
categories, and a few expression intensities (Surguladze et al., 2003;
Winston et al., 2003), our study provides a novel way to compare
whether expression categories and intensities have different represen-
tations in the brain. Especially, several studies have found STS to
particularly separate neutral faces from expressions (Greening et al.,
2018; Zhang et al., 2016). By including morphed expressions, our study
design provides an opportunity to look more closely at whether these
results were due to expression intensity coding in the STS.

2. Methods

2.1. Participants

A total of 18 volunteers were recruited to participate in the study. One
participant dropped out before completing the first part. Thus, 17 people
(7 males, mean age ¼ 24, SD¼ 3.4) completed the study. All participants
were right-handed, had normal or corrected to normal vision and had no
(self-reported) diagnosed difficulties in recognizing faces (e.g. proso-
pagnosia). They were recruited through the students’ mailing list of the
Faculty of Behavioural Sciences at the University of Helsinki, and they
received monetary compensation for the participation.

2.2. Ethics

The present study was conducted in accordance with the declaration
of Helsinki and was reviewed and approved by the Ethics Review Board
in the Humanities and Social and Behavioural Sciences of the University
of Helsinki. All participants gave informed consent and were screened to
be suitable for fMRI scanning with the standard procedure of the AMI
centre of Aalto University.

2.3. Stimuli

The stimuli consisted of 112 full-colour images of faces. The root-

mean-square contrast of the images was normalized to 0.2, and width
and height were approximately 8� and 11�, respectively. The images
contained four identities (2 females, 2 males) from the Faces database
(Ebner et al., 2010), and four different expressions for each identity
(neutral, angry, happy and fearful). These original images (4 expressions
from 4 identities) were first preprocessed with Corel Paintshop Pro X7.
The images were 1) straightened horizontally, using the centres of the
eyes as a reference line; 2) resized to have the same interocular distance;
and 3) centred in a way that the centres of the eyes in each face image
were approximately in the same location. This was done to control for
irrelevant visual variability in the pictures, for example size or tilt of the
face, and to improve face morphing.

After the preprocessing of the original faces, they were morphed with
FantaMorph (version 5.4.6). Each original identity with a given expres-
sion was morphed to every other identity with the same expression. From
these morph dimensions, two morphed images, 1/3 of identity X and 2/3
of identity Y, and vice versa, were used in the study. As a result, there
were 12 identity-morphs in addition to the original four identities. Both
the original 4 identities and the 12 identity-morphs were then morphed
(within an identity) from neutral to the three other expressions, and the
50% morphs were used in the study (Fig. 1A). Thus, the stimulus set
contained 112 images in a 16 identity-morphs (4 original, 12 morphed) x
7 expression-morphs (neutral, 3 original-100%, 3 morphed-50%) design.
For simplicity, we refer henceforth to both the original and the morphed
identities and expressions with the terms identity-morphs and expres-
sion-morphs.

2.4. Study design

The study contained two parts, fMRI measurement and EEG mea-
surement, which were conducted on different days. Nine of the partici-
pants completed the fMRI part first, and eight completed the EEG part
first. The time between the measurements was 1–40 days for the different
participants. Both sessions lasted approximately 1.5 h, including
preparation.

The primary task and stimuli were identical in both measurements.
Participants saw a face on a screen (500 ms), and they were instructed to
answer, by pressing one of two buttons, whether the face on the screen
was female or male. The gender identification task was used in order to
ensure participants’ attentional focus on the faces, and it was not trivial,
since half of our stimuli were morphs between genders. The inter-
stimulus interval was 2500 ms. The study was divided in three runs.
Each stimulus was shown twice in each run, once (in random order)
before a 30 s rest period and a second time (in random order) after the
rest period. In total, each run contained 224 trials and the duration of
each run was approximately 12 min. Between the runs the participants
were contacted through microphone and were given a rest period if
necessary.

The fMRI-measurement began with an anatomical scan (6 min) and
ended with a functional localizer run which, however, was not used in
the study. In the localizer scan, intact faces, phase scrambled faces, and
checkerboard stimuli were shown while the participant was instructed to
fixate at the centre of the screen. In the EEG measurement, video clips of
facial expressions were shown at the end of the experiment. The results of
these are not, however, discussed here.

2.5. Acquisition and preprocessing of EEG

EEG data were recorded using a 64-channel cap and 6 additional
electrodes (mastoids, HEOGs from both eyes and two VEOGs from the left
eye) with Biosemi Actiview. The EEG data were sampled at 1024 Hz and
referenced online to Common Mode Sense (CMS) electrode at PO1.

EEG preprocessing was performed with EEGLAB v13.6.5b running in
Matlab R2018a. The data were first downsampled to 200 Hz, and
bandpass-filtered between 0.1 and 81 Hz (-6 db cutoff points, acausal
filter). Line noise was removed with the Cleanline-plugin (Mullen, 2012)
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and bad channels detected and removed with the clean_rawdata
v0.31-plugin (Kothe, 2013). The data were then re-referenced to the
average of the 64 cap electrodes, the removed channels were interpolated
and all the non-cap electrodes were removed. Epochs of -300 – 1000 ms
from stimuli onset were created, and epochs with the same stimuli were
averaged. No baseline correction was applied. Thus, a four-dimensional
EEG-data-matrix was created, the dimensions being the 17 participants,
112 different stimulus types, 64 channels and 260 timepoints (5 ms
each). The 260 timepoints were later collapsed in the decoding analyses
into final 130 time windows of 10 ms each (see 2.7. Decoding).

2.6. Acquisition and preprocessing of fMRI

Functional MRI data were recorded using a 3T MAGNETOM Skyra
scanner (Siemens Healthcare, Erlangen, Germany) at the AMI-Centre of
Aalto University School of Science. A 30-channel head coil was used. The
functional echo-planar images (EPI) were acquired with an imaging area
consisting of 43 contiguous slices (TR 2.4 s, TE 32 ms, voxel matrix 64 ⋅
64, field of view 20 cm, slice thickness 3.0 mm). Three functional runs of
275 vol (including 4 initial dummy volumes) were measured, each last-
ing approximately 12 min. In preprocessing, slice timing and motion
correction (but no smoothing) were applied, and all images were co-
registered to a T1 anatomical image (MPRAGE). Finally, the images
from each subject were normalized to the standardized MNI head space.
The fMRI data were modelled with an event-related GLM analysis con-
taining separate regressors for each stimulus type (112 in total), and 6
nuisance regressors for motion. As a result, there were 112 (stimuli) x 3
(runs) whole-brain beta images for each subject. fMRI analyses were
conducted with the SPM12 toolbox for Matlab.

2.7. Decoding analyses

We used leave-one out support vector machine (SVM; Cortes and
Vapnik, 1995) decoding with the non-decoded stimulus category
(expression or identity) as exemplars, and voxels/EEG-channels as fea-
tures. Thus, two sets of analyses were conducted, one to study identities
and one to study expressions. For expressions, a pairwise decoding
analysis was conducted between each possible expression-morph pair
(e.g. 50% morphed happy vs. neutral), resulting in 21 pairwise decoding
analyses for expressions in total (number of possible pairs from 7
different stimuli: 6 þ 5 þ 4 þ 3 þ 2 þ 1). Likewise, for identities, a
pairwise decoding analysis was conducted between each possible
identity-morph pair (e.g., identityA vs. identity-morphA1/3B2/3), result-
ing in 120 pairwise decoding analyses for identities (number of possible
pairs from 16 different stimuli: 15 þ 14 … þ 1). In each pairwise
decoding analysis, the data were divided into training and test sets,
leaving either one of the non-decoded stimulus categories (e.g. one
expression-morph when decoding identities) out (EEG), or one run out
(fMRI), and this procedure was repeated until every category/run was
used as the test set. In EEG, expression decoding analyses were repeated
16 times (leaving one identity-morph out at a time) and identity
decoding analyses 7 times (leaving one expression-morph out at a time).
Thus, expression decoding analyses contained 15 þ 15 exemplars in the
training set and 1 þ 1 in the test set, and identity decoding analyses
contained 6 þ 6 exemplars in the training set and 1 þ 1 in the test set.

In fMRI, we divided the data between runs, using two runs for the
training and the remaining run as the test set. The classifications were
repeated three times, using each run as a test set. Thus, there were 32 þ
32 (16 identity-morphs x 2 runs) or 14 þ 14 (7 expression-morphs x 2
runs) exemplars in training sets and 16 þ 16 or 7 þ 7 exemplars in the
test sets for each expression and identity analyses, respectively. We
employed a different decoding analysis design in fMRI (leave-one-run-
out) compared to EEG (leave-one-exemplar-out), because the fMRI data
were modelled with a GLM, which might result in dependencies between
training and test sets if they contained inputs from same runs. Leave-one-
run-out is a standard procedure in fMRI decoding analyses. All decoding

analyses were performed separately within each subject.
Decoding analyses of the fMRI data were conducted with The

Decoding Toolbox (TDT; Hebart et al., 2015), using beta-images from the
first-level GLM in a normalized MNI head space. We used
searchlight-based (Kriegeskorte et al., 2006) decoding with a radius of
10 mm (isotropic), and with default settings of TDT; L2-norm SVM with
regularizing parameter C ¼ 1 running in LIBSVM (Chang and Lin, 2011).
For EEG data, we used DDTBOX (Bode et al., 2018) to decode ERPs (event
related potentials) averaged over 6 repeated trials (Grootswagers et al.,
2017; Isik et al., 2014). We used spatiotemporal decoding with 2
consecutive time points, resulting in non-overlapping windows of 10 ms
and all 64 channels, resulting in 2*64 ¼ 128 features. Otherwise, default
settings of DDTBOX were used; L2-norm SVM with C ¼ 1 running in
LIBSVM, same as in fMRI. All decoding analyses were run in Matlab
2018a. After decoding analyses, the results within each pairwise classi-
fication were smoothed with FWHM of 3 voxels in fMRI, and with 3 time
window (30 ms) moving average in EEG.

2.8. Representational similarity analysis

Representational similarity analysis was used to compare the infor-
mation representations of expressions in fMRI, EEG and models (Fig. 1C).
A representational dissimilarity matrix (RDM) was calculated for each
searchlight voxel in fMRI and for each time window in EEG. The RDMs
were calculated separately for each subject, except in the EEG-fMRI-
analysis, where the fMRI (but not the EEG) RDMs were averaged over
subjects. Each cell ij in the RDMs was the decoding accuracy between the
two stimulus types of row i and column j. Three model RDMs were
created as follows. First, the Low-level Model RDM was built based on
filtering all face stimuli with a bank of Gabor filters. Each stimulus image
was filtered with 36 filters, using 6 different spatial scales at 6 different
orientations. The centre spatial frequency of the filter was varied from 4
to 24 cycles/face width. The spatial frequency bandwidth of the filters
was one octave and the orientation bandwidth was 30�. To construct the
RDM for expressions, the filter outputs for different identity-morphs were
first averaged within each expression-morph, and then the average out-
puts were correlated with each other and subtracted from one, resulting
in the 7 � 7 expression dissimilarity matrix. In the second model (In-
tensity Model), no differences between different expression categories
were assumed; only differences between neutral, half morphs and ex-
pressions with full intensities were modelled, with dissimilarity values
between neutral and full expressions being 1, between half morphs and
neutral/full expressions 0.5, and within each category, 0. Third, the
Category Model represented categorical processing of emotions, with the
50% morphed and full expressions assumed to be similar, with dissimi-
larity values between all expressions (irrespective of morph level) being
1, and within expressions 0. The three models were not orthogonal, with
Spearman correlations of low-level model with intensity and category
models being -.13 and 0.36, respectively, and with intensity and category
model -.11.

The lower triangles of these RDMs were then correlated (Spearman)
between fMRI and EEG, fMRI and models, as well as between EEG and
models. This was done separately for each fMRI searchlight voxel and
each EEG time window and separately for each subject, except for the
fMRI-EEG correlations where the subject-averaged fMRI-RDM was used
to remove noise and to increase power. We averaged fMRI data instead of
EEG as our single-modal EEG results were more robust; similar averaging
of MEG data has been used in a previous MEG-fMRI study (Cichy et al.,
2016). Mostly similar EEG-fMRI results were obtained when EEG was
averaged instead of fMRI (Supplementary Fig. 1).

2.9. Regions of interest

To further compare and visualize the fMRI-EEG and fMRI-model
–correlations, we performed Region of Interest (ROI)-analyses for eight
selected areas from the BALSA parcellation map (Glasser et al., 2016):
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V1, fusiform (face) complex (FFC), lateral occipital (face) area (LO1), and
temporal-parietal-occipital junction (TPOJ2), all from both hemispheres.
In BALSA, the areas are defined multimodally, based on both their
anatomical and functional characteristics. The areas were selected based
on their known role in face processing (Duchaine and Yovel, 2015), and
the results in the ‘Overall information’ –analyses of average face
expression processing (see below). From each ROI, five voxels with the
highest overall expression information (averaged over subjects, see 2.10.
Statistical analysis) across all 21 pairwise comparisons were selected, and
the RDMs from these voxels were averaged for analysis. Thus, the
selected ROIs represent the best information available in a given area. As
searchlight analysis was used in pairwise classifications, these five voxels
contain information from the surrounding voxels as well. While this se-
lection would be circular if analyzing the overall amount of information,
we used it only to compare the information structures (RDMs) in the ROIs
to those of models and EEG, and the differences between hemispheres.
Supplementary analysis using all the voxels within given BALSA-areas
showed similar results (Supplementary Figs. 3 and 4A).

2.10. Statistical analyses

To calculate a measure for the overall amount of expression infor-
mation we took the within-subject averages of all the pairwise
expression-morph classifications. Similarly, for overall amount of iden-
tity information we took the within-subject averages of all the pairwise
identity-morph classifications. These (‘Overall information’) averages
were calculated in each time window in EEG, and in each searchlight
voxel in fMRI. To compare different expressions (‘Expression analyses’),
the pairwise classifications of 100% expression (happy, fearful and
angry) versus neutral faces were analysed in EEG and in fMRI. The la-
tency differences between different expressions were compared by taking
the peak classification accuracies from each subject between 50 and 250
ms and comparing their timings with the Wilcoxon’s signed rank test. For
the EEG-fMRI, model-EEG, and model-fMRI analyses, RDMs from each
searchlight voxel in fMRI, each time window in EEG, and models, were
correlated (EEG-fMRI) or partial-correlated (model-analyses, controlling
for other models) using Spearman correlation. For the ROI analyses,
exactly same analyses were performed, but instead of all voxels, using the
average of 5 voxels from the selected areas. Hemispheric differences were
tested withWilcoxon’s signed rank test, comparing the overall expression
information as well as EEG-fMRI –correlations (between 100 and 500ms)
in the ROIs. All statistical significance thresholds were defined by
(cluster-based) sign-shuffling permutation tests. In the tests, the decoding
accuracies (minus chance level of 50%) or (partial) correlations from
each subject were multiplied randomly either by 1 or -1. This was
repeated 5000 times, and from each permutation the maximum (cluster)
statistic was taken to create a null distribution, FWE-corrected for mul-
tiple testing (Nichols and Holmes, 2001). One-sided p < .05 significance
threshold was defined as being the top 5% values of the distribution. In
EEG, cluster-defining time window threshold was p < .05 (one-sided),
and the cluster statistic used was the sum of t-values within each tem-
poral cluster (Maris and Oostenveld, 2007). In fMRI, we used
cluster-defining voxel threshold of pseudo-t>3.0, and the cluster statistic
used was cluster size (number of voxels). Furthermore, we used variance
smoothing of 6 mm FWHM as suggested by Nichols and Holmes (2001).
In EEG-fMRI –analyses, above defined cluster analysis was conducted
within each time window separately, with no correction applied over the
multiple time windows. In ROI-model correlations, the statistic used was
partial correlations, and no correction for multiple ROIs were applied. All
fMRI statistical analyses were conducted in Matlab, and the permutation
analyses were run using SnPM-toolbox for SPM.

2.11. Data and code availability

Data and code are available upon request.

3. Results

3.1. Overall information related to facial expressions and identities

To investigate the processing of facial expression and identities, we
showed participants a total of 112 face images in which both emotional
expression (neutral, 50% and 100% happy, fearful and angry) and facial
identity (4 original identities, 12 morphed identities (33/67%)) varied
parametrically (Fig. 1A). In order to reveal information related to ex-
pressions and identities, we used support vector machine (SVM) decod-
ing to produce pairwise classification accuracies between all stimulus
pairs. This was done separately for each searchlight voxel in fMRI with
searchlight analysis (Kriegeskorte et al., 2006), and for each time win-
dow in EEG (Fig. 1C).

To calculate a measure of overall expression processing, we took the
mean of all pairwise expression-morph decoding accuracies. In fMRI, this
resulted in a large cluster in occipital and temporal cortex, containing the
primary visual cortex (V1), lateral occipital (LO), fusiform face complex
(FFC) and temporal-parietal-occipital junction (TPOJ; Fig. 2A). This is in
accordance with earlier studies that have shown facial expression pro-
cessing to be right-lateralized, and occur around these brain regions (for
a review, see Duchaine and Yovel, 2015). The EEG results revealed sta-
tistically significant coding of expressions to start at ~120 ms after
stimulus onset, and to continue until ~750 ms (Fig. 2C) with the highest
peak at 270 ms (mean decoding accuracy 54.8%). Previous studies using
decoding in MEG (Dima et al., 2018), and single-cell recordings in
monkeys (Sugase et al., 1999) have also found face expression coding to
start at ~100 ms.

For face identities, we performed similar EEG and fMRI analyses. Our
analyses suggested that the motor responses of the task of gender iden-
tification were obscuring the identity results, showing for example sig-
nificant decoding accuracies in fMRI in the left motor cortex (Fig. 2A, ‘All
identities’). To account for this, we performed analyses using only the
within-gender identity-morph pairs in which participants answered
correctly (using the same finger) over 90% of the trials (‘Selected iden-
tities’). Only 17/120 comparison pairs fulfilled the criteria. The results
showed significant clusters in the left temporo-parietal junction and
anterior STS, but not in the visual areas or in the ventral temporal areas
implicated in face-specific processing (Fig. 2A), or in any time window in
EEG. Thus, as no expected face patches showed significant decoding re-
sults, no further analyses for facial identities were performed.

3.2. Different temporal and spatial responses to different facial expressions

To compare different expressions, we examined the classifications
of neutral expression compared separately to (100%) happy, fearful,
and angry faces. Happy faces were significantly classified from primary
visual cortex in fMRI (Fig. 2B), with the highest peak in EEG at 140 ms
(57.5%; Fig. 2D). Angry faces peaked later in EEG, at 220 ms and 350
ms (57.4% and 57.5%, respectively; Fig. 2D), and were accurately
classified in fMRI both from V1 and from a more anterior cluster near
the right TPOJ and FFC (Fig. 2B). Accurate classification of fearful
faces in the EEG data was found in time windows between those found
for happy and angry faces, with the highest peak at 180 ms (58.6%),
while no significant clusters were found with fMRI. To statistically test
temporal differences in the three expressions, we compared the la-
tencies of the highest decoding accuracies of each expression. Decod-
ing accuracy of happy faces peaked significantly earlier than both
fearful (p ¼ .021) and angry (p ¼ .005) faces, while no statistically
significant difference was found between fearful and angry expressions
(p ¼ .36). Furthermore, while happy and fearful faces were signifi-
cantly classified only in a relatively short (<100 ms) time window, the
classification of angry faces remained significant for 220 ms (Fig. 2D).
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3.3. Combined EEG-fMRI reveals spatiotemporal pattern of face processing

We used representational similarity analysis (Kriegeskorte et al.,
2008) to compare the information structures related to the processing of
facial expressions in fMRI and EEG. We correlated representational
dissimilarity matrixes (RDMs) from each searchlight voxel in fMRI and
each time window in EEG. Each cell of the RDMs was the decoding ac-
curacy between two stimuli in a certain searchlight voxel or in a certain
time window. We found that information in EEG correlated significantly
with activity patterns in primary visual cortex from 130 ms onwards
(Fig. 3). At 190–250 ms, significant correlations were found in parietal
areas, the V1 as well as in left FFC, LO and TPOJ. These results are
consistent with temporal progress of information processing from pos-
terior to more anterior sites in visual object categorization (Cichy et al.,
2016).

To further compare the information structures between fMRI and
EEG, we calculated RDMs (Fig. 4A) for the mean of five searchlight voxels
having highest overall expression information in different ROIs (Fig. 4B),
and correlated them to the EEG data. Similarly to the whole brain
searchlight analysis, V1 had the highest correlation with the earliest time
windows (~120–250 ms), peaking around 150 ms (Fig. 4C). Bilateral
FFC, LO and left TPOJ all peaked later, around 240 ms. In the right TPOJ,
no significant correlations were found. In the left LO, the correlations
remained significant until 480 ms. The overall spatio-temporal structure
found here was quite similar to that reported earlier in a MEG study (Vida
et al., 2017) looking at the coding of face identities in the brain, finding
accurate classifications in the left V1 around 150 ms, and relatively
higher decoding accuracy for the right LO and the right FG around 250
ms. To ensure that our results were not due to selecting the five most
informative voxels, the ROI analyses were repeated using all the voxels

Fig. 2. Means of pairwise decoding accuracies of expressions and identities. A) In fMRI, a large cluster for expression classifications was found in bilateral occipital
cortex and right temporal lobe, including lateral occipital, fusiform face complex and temporal-parietal-occipital junction. Identity results were possibly obscured by
the task and motor responses (middle column, ‘All identities’). Identities with similar responses (rightmost column, ‘Selected identities’) revealed no clusters in
expected face regions. B)When different expressions were analysed separately, we found significant coding of happy (vs. neutral) expressions in V1, and angry faces in
V1, right TPOJ and right FFC. No significant clusters for fear were found. fMRI cluster-forming threshold pseudo-t>3 (variance-smoothed), cluster-level p(FWE)<.05.
C) Average decoding accuracies in EEG. D) In EEG, the decoding accuracies for different expressions peaked between 130 and 200 ms after stimulus onset. Dots in EEG
mark significant time windows (cluster weight analysis, cluster-forming threshold p < .05, one-sided; FWE-corrected), and dotted lines depict SEMs.
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within a given BALSA-area. The results were similar except that the right
FFC did not correlate significantly with EEG (Supplementary Fig. 3).
Finally, as the whole brain EEG-fMRI –results (Fig. 3) seemed to show a
hemispheric bias to the left, we tested hemispheric differences in the
ROIs. We found higher correlations with EEG in the left than right
hemisphere in LO (p ¼ .031) and TPOJ (p ¼ .006), but not in FFC (p ¼
.055) or V1 (p¼ .65), and, when taking all the voxels within the ROIs, for
LO (p¼ .040), FFC (p¼ .010) and TPOJ (p¼ .004). However, comparing
the overall expression information in the ROIs showed no left bias, with
no differences between hemispheres in V1, LO, or FFC (all ps > .08), and
higher average decoding accuracies in TPOJ in the right than left
hemisphere (p ¼ .017).

3.4. Models for expression processing

We compared our data with the three model RDMs (Fig. 5A). Simi-
larly to the EEG-fMRI –correlations, we correlated each searchlight voxel
from fMRI (Fig. 5B) and each time window from EEG (Fig. 5C) with each

of the models, using partial correlations controlling for the other models.
The Low-level Model correlated with primary visual cortex in fMRI (Fig. 5,
top row), and with EEG between 110 and 290 ms. The Intensity Model, on
the other hand, had the most pronounced correlationwith the TPOJ, near
the right pSTS (Fig. 5, middle row). In EEG, the intensity model did not
correlate significantly with information in any time window (Fig. 5C).
This is consistent with the EEG-fMRI-analysis also finding no correlations
with the right TPOJ and EEG. The Category Model did not correlate
significantly with fMRI nor EEG data. Our results suggest that the clas-
sification results in EEG were mostly based on information about low-
level visual features, and in fMRI the classifications were based on low-
level features as well as expression intensities. As several studies have
found the right pSTS to be especially sensitive to differences between
neutral and emotional faces (Greening et al., 2018; Zhang et al., 2016),
we calculated the model correlations with fMRI data without the neutral
faces (Supplementary Figs. 2 and 4B). The results were similar, showing
that the model correlations were not driven only by separating neutral
faces from emotional faces, but instead by the intensity of the

Fig. 3. EEG-fMRI RDM correlations. A) In each time window, from left to right: EEG RDM, correlation between EEG and fMRI RDMs in each voxel in left and right
hemisphere. The fMRI RDMs are the same in each time window. The flatmaps contain approximately the posterior half of the brain. Cluster analysis with cluster-
forming threshold pseudo-t>3 (variance-smoothed), cluster-level p(FWE)<.05, each time window analysed separately. No significant clusters were found before
130 ms, and only sparsely after 250 ms. B) Labels for marked flatmap brain regions (from BALSA parcellation). C) Labels for RDM rows/columns.
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expressions.
Finally, we compared the models with the searchlight voxels with

maximal information in each ROI. As seen in Fig. 6, these results were
mainly similar to the results of the whole brain correlations. The low-
level model correlated with V1 and the intensity model with the right
TPOJ. While these results were consistent with the results of the whole
brain model-searchlight, they also revealed the coding of emotion in-
tensity in the right FFC, emotion category in the right TPOJ and left LO,
and low-level features in the left FFC, not apparent in the whole brain
results. We conducted three control analyses. First, we tested model
correlations when taking all searchlight voxels (instead of the five most
informative) from a given BALSA area. The results were identical (Sup-
plementary Fig. 4A). Second, we repeated the analyses without neutral
faces and the results were again highly similar (Supplementary Fig. 4B).
Finally, in our Category Model, the 50% morphed expressions were
categorized with the full expressions as they, subjectively assessed,
looked more like an expressive than a neutral face (Fig. 1B). When they
were instead categorized to be similar with the neutral faces, the EEG and
whole brain results did not change, but there were some minor changes
in the ROI results (Supplementary Fig. 4C).

4. Discussion

We investigated the processing of facial expressions and identities in
the brain with EEG and fMRI. We used SVM pairwise decoding to mea-
sure the amount of information discriminating between stimulus cate-
gories, and compared the information patterns in fMRI, EEG, and models
by correlating dissimilarity matrices obtained with the different
methods. Our results from EEG-fMRI-correlations showed spatio-
temporal spreading of expression information from primary visual cor-
tex at around 130 ms to left fusiform face complex (FFC), lateral occipital
(LO) and temporal-parietal-occipital junction (TPOJ), which correlated
with the EEG data from 190 ms onwards. Comparisons between models
and the EEG data suggest that EEG contains more information about low-
level visual features than expression intensities or categories. Compari-
sons between models and the fMRI data, however, indicate low-level
visual feature-based processing in the early visual cortex and expres-
sion intensity-based processing in the right TPOJ. Thus, our results show
change in the processing of facial information from low-level visual
features in the primary visual cortex to facial feature analysis in the left
inferior temporal areas and expression intensity analysis in the right
TPOJ.

Fig. 4. ROI-analysis. A) RDMs from selected ROIs. In the top row, decoding accuracies. In the bottom row, rank-transformed RDMs (sorted according to their rank
from lowest to highest) showing the relative weight of each decoding pair within each ROI. B) Locations of ROIs. Within every ROI (BALSA-area), 5 voxels that had the
highest overall expression information over all decoding pairs were selected. Voxel locations shown in dark blue and the total area of their searchlight in yellow,
orange and red. C) Correlations between each fMRI ROI and EEG from both hemispheres. Dots mark significant time windows (cluster weight analysis, cluster-forming
threshold p < .05, one-sided; FWE-corrected), and dotted lines depict SEMs.
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For identity information, our results were likely compromised by the
motor task of responding to the gender of the shown face. However, as we
used searchlight analyses in the fMRI data, limiting the information used
in each classification to a small set of voxels, the motor activations from
the parietal and frontal lobes should not dilute possible findings in the
visual and face processing areas most important for the aim of our study.
Nevertheless, no significant classification of identity information was
found from these areas, possibly due to the smaller variance of visual
information between the identities than the expressions. In EEG,

although we found processing of identities from 250 ms onwards, these
results vanished when we tried to control motor responses by selecting
only a subset of the identity pairwise classifications. Thus, no further
analyses or conclusions relating to the identity coding were made. It is
worth noting that our decoding design required some invariance to ex-
pressions in the identity classifications. Some previous studies with
invariance requirement to viewpoints (Guntupalli et al., 2017) and
generalization across face halves (Anzellotti and Caramazza, 2016), have
found identity coding in the right inferior frontal and anterior temporal

Fig. 5. Model analysis. A) RDMs for the three models. B) fMRI partial correlations with the models (no significant clusters for category model were found). Cluster
analysis with cluster-forming threshold pseudo-t>3 (variance-smoothed), cluster-level p(FWE)<.05. C) Partial correlations between EEG and the models. Dots mark
significant time windows (cluster weight analysis, cluster-forming threshold p < .05, one-sided; FWE-corrected), and dotted lines depict SEMs.

Fig. 6. Model-ROI partial correlations. Boxes indicate data from 25th to 75th percentiles, lines the medians, dots individual subjects, and asterisks mark significance
(sign-shuffled p < .05, one-sided). L and R refer to the left and right hemisphere, respectively, LO to lateral occipital (LO1 in BALSA), FFC to fusiform face complex
(FFC in BALSA) and TPOJ to temporal-parietal-occipital junction (TPOJ2 in BALSA).
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lobe, respectively, but not in FFA or OFA (although see Anzellotti et al.,
2014 for rotation-invariant classification in OFA and FFA). However,
since the identity classification results from frontal cortex were difficult
to disentangle from the task-related responses, and our fMRI signal was
weak in the anterior temporal lobe, our results cannot weigh in on the
role of these areas in identity processing.

Analyzing our expression results more closely, we first looked at the
areas and timing of overall expression information. In EEG, expressions
were decoded significantly between~120 and 750ms, replicating earlier
findings of expression processing starting roughly around 100 ms (Dima
et al., 2018; Müller-Bardorff et al., 2018; Sugase et al., 1999). While
several studies do not report such an early effect of expression processing
(e.g., Blau et al., 2007; Müller-Bardorff et al., 2016), this can be explained
with the less sensitive methods mainly used in those studies. In fMRI,
significant classification of facial expressions was found, as expected,
from early visual areas and the face processing areas in the right fusiform
complex (FFC), lateral occipital (LO) and temporal-parietal-occipital
junction (TPOJ), near the posterior superior temporal sulcus (pSTS).
For the separate expressions, happy faces were accurately classified in
early visual areas and most pronouncedly at early time windows (~140
ms), while information on angry faces was found, in addition to V1, from
a cluster near the right pSTS and FFC, and mainly later in time
(~200–350 ms). Highest classification accuracy for fearful faces was
found in EEG in a later time window than for happy faces, but earlier than
for angry faces (~180 ms), and no significant clusters were found in
fMRI. In addition to the differences in peak latencies, the coding of angry
faces remained statistically significant longer than other expressions,
possibly showing the evolutionary importance of paying attention to
angry faces, longer-lasting processing of eye than mouth information, or
both.

We used representational similarity analysis to compare the infor-
mation structure in EEG and in fMRI. One of our main findings was a
spreading of information similarity from early visual cortex and early in
time (120–150 ms) to more anterior areas in left (ventral) temporal lobe
and later in time (190–250 ms). Face models (Duchaine and Yovel, 2015;
Haxby et al., 2000) postulate spatio-temporal progress during the pro-
cessing of faces. However, as every non-invasive method (fMRI, M/EEG)
has a rather weak spatial or temporal resolution, few studies have been
able to focus on both dimensions at once. Thus, while there is an
exhaustive literature on both spatial areas of face processing from fMRI
studies, and temporal components found using M/EEG, the linkage be-
tween these results is much less understood. Our study takes a step into
that direction, being the first to our knowledge to combine M/EEG and
fMRI with RSA to understand the processing of facial expressions.
Interestingly, we found EEG-fMRI correlations mainly in the left hemi-
sphere, which is less involved in face processing. We hypothesize that
this might be due to our EEG data reflecting more lower level visual
features, as shown in our model analyses. Our model results suggest that
in the right hemisphere, at least in the right TPOJ, there is higher-level
representations of face expressions. As these were not found from the
EEG data, that could explain the lower correlations between EEG and
fMRI in the right than the left hemisphere. In ROI analyses we similarly
found an early peak in fMRI-EEG correlations in V1, and a later peak in
LO and FFC. Our time trajectories are similar to those reported in a
previous MEG study (Vida et al., 2017), which found first peaks for V1,
OFA and FFA at around 150 ms and later peaks ~250 ms. Both in our and
their results, information in V1 clearly dominated early in time, and later
in time, the information from LO/OFA and FFC/FFA was relatively more
prominent, though mainly not exceeding correlations with V1.

We compared our data to three models depicting low-level visual
information, emotional intensity, and emotion category information
respectively, while controlling for other models by using partial corre-
lation. The low-level model matched with the information in the early
visual cortex and EEG data from ~140 ms to 290 ms. The intensity
model, on the other hand, correlated with the right TPOJ and not at all
with EEG. The category model did not correlate with either EEG or fMRI

data. As we found no EEG-fMRI correlations from the right TPOJ, these
model correlations provide an explanation for that. The right TPOJ
seemed to code emotional intensity, and this coding was not separable in
the EEG data, resulting in no correlation between the two. Previous
studies have shown the pSTS to be especially sensitive to differences
between neutral and emotional faces (Greening et al., 2018; Zhang et al.,
2016). Our results suggest that this is due to pSTS coding expression
intensity since the TPOJ is close to pSTS, and thus provides a more
specific model for the role of pSTS in face processing. Srinivasan et al
(2016) found pSTS to be especially sensitive to action units in the face. As
we did not model action units, future studies should disentangle whether
the intensity and action unit coding reflect the same or different
processes.

It is worth emphasizing what the RDM correlations between EEG
and fMRI measure exactly, and what the underlying assumptions are.
In the EEG-fMRI analysis, whole brain EEG RDMs (that may contain
multiple, spatially different sources) are compared to local fMRI RDMs
(that contain information from a temporally long period), and this
might cause spurious correlations. However, our (as well as those of
others) EEG-fMRI –correlation results are surprisingly systematic, and
follow, for example, the known processing hierarchy in visual cortex.
Still, the EEG-fMRI correlations should be interpreted with caution.
The RDM correlations are insensitive to the amount of information, and
measure only the information structure, namely the relative informa-
tion between the different expressions. This is contrary to the single-
modality classifications, which show the amount of information, but
not the relative information. Thus, it is entirely possible for there to be
an area in the brain having high decoding accuracy for all of the
different expressions, for example, but still not showing up in the
model or in the EEG-fMRI correlations. One example of these in-
consistencies in our data is the higher EEG-fMRI correlations in the left
compared to the right hemisphere, while the amount of overall
expression information differed only in TPOJ, with more information
in the right hemisphere. Thus, the hemispheric differences in the EEG-
fMRI –correlations show only that the left hemisphere had a more
similar information structure to the EEG data than the right hemi-
sphere, and not that it was more involved in the processing of faces.
Furthermore, our model analyses suggest that the EEG data contained
mostly information related to low-level visual features, and therefore
the EEG-fMRI correlations likely mostly reflect visual feature analyses
related to the processing of facial expression. These examples also
show how different methods (EEG, fMRI, models) complement each
other.

One limitation of our study is that our ROIs were not functionally
defined. Thus, we cannot directly compare our results to the literature
from FFA, OFA and functionally-defined pSTS. However, for FFA and
OFA, we aimed to select regions that match these functional areas as well
as possible, in order to generalise our results to these face areas. For pSTS
we used the adjacent, posterior region, TPOJ, which is sometimes
broadly defined to belong to the face-selective area of pSTS (Duchaine
and Yovel, 2015). Whether our results from TPOJ reflect same processes
as earlier studies using functionally localized pSTS or a role for an area
previously rarely discussed in relation to face processing, remains an
open question.

In conclusion, we showed a glimpse of the spatio-temporal coding of
face expressions in the brain. Starting from the early visual cortex, the
processing spreads to LO, FFC and TPOJ around 200 ms. By comparing
these to the unimodal results from EEG and fMRI, as well as model cor-
relations, our results suggest that the processing of faces hierarchically
changes from visual features in early visual cortex to expression in-
tensities in the right TPOJ. As slightly different results were obtained
with EEG/fMRI classifications and EEG-fMRI/model correlations, our
results highlight the importance of combining M/EEG and fMRI data and
models in order to understand the spatio-temporal processing dynamics
in the human brain.
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