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A B S T R A C T   

Ships operating in ice might be exposed to significant ice loading. Using a probabilistic semi- 
empirical method known as the event-maximum method, the long-term maximum level of ice 
loading on a ship can be estimated based on parent distributions of short-term full-scale ice load 
measurements. The event-maximum method is used to model the relationship between extreme 
local ice pressures and impact area by estimating parameters corresponding to the inverse slope 
(α) and intercept (x0) for the line of best fit for the tail of ranked peak pressure data versus the 
natural logarithm of the Weibull plotting position. These best-fit lines are assumed to follow an 
exponential distribution and associated α and x0 values are produced for different local design 
areas. This allows for the determination of α-area curves, which reflects the relationship between 
ice pressure and the local design area. Previous studies have determined α-area curves for 
different geographical areas such as the Beaufort Sea and South Bering Sea, representing different 
ice types including both first-year and multi-year ice. In this study, two separate sets of full-scale 
ice load measurements having been considered, namely measurements from the Kara Sea and the 
Barents Sea, as well as measurements from the Antarctic Ocean. Using these two datasets, two 
new α-area curves have been generated that represent among other operating areas (the Kara Sea 
and the Barents Sea), operating modes (icebreaker assisted operation) and impact areas (aft 
shoulder) not covered by other curves. Earlier formulations of the event-maximum method are 
based on local design areas in which the width and height of areas are defined by the size of 
instrumented rectangular panel areas (or combinations of those areas) on the bow of the vessel 
from which the data were collected. In that approach, ice thickness is not directly considered 
since the height of individual panels is based on the dimensions of instrumented areas and 
moreover, detailed ice thickness records were not available for those data sets. In the present 
study, an alternative approach has been developed to extend the event maximum method for use 
with ship line-load data. In this approach ice pressures are calculated by dividing the ice force 
measured on frames by the corresponding line-load area (ALL), which is the product of the width 
(W) that is based on frame spacing and an assumed line-load height (H) corresponding to 30% of 
the maximum prevailing ice thickness, as per best design practice, along the lines of the Finnish- 
Swedish ice class rules. Data already presented as line-loads (in units of force per unit width), are 
converted to pressures by dividing line-loads by height H. The event definition used in the present 
approach is defined as the maximum pressure corresponding to 10- or 20-min intervals, as 
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opposed to the impact event definition used in earlier works. In applying this extended method to 
develop new α-area curves, valuable insights into the relationship between local peak ice pressure 
and prevailing ice thickness have been gained for the above-mentioned full-scale measurements. 
The determined curves indicate a negative correlation between prevailing ice thickness and 
maximum local nominal ice pressure. Finally, it has been demonstrated that it is feasible to apply 
such curves in combination with the principle of the event-maximum method to estimate the 
maximum nominal ice pressure expected for a ship given a specified transit distance in sea ice 
with different prevailing thicknesses.   

1. Introduction 

1.1. Background 

Maritime operations in Arctic waters is on the increase, driven by the extraction of Arctic natural resources, trans-Arctic shipping, 

Notations 

ALL Line-load area 
α Inverse slope of the best-fitted line to the peak pressures [MPa] 
C Ice condition-specific coefficients 
D Ice condition-specific coefficients 
Dt Distance that ship operates in a specific ice thickness category [NM] 
FX(x) Cumulative Distribution Function of the ice pressures 
FZ(z) Cumulative Distribution Function of the maximum local ice pressure 
F Ice load [kN] 
f Frequency of the ice impacts 
H Load height [m] 
h Ice thickness [m] 
L Load length [m] 
μ Number of ship-ice impacts on a particular line-load area 
P Ice pressure [MPa] 
Pe Probability of exceedance 
r Percentage of the ship-ice impacts hitting the specific hull panel 
v Number of ship-ice impacts during a specific period 
Xi Measured ice pressure value [MPa] 
x Random local ice pressure [MPa] 
x0 Intercept of the best-fitted line with the x-axis [MPa] 
Z Maximum ice pressure [MPa] 
ze Maximum local ice pressure corresponding to a specific probability of exceedance [MPa]  

Fig. 1. Illustrations of (a) ice interacting with a vertical-walled structure, and (b) the global interaction and local design areas. Based on Taylor 
et al. [5]. 
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and Arctic tourism. To ensure a high level of safety, environmental protection, and efficiency, the design and operation of Arctic ships 
requires the consideration of a whole range of Arctic specific risk factors including sea ice, icing, low temperatures, darkness, high 
latitude, remoteness, the lack of relevant crew experience, and difficult weather conditions [2]. Among these factors, from a design 
perspective, sea ice is perhaps the most important as it might expose a ship to very significant ice loading, potentially compromising its 
structural integrity. 

Ice loading is a result of a complex and stochastic ship-ice interaction process with many unknowns [3,4]. Nevertheless, following 
Taylor et al. [5] as per the schematic illustrations in Fig. 1, two different areas of interest can be defined: (a) nominal (or global) contact 
area, and (b) local design area. The nominal contact area corresponds to the area of the hull projected onto the original dimensions of 
the ice feature [6]. The local design area, on the other hand, is typically the area of a plate between frames, i.e., a panel, which is 
relevant for design purposes [5]. 

Analyses of full-scale ice load measurements by Sanderson [7]; Frederking et al. [8]; and Daley et al. [9]; indicate that in ship-ice 
interactions, because in such interactions ice fails primarily by crushing, the distribution of ice pressure on the ship-ice interaction area 
is highly in homogeneous. As a result, within any global interaction area, there will be highly concentrated forces on localized contact 
areas, known as High Pressure Zones (HPZs) [10]. The total force acting over any global interaction area or within a local design area is 
the sum of simultaneous HPZ forces as well as any force transmitted through regions of crushed ice in the contact zone, which may be 
modeled as a lower background pressure, see e.g. Ref. [11]. Since detailed information about HPZs (e.g. number, size, location, in-
tensity) is typically not available for most ice interaction datasets, local ice pressures are typically calculated as the spatial average of 
the total force on a given panel, averaged over that corresponding area [12]. As demonstrated by Ref. [5], among others, random HPZ 
forces result in a scale-effect such that average pressures on a larger areas average out to be smaller than those on smaller areas. This 
reflects that in a ship-ice interaction, the maximum HPZ may occur on any point within the nominal interaction area [12]. 

HPZs are highly variable in time and space and the resulting peak pressures vary significantly [12]. In accordance with multiple 
studies including Kujala & Vuorio [13]; Jordaan et al. [6]; Suominen and Kujala [14]; Suyuthi et al. [15]; and Kotilainen et al. [16]; 
nominal ice pressure peaks tend to follow a Weibull or exponential distribution. Accordingly, a ship operating in ice is at risk of being 
exposed to rare but extreme ice loads that are significantly higher than normal loads. 

To account for the above-mentioned scale-effect and stochastic nature of ice loading, Jordaan et al. [6] present a semi-empirical 
probabilistic method, known as the event-maximum method. As demonstrated by Taylor et al. [5]; the event-maximum method 
can be used to estimate the relationship between the maximum ice pressure acting on local areas of a ship hull, and the ship’s ice 
exposure, quantified in terms of the numbers of impacts with different types of ice hitting the area in question. The relationship be-
tween the local ice pressure and the local design area is described in terms of so-called α-area curves, which are empirically determined 
based on parent distributions of full-scale ice load measurements. Thus, the application of the method is limited by the availability of 
relevant α-area curves. 

Taylor et al. [5] present α-area curves for in total 11 different voyages representing different ice conditions. Ice conditions related to 
the different measurements are described in terms of sea area and date (e.g. the Beaufort Sea – November–December 1984, South 
Bering Sea – March 1983) and the prevailing type of ice (e.g. multi-year ice, first-year ice). 

The event maximum method as proposed and supported by Taylor et al. [5] was focused primarily on the analysis of ice load data to 
develop design relationships for offshore engineering applications. Consequently, when considering the application of this approach to 
other ship-ice data sets, additional considerations are needed. First, the α-area curves produced by Taylor et al. [5] were determined 
using data obtained from measurements on the bow area, which typically is the most exposed in terms of ice loading. Nevertheless, 
when designing an Arctic ship, designers must consider ice loading on other parts of the hull as well. While areal exposure factors may 
be used to adjust design ice pressures to account for differences in exposure to ice for locations other than the bow, it is worthwhile to 
analyze data from measurements at other hull locations, when such data are available. Second, the available α-area curves were 
determined based on measurements from independently operating ships. In other words, they do not account for the effect of 
icebreaker assistance. Third, since this method is based on local design areas, where the area is defined in terms of the width and height 
of the instrumented panels, the approach does not directly consider the effect of prevailing ice thickness. Naturally, this makes it is 
difficult to directly assess the effect of annual and local variations in ice thickness, among other factors. Finally, the event definition 
used in Taylor et al. [5] was based on individual impact events that the analysts identified and extracted from the panel pressure-time 
series data. This definition differs from the 10- and 20-min maximum line-load events from ship-ice data considered here, as is explored 
further later in this paper. 

In light of this background, some modifications of this methodology have been proposed here to allow for analysis of two separate 
sets of full-scale ice load measurements from the Kara and Barents Seas, as well as data from the Antarctic Ocean. These data have been 
analyzed here with the aim of developing two new α-area curves that represent operating areas (the Kara Sea and the Barents Sea), 
operating modes (icebreaker assistance) and hull regions (aft shoulder) not included in earlier analyses. In addition to extending the 
methodology to allow for analysis of these additional datasets, it is also possible to confirm that ice load measurement conducted in 
similar conditions but by different techniques produce similar results. Using the extended event-maximum method, the effect of sea ice 
thickness may be considered by examining the direct relationship between local ice pressure and prevailing ice thicknesses. 
Furthermore, it is possible to assess the utility of such a relationship for providing a probabilistic estimate of the maximum line-load 
pressure on a ship transiting a certain distance in ice of various prevailing thicknesses and types. 

Specifically, the study aims to address the following Research Questions (RQ):  

• RQ 1: How do α-area curves and related peak ice pressure estimates depend on factors such as impact location and the use of 
icebreaker assistance? 
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• RQ 2: What is the relationship between α-area ice pressure curves and prevailing ice thickness?  
• RQ 3: Is it feasible to estimate the maximum nominal ice pressure on a ship based on its distance covered in sea ice of various 

thickness? 

The study is limited to analyzing the relationship between peak (nominal) ice pressure and the prevailing ice thickness. The 
considered ice pressure data is based on full-scale ice loads measurements covering all types of ship-ice interactions including impacts 
with ice ridges. Therefore, the study does not aim to consider the effect of any individual sea ice features (e.g. level ice, ice ridges). Also, 
the study does not aim to consider compressive ice loads that a ship might be exposed to if it becomes beset in ice. The considered data 
on the prevailing ice thickness is based on visual observations and used as an index representing the overall ice conditions in an area. 

By assuming, along the lines of Traficom [17]; that the ice load height is 30% of the prevailing maximum ice thickness, a direct 
relationship between the estimated nominal ice pressure and the ice line-load of a ship can be established. This makes the study 
relevant in the context of goal-based structural design of Arctic ships, as supported by the International Code for Ships Operating in 
Polar Waters (Polar Code) [2]. While this study is not directly focused on current ship design rules other than the Polar Code, it should 
be noted that the event-maximum method is included in the recommended methods in the ISO 19906:2010 standard for offshore 
structures [18]. 

1.2. Description of the event-maximum method 

The event-maximum method by Jordaan et al. [6] makes it possible to probabilistically assess the maximum local ice pressure 
acting on a particular local design area. The method implies that the local ice pressure can be obtained by fitting a line to a set of ranked 
measured peak pressures for a particular area plotted against the natural logarithm of the Weibull plotting position [6]. The best-fitted 
line is assumed to follow an exponential distribution as per Eq. 1 

FX(x) = 1 − exp
(

−
x − x0

α

)
, (1)  

where x is a random local ice pressure [6]. Parameters x0 and α are constants for a specific area describing the intercept of the 
best-fitted line with the x-axis and the inverse slope of that line respectively as shown in Fig. 2 [5]. 

The maximum pressure Z on a particular area is defined in accordance with 

Z = max(X1, X2, …, XN), (2)  

where Xi is a measured pressure value and N is the total number of impacts [6]. By using extreme statistics to Eq. (1), the cumulative 
distribution function of the maximum local ice pressure for a panel area may be obtained in accordance with 

FZ(z) = exp
{

− exp
(

−
(z − x0 − x1)

α

) }

, (3)  

where x1 = α(lnμ) and μ denotes the ice exposure. Ice exposure is determined in terms of the number of ship-ice impacts on a particular 
panel area as per 

μ = v*r, (4)  

Fig. 2. Example of lines fitted to the ranked peak pressures on the bow (#134 + 400) of MV S.A. Agulhas II for a specific range of prevailing ice 
thickness (0.7 m < h≤1.2 m). The data originate from interactions with all types of sea ice features including ridges. The prevailing ice thickness 
should be considered descriptive of the overall ice conditions in the area. 
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where (v) is the number of ship-ice impacts during a specific period (e.g. one year), and (r) is the percentage of the ship-ice impacts 
hitting the specific hull panel in consideration [5]. The number of impacts can either be estimated empirically based on full-scale ice 
load measurements or semi-empirically, for instance by applying the simulation-based approach proposed by Bergström et al. [19]. 

The parameter α is assumed to be dependent on the panel area, which represents the decrease of ice pressure with respect to the 
area following 

α = CAD, (5)  

where A denotes the local design area and Cand D are ice condition specific coefficients [6]. Therefore, the method is dependent on the 
coefficients C and D, which need to be empirically determined for different ice conditions and geographical regions. Taylor et al. [5] 
applied the event-maximum method to sets of full-scale ice pressure and load measurements and determined thereby a set of α-area 
curves for various ice conditions (e.g. first-year ice, multi-year ice) and sea areas (e.g. Beaufort Sea, Bering Sea, and Antarctic Sea). 
However, there are still significant sea areas such as the Baltic Sea, the Barents Sea, and the Kara Sea for which no α-area curves are 
available. 

Based on the above, in accordance with Taylor et al. [5]; the maximum local ice pressure (ze) on a ship’s hull, for a specific 
probability of exceedance and area, can be calculated per 

ze = x0 + α { − ln[ − ln FZ(ze)] + ln μ} (6)  

Fig. 3. (a) Voyage of MV S.A. Agulhas II [11], (b) Voyage of MV Uikku [1].  

Fig. 4. Strain gauges on MV S.A. Agulhas II [20].  
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2. Analysis 

2.1. Overview of full-scale ship-ice load datasets 

Towards addressing the research questions, two different series of full-scale ice load measurements have been considered: (a) 
measurements recorded on MV S.A. Agulhas II on a voyage across the Antarctic Ocean in 11/2013–02/2014, and (b) measurements 
recorded on MV Uikku on a voyage across the Barents Sea and the Kara Sea in 04–05/1998. Both ships encountered mainly first-year 
ice, but it is possible that some of the first-year ice encountered by MV S.A. Agulhas II included old ice inclusions. During the mea-
surements, MV S.A. Agulhas II operated independently in ice, i.e. it received no icebreaker assistance, whereas MV Uikku was assisted 
by an icebreaker. Both voyages are plotted in Fig. 3. 

During the voyages, the ships were instrumented with strain gauges at the bow and the stern shoulder in accordance with Fig. 4 and 

Fig. 5. Strain gauges on MV Uikku [22].  

Table 1 
The ice thickness categories for the measurements on MV S.A. Agulhas II.  

Ice thickness category Category A1 Category A2 Category A3 

Ice thickness (m) 0.7< h ≤ 1.2 1.2< h ≤2 h >2 
Mean value (m) 0.95 1.6 2.75  

Table 2 
The ice thickness categories for the measurements on MV Uikku.  

Ice thickness category Category B1 Category B2 Category B3 

Ice thickness (m) 0.1< h ≤ 0.3 0.3< h ≤0.7 h>0.7 
Mean value (m) 0.2 0.5 1.1  

Fig. 6. Example of 10-min maximum ice loads on the bow area of MV S.A. Agulhas II (#134 + 400) for different ice thicknesses: (a) 0.7 m < h≤1.2 
m, (b) 1.2 m < h≤2 m, (c) h > 2 m. Each column represents an ice force range of 50 kN. 
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Fig. 5. Ice thickness data was recorded based on visual observations [20]. 

2.2. Distribution of ice loads and thicknesses 

Ice load events (load amplitudes) from the full-scale ice load measurements were extracted using the method developed by 
Hänninen et al. [21]. Accordingly, based on the available full-scale data, 10-min maximum ice loads at the bow and the stern shoulder 
of MV S.A. Agulhas II were calculated for different ice thicknesses categories defined per Table 1. Using the same method, 20-min 
maximum ice loads at the bow and the stern shoulder of MV Uikku were calculated for different ice thicknesses categories defined 
per Table 2 [22]. The difference in the load amplitude interval (10-min vs. 20-minutes) relates to differences in the full-scale mea-
surements. To exclude noise such as wave loads, a lower threshold of 10 kN was applied on both data sets. 

It should be noted that the ice thickness categories defined per Tables 1–2 are specific to each set of full-scale ice load measure-
ments. As explained in the following, this is needed to enable the determination of three α-area points for each set of data. Examples of 
ice load data determined in accordance with the above are presented in Fig. 6. 

An assumption made in this analysis is that the peak loads during a given period correspond to the impact with the thickest ice 
feature that impacted the vessel during the period. As a result, each considered load amplitude was paired to the maximum ice 
thickness observed during the same period. Fig. 7 presents the distribution of the 10- and 20-min maximum ice thickness observations 
related to the ice load measurements on the bow areas of MV S.A. Agulhas II and MV Uikku. As per the figure, the ice load mea-
surements from MV S.A. Agulhas II and MV Uikku includes 1395 and 109 considered ice load events, respectively. 

The loads are measured based on all types of ship-ice interactions, including impacts with ridges. Differentiation between different 
ice features is neither needed nor possible since the hull response captures 100% of the load from all types of interactions. This means 
that the considered ice thickness in effect acts as an index for the overall ice conditions in the area. 

2.3. Determination of ice pressure 

Since the two noted full-scale datasets do not include direct ice pressure measurements, the ice pressures are instead calculated 
based on measured forces acting between instrumented frames. As noted above, it has been assumed that each measured 10- or 20-min 
maximum ice load corresponds to the maximum ice thickness category observed during the same period. As per best design practice, 
along the lines of the Finnish-Swedish ice class rules, it is also assumed that the height of the actual ship-ice interaction area, i.e. the 
line-load height (H), is 30% of the maximum prevailing ice thickness [17]. It is important to note that the definition of the area used 
here to estimate the local ice pressure is not the same as the local design area used in Jordaan et al. [6] or Taylor et al. [5]; which is 
based on panel dimensions. Rather a new area definition is defined here as the local line-load area ALLwhich is the product of the load 
length (L) and line-load height H, as described above. For MV S.A. Agulhas II, for which measured ice loads are determined in terms of 
the total 10-min maximum ice load (F) [kN], it has been assumed that the load length (L) is equal to the ship frame spacing of 0.4 m. For 
MV Uikku, no assumptions regarding load length are required since the measured ice loads have already been normalized per unit 
length and recorded in terms of 20-min maximum line loads (F/L) [kN/m]. Based on this information, the ice pressures (P) have been 
calculated using as: 

P =
F

ALL
=

F
L*H

=
F
L

*
1
H

[
kN
m2

]

(7) 

Fig. 7. Distribution of (a) 10-min maximum ice thickness observations related to the ice load measurements on MV S.A. Agulhas II (bow area, frame 
#134), (b) 20-min maximum ice thickness observations related to the ice load measurements on MV Uikku (bow area, FFR2). 
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In accordance with the above, 10- and 20-min maximum ice pressures have been calculated for the different ice thicknesses cat-
egories and hull locations (frames). Examples of ice pressure values calculated in this manner are shown in Fig. 8. 

The normalization of equivalent pressures by the nominal level ice thickness is a necessary simplifying assumption since it is not 
possible to know the exact ice thicknesses for every interaction. It is worth noting that for ridges this is a conservative assumption since 
this assumes that all the measured ridge load is distributed over the estimated level ice thickness when in fact it may be distributed over 
a larger thickness. 

2.4. Relationship between local ice pressure and line-load area 

In response to RQ 1, to determine α-area curves for different hull regions and operating modes, the event-maximum method has 
been applied to the noted two sets of full-scale ice load measurements. Values of Z, FZ(z), x0, and α were then determined as described 
above. In addition, the relationship between nominal ice pressure and contact area was determined in accordance with Eq. (5). 
Accordingly, following the example presented in Fig. 2, α-values were first defined for a set of specific areas from linear curve fits to the 
tail of the cumulative distribution function of the calculated ice pressures. For the purpose of curve-fitting in the present analysis, the 
tail of the data is taken as those data in the ranked ice pressures that are greater than the median. The obtained α-values were then 
plotted against their corresponding area values. Power law curves were next fitted to these α-area data using least-squares regression 

Fig. 8. Example of calculated 10-min maximum ice pressures on the bow (#134 + 400) of MV S.A. Agulhas II for different ice thicknesses; (a) 0.7 m 
< h≤1.2 m, (b) 1.2 m < h≤2 m, (c) h > 2 m. Each column represents an ice pressure range of 50 kN. 

Fig. 9. Example of obtained α-area relationships and related α-area curves. The area of contact equals here the line-load area ALL.  
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fitting, to estimate the corresponding coefficient C and exponent D values from Eq. (5) needed to define the α-area relationship for each 
analysis case. These data were then plotted along with the corresponding α-area curve, as shown in Fig. 9 for the example plot for 
measurements recorded at the bow area of MV S.A. Agulhas II (Shamaei et al., [23]. 

To investigate the influence of measurement location and operating mode on the expected ice pressures, α-area curves calculated 
for different hull locations (frames), namely the bow and the stern shoulder were plotted in Fig. 10. The curves determined based on 
measurements conducted on MV S.A. Agulhas II represent independent operation, whereas those determined based on measurements 
conducted on MV Uikku represent icebreaker assisted operation. 

Fig. 10. Obtained α-area curves for (a) the bow area and (b) the stern shoulder area of MV S.A. Agulhas II and MV Uikku. Area of contact equals 
here the line-load area ALL. 
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From Fig. 10 it may be seen that all but one of the α-area curves representing the stern shoulder are close to those representing the 
bow area. Accordingly, if subjected to the same number of ice impacts, both areas are expected to be subject to the same level of ice 
loading. Notwithstanding, by comparing individual α-area curves representing nearby frames on the same ship (e.g. frame #41 and 
#40 ½ of MV SA Agulhas II), significant variations are found. This can be explained by the stochastic nature of the ice loading process, 
as well as by possible instrumentation related issues. The need to consider such local variations in ice loading is reflected for instance in 
the International Association of Classification Societies (IACS) Polar Class (PC) rules, which require ice loads at the bow area to be 
determined based on the maximum of ice load parameters calculated for at least four sub-regions at the bow [24]. 

From Fig. 10 it can also be seen that the curves representing MV Uikku are generally close to those representing MV SA Agulhas II. 
However, for contact areas above around 0.1 m2, the curves representing MV Uikku are slightly above those representing MV SA 
Agulhas II, which is surprising given that MV Uikku, in contrary to MV SA Agulhas II, was assisted by an icebreaker. This finding can in 
part be explained by differences in hull form, and in part by the fact that the ice load data measured on MV Uikku represents 20-min 
maximum ice loads, whereas the ice load data measured on MV SA Agulhas II represents 10-min maximum ice loads. In addition, most 
of the measurements from MV Uikku represent line-load areas below 0.1 m2, resulting in increased uncertainty in α-values for larger 
line-load areas determined by curve fitting. 

In Fig. 11, α-area curves calculated for the bow area of MV S.A. Agulhas II and MV Uikku, are compared with α-area curves 
presented by Taylor et al. [5]. The curves presented by Taylor et al. [5] were all determined based on ice load measured at the bow area 
of different ships operating in different ice conditions. From Fig. 11 it may be seen that the α-area curves determined for the bow area 
of MV S.A. Agulhas II and MV Uikku are, with the exception of the design curve for offshore structures proposed by Jordaan et al. 
(1993), in the same range and have the same shape as those presented by Taylor et al. [5]. This indicates that the event-maximum 
maximum method is stable and consistent. 

Fig. 12 demonstrates how the determined α-area curves can be applied in accordance with Eq. (6) to estimate the maximum 
pressure for various contact areas and return periods. The presented curves are calculated by assuming, as per Table 3, that the total 
annual number of impacts on the bow of MV SA Agulhas II (#134 + 400) and MV Uikku (FFR2) are 1428 and 109, respectively. The 
corresponding total annual number of impacts on the stern shoulder of MV SA Agulhas II (#41) and MV Uikku (FFR29) are 1063 and 

Fig. 11. Comparison of α-area curves determined for the bow area of MV S.A. Agulhas II and MV Uikku with corresponding α-area curves 
determined by Ref. [5] for different ships and operating areas. The legend presents the curves in descending order as shown in the plot. Area of 
contact equals the line-load area ALL. 
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97, respectively. As per the figure, for instance the estimated 1- and 25-year maximum ice pressure on an area of 0.1 m2 on the bow of 
MV SA Agulhas II (#134 + 400) are approximately 10 MPa and 14 MPa, respectively. The latter is thereby around 40% higher than the 
former. 

2.5. Analysis of the relationship between local ice pressure and ice thickness 

In response to RQ 2, the extended event-maximum method has been applied to investigate if this approach can be used to establish a 

Fig. 12. Calculated maximum local pressures for different return periods and hull areas: (a) the bow area of MV SA Agulhas II (#134 + 400) and MV 
Uikku (FFR2), (b) the stern shoulder area of MV SA Agulhas II (#41) and MV Uikku (FFR29). Area of contact equals here the line-load area ALL. 
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direct relationship between nominal ice pressure and ice thickness. To this end, it has been assumed that the local ice pressure 
associated with a specific ice thickness can be modeled based on the tail of the cumulative distribution function of the full-scale ice 
pressures vs. ice thickness data. Based on this assumption, the parameters Z, FZ(z), x0, and α have been estimated in accordance with 
the extended event-maximum method, but by using ice thickness as a variable instead of the local line-load area. Correspondingly, the 
relationship between local ice pressures and ice thickness has been modeled in accordance with 

α = ChD, (8)  

where h [m] is the ice thickness and Cand D are ice condition specific dimensionless coefficients. Eq. (8) differs thereby from Eq. (5) in 
that α is determined with respect to ice thickness (h) instead of with respect to the local line-load area (A). 

In order to determine the α–h relationship in accordance with Eq. (8), α-values for a set of specific ice thickness ranges are first 
calculated following the example presented in Fig. 2, using a linear fit to the tail of the cumulative distribution function of the 
calculated ice pressures. In this study, the tail of the distribution refers to the ranked ice pressure measurements greater than the 
median. In this analysis, the obtained α-values are assumed to correspond to the mean thickness of the associated ice thickness cat-
egories given in Tables 1 and 2. The specific coefficients C and D for different ice types are found by the least squares regression curve 
by fitting Eq. (8) to the α-h data for each ice type. 

Following the above, a set of α–h curves were also calculated for the bow and the stern shoulder area based on the corresponding 
full-scale ice load measurements from MV S.A. Agulhas II and MV Uikku. The obtained curves, presented in Fig. 13, indicate that α 
decreases with increasing ice thickness, i.e. that α and h are negatively dependent. The circles presented in the figure indicate the 
measured points to which the curves are fitted. 

Similarly, based on lines fitted to the ranked peak pressures, x0 values for various hull areas with respect to the mean ice thickness 
for each thickness category were calculated, as shown in Fig. 14. As may be observed in this figure, the obtained x0-values tend towards 
zero as ice thickness (h) increases. Naturally, this simplifies the application of the method. It is noted that while the x0 values shown in 
Fig. 14 may be used to model ice pressures if the design case has the same exposure as the data from which these parameters were 
derived, and otherwise the x0 should be adjusted to match the design exposure level (e.g. see [5]). 

2.6. Determination of the number of ship-ice impacts 

The number of ship-ice impacts μ from the full-scale measurements may be determined separately for different ice thickness 
categories per 

μ = f *Dt, (9)  

where f [1/NM] is the frequency of the relevant ice impacts and D [NM] is the distance that ship operates in a specific ice thickness 
category during the considered period (e.g. one year). It is important to note that the frequency of impacts used in this calculation are 
determined based on the ice impact interval of the considered dataset (e.g. 10-minute intervals for analysis based on MV S.A. Agulhas II 
data or 20-min intervals for MV Uikku data). 

Table 3 presents a summary of the measured distance and frequency of ship-ice impacts per ship, hull area, and ice thickness 
category. In accordance with the table, for both ships and all ice thickness categories, the number of impacts at the bow area is 
somewhat higher than at the stern shoulder area. The frequency of impacts at the bow area is lower for MV Uikku than for MV S.A. 
Agulhas II, which is attributed here to the fact that the MV Uikku was escorted by an icebreaker whereas MV S.A. Agulhas II operated 
independently without icebreaker assistance. This is also reflected in the ratio of bow to stern shoulder impacts for the MV Uikku, 
which are on average 17% lower than the ratio of bow to stern shoulder impacts MV S.A. Agulhas II, which reflects how icebreaker 

Table 3 
The number of ice impacts per ship, hull area, and ice thickness category.  

Ice thickness category 1 2 3 

MV S.A. Agulhas II: 
Operational distance in ice [NM] 367 584 245 
Average speed in ice [Kn] 7.7 5 3.3 
Number of impacts at the bow area 285 699 444 
Frequency of impacts at the bow area [1/NM] 0.77 1.19 1.81 
Number of impacts at the stern shoulder area 175 529 359 
Frequency of impacts at the stern shoulder area [1/NM] 0.47 0.90 1.46 
The ratio of bow to stern shoulder impacts 1.64 1.32 1.24 
MV Uikku: 
Operational distance in ice [NM] 93 98 148 
Average speed in ice [Kn] 11.6 9.4 8.2 
Number of impacts at the bow area 24 31 54 
Frequency of impacts at the bow area [1/NM] 0.25 0.31 0.36 
Number of impacts at the stern shoulder area 16 28 53 
Frequency of impacts at the stern shoulder area [1/NM] 0.17 0.28 0.35 
The ratio of bow to stern shoulder impacts 1.47 1.11 1.03  
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Fig. 13. Dependencies between α and ice thickness (h) for (a) the bow, and (b) the stern shoulder areas of MV S.A. Agulhas II and MV Uikku. The 
circles indicate the measured points to which the curves are fitted. 
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escorts can potentially reduce the exposure of a vessel’s bow to ice impacts. 

2.7. Estimated annual maximum local pressure vs maximum measured ice pressure 

Based on the preceding analyses, annual local ice pressures corresponding to different return periods have been calculated for the 
bow regions of both MV S.A. Agulhas II and MV Uikku. For the purpose of this example, ice pressures have been calculated for an ice 
thickness of 1.0 m for return periods in the range of 1–100 years. For the measurements from MV S.A. Agulhas II and MV Uikku, an ice 
thickness of 1.0 m corresponds to ice thickness categories 1 and 3, respectively. As per Fig. 15, the estimated extreme local pressure 
values are plotted along with the maximum measured ice pressure from the corresponding data set. Overall there is good agreement 
and the measured maximum generally corresponds with estimates corresponding to 1–5 year return periods. A similar comparison for 
the stern shoulder region is presented in Fig. 16, which also shows good agreement between maximum values from measured data and 
estimates corresponding to 1–5 year return periods. It is noted that for the sample calculations shown here, the relatively large dif-
ferences between the estimated pressures for the bow and the stern shoulder may be attributed to differences in α and the number of ice 
impacts. 

Fig. 17 shows how the maximum local ice pressure for various return periods depends on the ice thickness and hull location. Like 
the area – pressure curves presented in Fig. 12, the curves presented in Fig. 17 are calculated both for (a) the bow area of MV SA 
Agulhas II (#134 + 400) and MV Uikku (FFR2), and (b) for the stern shoulder area of MV SA Agulhas II (#41) and MV Uikku (FFR29). 
As per Table 3, the annual number of impacts on the bow of MV SA Agulhas II (#134 + 400) and MV Uikku (FFR2) are determined 

Fig. 14. The relation between x0 and h for different ships and hull areas.  

Fig. 15. Comparison of the estimated annual maximum local pressures corresponding to different return periods for the ice thickness of 1.0 m 
(dashed line) with the maximum of the full-scale 10- and 20-min maximum ice pressures (black dot) for (a) MV S.A. Agulhas II bow frame (#134 +
400), (b) MV S.A. Agulhas II bow frame (#134), and (c) MV Uikku bow frame (FFR2). 
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based on the measurements as 1428 and 109, respectively. The corresponding annual number of impacts on the stern shoulder of MV 
SA Agulhas II (#41) and MV Uikku (FFR29) are 1063 and 97, respectively. 

In Table 4 and Table 5, the 25-year maximum pressure has been estimated for different ice categories for the bow and stern shoulder 
of MV S.A. Agulhas II and MV Uikku. For both ships, as anticipated, the highest expected pressure is on the bow and corresponds to the 
exposure associated with the thinner ice category for each vessel. For MV S.A. Agulhas II, the maximum pressure on the stern shoulder 
is around 24% lower than on the bow, whereas the corresponding value for MV Uikku is 13% lower. The maximum pressures 
determined for the bow and stern shoulder of MV Uikku are higher or similar than those determined for MV S.A. Agulhas II. This is 
because the ice thickness categories B1–B2 represent lower ice thicknesses than those of the thickness categories A1-A3. On the other 
hand, the ice thickness category A1, with a mean ice thickness of 0.95 m, and the ice thickness category B3, with a mean ice thickness 
of 1.1 m, are comparable. As per Table 4, the 25-year maximum pressures on the bow and stern shoulder of MV S.A. Agulhas II related 
to exposure to ice of category A1 are 9.3 MPa and 7.1 MPa, respectively. As per Table 5, the corresponding values for MV Uikku related 
to exposure to ice of category B3 are 7.9 MPa and 2.5 MPa. Thus, for the comparable ice thickness categories A1 and B3, we find that 
the 25-year maximum pressure on the bow and stern shoulder of MV Uikku are around 15% and 65% lower than corresponding 
pressures on MV S.A. Agulhas II. The lower pressures on MV Uikku are here attributed to the fact that the MV Uikku was escorted by an 
icebreaker whereas MV S.A. Agulhas II operated independently. 

2.8. Sensitivity analysis 

A sensitivity analysis has been conducted to assess how sensitive the estimated maximum local pressure is to variations in the 
distance covered in ice and the resulting number of ice impacts (μ). Specifically, in accordance with Table 6, the maximum local 
pressure for a 25-year return period on the bow area of MV S.A. Agulhas II is estimated for two alternative scenarios with respect to the 
number of ice impacts (μ). In scenario 1, it is assumed that the distances traveled in ice of various thicknesses and hence also the μ 
–values are one-tenth of those of the measurement voyage. In scenario 2, it is assumed that the distances traveled in ice of various 
thicknesses and the related μ –values are 10-times larger than those of the measurement voyage. As per Table 6, such variations in the 
assumed distance traveled in ice results in variations of around ±25% in the predicted 25-year maximum local pressure. This implies 
that in the practical application of the event maximum-method, results are not particularly sensitive to the specific number of events, 
but rather the method is expected to yield a reasonable ice load estimate as long as the estimate of ice exposure is to the correct order of 
magnitude. 

3. Discussion and conclusion 

In this study, the event-maximum method, which is a semi-empirical probabilistic method for the estimation of ice loads on 
structures, has been extended and applied for the analysis of contact ship-ice data. To achieve this, a new definition for line-load area 
was introduced which has been used to determine ice pressure values from these data. Pressure-area results obtained using this line- 
load area definition were compared to pressure-area results obtained using local design area definition for similar ice conditions and 
found to yield a good general agreement. 

Two different sets of full-scale ice load measurements, namely measurements recorded on a voyage across the Antarctic Ocean, and 
measurements recorded on a voyage across the Barents Sea and the Kara Sea, have been analyzed. Based on the load measurements and 
the event-maximum method, a set of α-area curves have been developed to model the relationship between the line-load area and the 
maximum nominal ice pressure. For both data sets, α-area curves were calculated for two different hull locations, namely the bow and 

Fig. 16. Comparison of the estimated maximum local pressures for the ice thickness of 1.0 m (dashed line) with the maximum of the full-scale 10- 
and 20-min maximum ice pressures (black dot) for (a) MV S.A. Agulhas II stern shoulder frame (#41), (b) MV S.A. Agulhas II stern shoulder frame 
(#40 ½), MV Uikku stern shoulder frame (FFR29). 
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the stern shoulder, and two different types of operations, namely independent operation in ice and icebreaker assisted operation in ice. 
The event-maximum method was further extended to assess the relationship between the peak nominal ice pressure and ice 

thickness. To this end, two main assumptions were made. First, it was assumed that each measured maximum ice load corresponds to 
the maximum ice thickness observed during the same period. Second, in accordance with the Finnish-Swedish ice class standard 1A 
super, it was assumed that during a given ship-ice interaction, the ice load height is 30% of the ice thickness. From this analysis, it was 
observed that calculated α-h curves show a clear negative correlation between ice thickness and local ice pressures, which is consistent 

Fig. 17. Maximum local pressure for the return period of 1, 10, and 25 years at (a) bow, and (b) stern shoulder area of MV SA Agulhas II and 
MV Uikku. 
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with pressure-thickness trends observed in offshore structure ice pressure measurements and also as predicted from probabilistic 
fracture mechanics analyses [25]. 

Calculated α-h curves were applied using the extended event-maximum method to probabilistically estimate the maximum nominal 
ice pressure on a ship using ice exposure (impact frequency and distance) values based on full-scale ship-ice data for sea ice of various 
thickness. The peak ice pressures for the above-mentioned cases were calculated for return periods in the range of 1–100 years. These 
calculated annual maximum values as a function of return period were compared with corresponding full-scale ice load measurements. 
From this analysis, it was found that the maximum measured pressures are in the same range as the estimated annual maximum 
corresponding to a return period of 1–5 years. This suggests that this is a promising approach and further work is needed to validate 
this approach for longer return periods and different exposure bases. 

Using the obtained α-h curves, and the number of impact events estimated from full-scale data, corresponding 25-year peak ice 
pressures were calculated to explore the effects of location and operation type for selected sample conditions. From this result, it was 
found that the location of the ship-ice impact area on the hull has a relatively small effect on the shape of the corresponding α-area 
curve. This indicates that, if subjected to a similar number of ice impacts, both hull locations are expected to be subject to a similar level 
of ice loading. However, in accordance with the considered full-scale ice load measurements from MV S.A. Agulhas II and MV Uikku, 
the number of impacts on the bow is higher than on the stern. As a result, the estimated peak pressure on MV S.A. Agulhas II’s stern 
shoulder is around 24% lower than on the bow, whereas the estimated peak pressure on MV Uikku’s stern shoulder is around 13% 
lower than on the bow. 

To analyze the effect of icebreaker assistance on the estimated maximum ice pressure, the 25-year maximum pressures on the bow 

Table 4 
Estimated 25-year maximum local ice pressure on the bow and stern shoulder of MV S.A. Agulhas II.  

Ice thickness category A1 A2 A3 

Mean ice thickness [m] 0.95 1.60 2.75 
Time [years] 25 25 25 
 FZ(ze) 1 −

25
100

= 0.960  1 −
25
100

= 0.960  1 −
25
100

= 0.960  
− ln[ − ln  FZ(ze)] 3.20 3.20 3.20 
x0 [MPa]  0 0 0 
Bow (#134 þ 400)    
α [MPa]  1.05 0.75 0.5 
μ  285 699 444 
ln μ  5.65 6.55 6.10 
ze [MPa]  9.3 7.3 4.6 
Stern shoulder (#41)    
α [MPa]  0.85 0.55 0.35 
μ  175 529 359 
ln μ  5.16 6.27 5.88 
ze [MPa]  7.1 5.2 3.2  

Table 5 
Estimated 25-year maximum local ice pressure on the bow and stern shoulder of MV Uikku.  

Ice thickness category B1 B2 B3 

Mean ice thickness [m] 0.20 0.50 1.10 
Time [year] 25 25 25 
 FZ(ze) 1 −

25
100

= 0.960  1 −
25
100

= 0.960  1 −
25
100

= 0.960  
− ln[ − ln  FZ(ze)] 3.20 3.20 3.20 
x0 [MPa]  0 0 0 
Bow (FFR2)    
α [MPa]  2.8 1.7 1.1 
μ  24 31 54 
ln μ  3.18 3.43 3.99 
ze [MPa]  17.9 11.3 7.9 
Stern shoulder (FFR29)  
α [MPa]  2.6 0.9 0.35 
μ  16 28 53 
ln μ  2.77 3.33 3.97 
ze [MPa]  15.5 5.9 2.5  
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and stern shoulder of MV Uikku are compared to those of MV S.A. Agulhas II. The results indicate that for exposure to ice of similar 
thickness, the estimated 25-year maximum pressure on the bow and stern shoulder of MV Uikku are around 15% and 65% lower than 
the corresponding pressures on MV S.A. Agulhas II. The lower pressures on MV Uikku are here attributed to the fact that the MV Uikku 
was escorted by an icebreaker whereas MV S.A. Agulhas II operated independently. Further study of this effect is recommended to 
better understand how having icebreaker support affects vessel navigation and links to exposure. Since the exposure of the stern 
shoulder to extreme ice loads is expected to be higher for vessels that have a higher number of turning events per NM along its route, it 
would be of interest to assess if there is a systematic difference if a vessel is following in the broken ice channel behind an icebreaker 
versus charting its own independent route. This aspect should be given further consideration in future work. 

During the voyage considered in this study, the independently operating ship MV S.A. Agulhas II received no icebreaker assistance. 
Whenever she encountered heavy ice, she was either able to pass through the ice field on her own, or she chose another path. Anyhow, 
any ship operating in ice might occasionally get stuck due to high ice resistance. In terms of ice loading, this is important to consider as 
a ship beset in ice might be subject to significant compressive ice loads. The assessment of such compressive loads is a topic for future 
research. 

Due to the empirical nature of the present approach, its ability to consider specific ice loading factors is limited by the availability of 
related data. For instance, in order to assess the effect of a specific ice loading control measure (e.g. crew measures to reduce ice 
loading), for the same operating conditions, the approach would require two different series of full-scale ice load measurements: one in 
which the measure is implemented, and one in which it is not. In order to limit the required amount of data, a better understanding of 
what factors are important enough to motivate specific consideration should be established in future studies. 

In summary, it is hoped that the presented analysis and approach contribute towards the goal-based structural design of Arctic ships 
by extending the application of the principles of the event-maximum method and applying this approach to the analysis of full-scale 
ship-ice load measurements. In modifying this approach to assess ice pressure based on ice thickness, it becomes possible to estimate a 
ship’s level of ice loading based on its actual ice exposure determined in terms of the distance traveled in sea ice of various types and 
thicknesses. However, future research and development is necessary to increase the applicability, accuracy, and reliability of the 
proposed approach. As with any empirical method, the results of these analyses are explicitly linked to the conditions associated with 
the data from which the relationships are derived. For further validation, additional analysis of new and existing long-term full-scale 
ice load measurements are needed, including providing a more detailed treatment of exposure to better allow for the application of 
empirical curves to conditions other than those associated with one specific dataset. Additional full-scale ice load measurements are 
also needed to determine additional α-h curves for different types of ships (e.g. bulbous bow vs. icebreaking bow), different 
geographical areas (e.g. the Baltic Sea), different ice types (e.g. brash ice, first-year ice, first-year ice with multi-year ice intrusions, 
multi-year ice), and operating modes (icebreaker assistance vs. independent operation). As demonstrated by Shamaei et al. [23]; the 
assumed ice load height also has a moderate effect on calculated peak ice pressure, and further studies on the relationship between ice 
thickness and load height are recommended to reduce the related uncertainty. 
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Table 6 
The effect of the value of μ on the estimated maximum local pressure at the bow area (frame #134 + 400) of MV S.A. Agulhas II.   

Ice thickness category A1 A2 A3  

x0 [MPa]  0 0 0  
α [MPa]  1.05 0.75 0.5  
Time [years] 25 25 25  
 FZ(ze) 1 −

25
100

= 0.960  1 −
25
100

= 0.960  1 −
25
100

= 0.960   
− ln[ − ln  FZ(ze)] 3.20 3.20 3.20 

Measurement μ  285 699 444 
Voyage ln μ  5.65 6.55 6.10  

ze [MPa]  9.3 7.3 4.6 
Scenario 1 μ  28.5 69.9 44.4  

ln μ  3.35 4.25 3.79  
ze [MPa]  6.9 5.6 3.5  
Deviation [%] −26% −24% −25% 

Scenario 2 μ  2850 6990 4440  
ln μ  7.96 8.85 8.40  
ze [MPa]  11.7 9.0 5.8  
Deviation [%] 26% 24% 25%  
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