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Abstract—This paper deals with methods for parameter estimation of two-mass mechanical systems in electric drives. Estimates of mechanical parameters are needed in the start-up of a drive for automatic tuning of model-based speed and position controllers. A discrete-time output error (OE) model is applied to parameter estimation. The resulting pulse-transfer function is transformed into a continuous-time transfer function, and parameters of the two-mass system model are analytically solved from the coefficients of this transfer function. An open-loop identification setup and two closed-speed-loop identification setups (direct and indirect) are designed and experimentally compared. The experiments are carried out at nonzero speed to reduce the effect of nonlinear friction phenomena on the parameter estimates. According to results, all three identification setups are applicable for the parameter estimation of two-mass mechanical systems.

Index Terms—Electric drives, parameter estimation, resonant mechanical load, torsional oscillation.

I. INTRODUCTION

HIGH-PERFORMANCE ac electric drives are replacing pneumatic and hydraulic actuators or dc motor drives in modern machineries—such as injection molding machines [1], machine tools [2], industrial robots [3]—due to their energy efficiency, compact size, and flexible control algorithms. These machineries often consist of several moving or rotating masses coupled together with flexible mechanical transmissions (e.g., belts, gearboxes, long shafts), leading to mechanical resonances. To achieve high dynamic performance, motion control of the drive systems with resonant mechanical loads should be based on higher-order mechanical models. The model-based automatic controller tuning typically relies on the knowledge of mechanical parameters and some performance specifications (e.g., closed-loop bandwidth) [4], [5]. However, datasheets of the mechanical components are not often available or the calculation of the mechanical parameters can be a highly complex task. Hence, to enable model-based automatic tuning of the motion controllers, the mechanical parameters should be automatically identified during the start-up of a drive [6], [7] or online during the drive operation [8]–[12]. The extended Kalman filter is a popular tool for estimating the parameters online [8], [10], [11]. However, the main difficulty with the Kalman filters is the selection of covariance matrices, which are further needed when calculating the filter coefficients. Moreover, it is worth mentioning that the identification of the mechanical system may offer a possibility to diagnose mechanical faults. As examples, a rolling-bearing damage [13] and gearbox faults [14], [15] can be identified using electric drives.

The identification routines, proposed for parameter estimation of two- or multi-mass mechanical systems, can be roughly divided to parametric methods [3], [6], [16]–[20] and nonparametric methods [16], [21]–[24]. The nonparametric methods use the frequency-domain characteristics of the system, while, in the parametric methods, the parameters of the two-mass system transfer-function polynomials are estimated in the time domain. When the identification is completed offline, e.g., during the start-up of a drive, the parameters of the mechanical model can be estimated either in open loop or using closed-loop speed control [25]. It is desirable to reduce the effect of nonlinear friction phenomena on parameter estimates by operating at nonzero speed. However, when using the open-loop method, it may be difficult to find a suitable value for the offset torque without causing the system to rush. On the other hand, in closed-loop identification, the drive can be easily operated at desired (nonzero) speed. Closed-loop identification methods can be divided into direct and indirect methods [25]. In the case of direct methods, the input signal is affected via the feedback loop. Hence, a correct noise model is needed. In the case of indirect methods, the closed-loop system is first identified, and the open-loop model is then solved using the known control law [26].

To excite the identified system sufficiently, the excitation signal should contain all frequencies evenly distributed, and the amplitude of the excitation signal should be as large as possible. White noise is normally utilized in stochastical identification. In electric drives, the torque and the speed are limited to their maximum allowed values. With limited input signals, the largest frequency variation is obtained by binary signals, which have only two possible values (e.g., −1 and 1). A pseudo-random binary signal (PRBS) fulfills the previously stated requirements, and it can be easily formed with a shift register. The statistical properties of the PRBS are studied in [27].
In this paper, the mechanical system is excited using the PRBS, which is superimposed on the electromagnetic torque by means of field-oriented control. The rotor-speed response of the driving motor is measured. Because the rotor-speed response is noisy, the discrete-time OE model is used in identification, in accordance with [3]. The main contributions of this paper are:

1) An indirect closed-loop method is proposed for identification of two-mass mechanical system. According to the authors’ knowledge, indirect methods have not been applied in this context before (except in the preliminary study in [19]).

2) The effect of the speed controller gain on identifiability is analyzed by means of simulations and experiments.

3) The proposed indirect identification method is experimentally compared with the open-loop identification method, the direct identification method, and the frequency-response based method proposed in [21].

II. MODEL OF A TWO-MASS MECHANICAL SYSTEM

The mechanical dynamics of the resonating two-mass system are given as [28]

\[ J_M \ddot{\theta}_M = T_M - T_S - b_M \dot{\theta}_M \]  
(1a)

\[ J_L \ddot{\theta}_L = T_S - T_L - b_L \dot{\theta}_L \]  
(1b)

\[ T_S = K_S (\theta_M - \theta_L) + c_S (\dot{\theta}_M - \dot{\theta}_L) \]  
(1c)

where the angular positions of the motor and the load are \( \theta_M \) and \( \theta_L \), respectively. The motor electromagnetic torque, the loading torque, and the shaft torque are \( T_M \), \( T_L \), and \( T_S \), respectively. The motor speed is denoted by \( \omega_M = \dot{\theta}_M \) and the load speed by \( \omega_L = \dot{\theta}_L \). The moments of inertia of the motor and the load are denoted by \( J_M \) and \( J_L \), respectively. The torsional stiffness and the damping of the shaft are \( K_S \) and \( c_S \), respectively. The friction is modeled as viscous damping both on the motor and load sides, denoted by \( b_M \) and \( b_L \), respectively. From (1), the open-loop transfer function from the torque \( T_M(s) \) to the speed \( \omega_M(s) \) is obtained as

\[ G(s) = \frac{B(s)}{A(s)} \]  
(2)

where

\[ B(s) = J_L s^2 + (c_S + b_L) s + K_S \]

\[ A(s) = J_M J_L s^3 + (J_M c_S + J_L c_S + J_L b_M + J_M b_L) s^2 + (J_M K_S + J_L K_S + c_S b_M + c_S b_L + b_M b_L) s + K_S (b_M + b_L). \]

If \( b_M = 0, b_L = 0, \) and \( c_S = 0 \) are assumed, the antiresonance frequency and the resonance frequency are

\[ f_{\text{ares}} = \frac{1}{2 \pi \sqrt{\frac{K_S}{J_L}}} \quad f_{\text{res}} = \frac{1}{2 \pi \sqrt{\frac{K_S (J_M + J_L)}{J_M J_L}}} \]  
(3)

respectively. It is to be noted that, at frequencies well below the antiresonance frequency, the transfer function (2) can be approximated by

\[ G(s) = \frac{1}{J_M s}. \]  
(4)

On the other hand, at frequencies well above the resonance frequency, the transfer function (2) can be approximated by

\[ G(s) = \frac{1}{(J_M + J_L) s}. \]  
(5)

III. PARAMETER ESTIMATION

First, three different identification setups are introduced. Then, parameters of the continuous-time mechanical model are linked with parameters of the discrete-time OE model. Further, factors affecting the accuracy of the parameter estimation are discussed.

A. Identification Setups

Three identification setups shown in Fig. 1 are considered. The PRBS torque excitation is applied in all setups. Typical torque-control bandwidths in ac servo drives are from several hundred hertz up to a few kilohertz, while dominant resonance frequencies of mechanical systems are lower. Hence, the torque-control loop is usually significantly faster than the mechanical system. If the sampling frequency of the parameter estimation is set significantly below the torque-control bandwidth, the effect of torque control cannot be seen in the identification signals and thus it can be omitted. In this paper, ideal torque control is assumed, i.e., \( T_M = T_{M,\text{ref}} \).

An open-loop setup is shown in Fig. 1(a). The open-loop transfer function (2) can be directly estimated from the excitation signal \( u \) and the output signal \( y \), i.e., \( y(s) = G(s) u(s) \). If the excitation signal has a zero average, identification will be performed in the vicinity of zero speed. In this case, friction phenomena are highly nonlinear and can cause bias to the parameter estimates. Open-loop identification could also be performed during an acceleration test or a deceleration test. In these cases, the trend of the speed signal should be removed. Similar open-loop setups have been studied in [18], [21].

Fig. 1(b) shows a direct closed-loop setup, where the excitation signal is superimposed on the torque reference obtained from the speed controller. The identification procedure is similar to the open-loop case. However, the identification input signal \( u \) and the noise (not shown in the figure) are now correlated due to the speed controller, which may lead to biased
shown in Fig. 1, and $e(k)$ is the output noise in the system. The pulse-transfer function to be identified is given as

$$\frac{B_d(z)}{A_d(z)} = \frac{\theta_1 z^2 + \theta_2 z + \theta_3}{z^3 + \theta_4 z^2 + \theta_5 z + \theta_6} \tag{8}$$

where $\theta_1, \ldots, \theta_6$ are the six parameters to be estimated.

The output of the pulse-transfer function (8) can be expressed as

$$y(k) = \phi^T(k) \theta \tag{9}$$

where the regressor vector and the parameter vector are

$$\phi(k) = \begin{bmatrix} u(k-1) \\ u(k-2) \\ u(k-3) \\ -y(k-1) \\ -y(k-2) \\ -y(k-3) \end{bmatrix}, \quad \theta = \begin{bmatrix} \theta_1 \\ \theta_2 \\ \theta_3 \\ \theta_4 \\ \theta_5 \\ \theta_6 \end{bmatrix} \tag{10}$$

respectively. When the noise component is summed to the output of the system, solving the parameter vector using (9) and (10) leads to biased parameter estimates [29]. Here, a straightforward iterative method is applied to reduce the bias in the parameter estimates [30]. In this method, the input and output signals are filtered using the estimated system polynomial $A_d(z)$ from the previous iteration. The output of the adaptive filtered system is given as

$$y_f(k) = \phi_f^T(k) \theta \tag{11}$$

where the filtered regressor vector and output are

$$\phi_f(k) = \frac{1}{A_d(z)} \phi(k), \quad y_f(k) = \frac{1}{A_d(z)} y(k) \tag{12}$$

respectively. When estimating the parameter vector $\theta$, the adaptive filtered output vector $y_f$ and the regressor matrix $\Phi_f$ are given as

$$\Phi_f = [\phi_f(3) \quad \phi_f(4) \quad \cdots \quad \phi_f(N)]^T$$

$$y_f = [y_f(3) \quad y_f(4) \quad \cdots \quad y_f(N)]^T \tag{13}$$

where $N$ is the total number of samples used in the parameter estimation. Then, the matrices are used in an iterative least-squares algorithm to solve the parameter vector

$$\theta = (\Phi_f^T \Phi_f)^{-1} \Phi_f^T y_f \tag{14}$$

which can be used to find $\hat{A}_d(z)$ for the next iteration

$$\hat{A}_d(z) = z^3 + \theta_4 z^2 + \theta_5 z + \theta_6. \tag{15}$$

During the first iteration, the filtering polynomial $\hat{A}_d(z) = 1$. The iterations are continued until the estimated parameters converge to the final values. It is important to check that the roots of $\hat{A}_d(z)$ are inside the unit circle after each iteration.
The pulse-transfer function (8) is then converted to a zero-pole matching equivalent continuous-time transfer function

\[
y(s) = \frac{b_1 s^2 + b_2 s + b_3}{s^3 + a_1 s^2 + a_2 s + a_3}
\]  

where the parameters \(b_1, \ldots, b_3\) and \(a_1, \ldots, a_3\) are given in the Appendix. When comparing (6) and (16), the following system of equations is obtained:

\[
b_1 = \frac{1}{J_M}, \quad b_2 = \frac{c_S + b_L}{J_M J_L}, \quad b_3 = \frac{K_S}{J_M J_L}
\]  

\[
a_1 = \frac{(J_M + J_L) c_S + J_L b_M + J_M b_L + k_p J_L}{J_M J_L}
\]

\[
a_2 = \frac{(J_M + J_L) K_S + (b_M + b_L) c_S + b_M b_L + k_p (c_S + b_L)}{J_M J_L}
\]

\[
a_3 = \frac{K_S (b_M + b_L + k_p)}{J_M J_L}
\]

From (17), the mechanical parameters \(J_M, J_L, b_M, b_L, K_S,\) and \(c_S\) can be solved. In the open-loop and direct closed-loop identification setups, \(k_p = 0\) is substituted into (17).

If the dominant resonance frequencies of the mechanical system were near the bandwidth of the torque control, the parameter estimates from (17) would be biased. If the bandwidth of the torque control is known, the dynamics of the torque-control loop could be included in the identification setups shown in Fig. 1.

If the identified system is highly nonlinear, the linear identification methods presented in this paper could be augmented with methods that can estimate the nonlinear elements, such as backlash or friction [12, 16], [31]–[33]. If the nonlinearity can be parametrized in the state variables (e.g., Coulomb friction), it could be introduced in the regressor vector \(\phi\) in (10) [16]. Moreover, if the load inertia and the coupling stiffness vary during the drive operation [34], the presented identification methods could be used to estimate the parameters of the mechanical system in various operating points, and then construct a look-up table of parameter values as a function of operating point. Alternatively, recursive methods could be used to estimate the parameters online [20], [30], instead of the iterative method discussed above.

The presented methods are primarily aimed at identifying two-mass systems, i.e., the order of the discrete-time transfer function (8) is fixed. In the case of three-mass (or multi-mass) systems, the regressor and parameter vectors in (10) could be augmented and the parameters of the discrete-time transfer function estimated, but it is generally difficult to solve the relations between the discrete-time transfer-function coefficients and the physical parameters. However, since the resonances in typical multi-mass systems appear clearly at separate frequencies and the amplitude of the dominant low-frequency resonance is highest [18], [26], [34], the presented methods could be applied to identify the reduced-order (i.e., third-order) approximate model for multi-mass systems.

C. Sampling Frequency and the Number of Samples

According to the Nyquist-Shannon sampling theorem, the sampling frequency \(h\) of the discrete-time system should be at least twice the highest frequency in the original continuous-time signal. In most cases, the system response should also be modeled slightly above the resonance frequency to see if there are some additional dynamics at higher frequencies. However, if the sampling frequency is selected too high, numerical sensitivity issues can appear and cause the loss of identifiability. A high sampling frequency also causes the model fit to concentrate at high frequencies. A rule of thumb is to select the sampling frequency ten times the bandwidth of the process [29]. If a too low sampling frequency is selected, the higher frequencies of the system are not identified correctly, which further causes bias to the motor-side inertia estimate \(J_M\) according to (5).

If the model structure is chosen correctly, increasing the number of samples \(N\) should decrease the effect of disturbance noise and enhance the accuracy of parameter estimates. Memory and processing capacity may limit the number of samples. A rule of thumb for selecting the number of samples is \(N = 1/(f_0 h)\), where \(f_0\) is the lowest frequency to be identified and it should be much below the lowest potential antiresonance frequency. If too few samples are collected, lower frequencies of the system are not identified accurately, which further causes bias to the sum \(J_M + J_L\) of the inertia estimates according to (4).

D. Model Validation

Model validation is an essential part of the identification procedure. The designer needs to know whether the selected model structure and the identification setup offers good enough information from the real system. A common tool in validation is residual analysis. Residual analysis is based on the statistical properties of the residuals \(\varepsilon(k) = y(k) - \hat{y}(k)\). The simulated-system output is denoted as \(\hat{y}(k) = G_d(z)u(k)\), where \(G_d(z)\) represents the zero-pole equivalent discretization of the continuous-time transfer function (2), which is obtained using the estimated system parameters.

The autocorrelation of the residuals is

\[
R_\varepsilon(\tau) = \frac{1}{N} \sum_{k=1}^{N} \varepsilon(k) \varepsilon(k - \tau)
\]

where \(\tau\) is the number of lags. The autocorrelation should ideally resemble that of white noise. Furthermore, the normalized cross-correlation

\[
R_{\varepsilon,u}(\tau) = \frac{\sum_{k=1}^{N} \varepsilon(k) u(k - \tau)}{\sqrt{\sum_{k=1}^{N} \varepsilon^2(k) \sum_{k=1}^{N} u^2(k)}}
\]
possible, the residual analysis should be performed using a different input-output data set than the one which is used for the parameter estimation. Moreover, the identified model can be validated through the comparison of time- and frequency-domain responses of the identified and the measured (real) systems.

IV. RESULTS

The identification methods described in Section III are evaluated by means of simulations and experiments. First, the effect of the speed controller gain on the parameter estimates is studied by means of simulations. Then, the mechanical parameters of the experimental system are estimated and compared with the parameter estimates obtained using a frequency-response based identification method proposed in [21]. Finally, the results are validated using correlation and frequency-domain analyses.

A. Experimental System

The experimental setup is shown in Fig. 2. The setup consists of two mechanically coupled permanent-magnet synchronous motors (PMSMs). An inverter-fed 4-kW 2400-rpm PMSM, controlled with a dSPACE DS1104 board, is used as a driving motor. The driving motor is connected to a 4-kW loading servo motor using a flexible toothed belt. To vary coupling stiffness, different belts can be used. An additional inertia disk can be added to the shaft of the load motor.

The experiments were carried out using two mechanical configurations, referred to as Configurations A and B. The load-side inertia equals the motor-side inertia in Configuration A, while Configuration B has an additional inertia disk (increasing the load-side inertia). Furthermore, Configuration B has a stiffer belt.

Mechanical parameters were calculated based on the datasheet values of mechanical components [36]. These parameters are given in Tables I and II for Configurations A and B, respectively. The antiresonance and resonance frequencies of Configuration A, calculated using (3) with the datasheet values, are close to each other \(f_{\text{ares}} = 60\) Hz and \(f_{\text{res}} = 84\) Hz, while the antiresonance and resonance frequencies of Configuration B are far away from each other \(f_{\text{ares}} = 27\) Hz and \(f_{\text{res}} = 79\) Hz. The datasheet values for the stiffness were approximated using

\[
c_S = \frac{K_S}{2\pi f_{\text{res}} Q_k}
\]

where \(Q_k = 10\) was used for flexible couplings [37].

Torque control is accomplished through field-oriented control. The torque-control loop operates at 10-kHz sampling frequency and the torque-control bandwidth is 350 Hz. The speed-control loop operates at 1-kHz sampling frequency. The sampling frequency of the parameter estimation is 333 Hz, and the torque-control loop is ignored in parameter estimation. The number of samples is \(N = 1620\). The excitation signal is a PRBS with values \(-2\) Nm and 2 Nm (the rated torque being 17 Nm).

The rotor speed \(\omega_M\) of the driving motor is measured using an incremental encoder. The angular speed is calculated from the measured angular position difference within the fixed sampling interval of 1 ms. This sampling scheme leads to a significant quantization noise especially at low rotational speeds which also favors the use of the OE model structure in the identification.

B. Benchmark Method for Experimental Comparison

The identification methods described in Section III are experimentally compared with a frequency-response based open-loop method proposed in [21]. The identification setup shown in Fig. 1(a) is applied. The experimental frequency-response function \(G_e(j\omega)\) is evaluated in \(M = 166\) data points between the frequencies of 1 Hz and 166 Hz by means of the Welch method. Two different Hamming-window lengths (540 and 270) were tested. Then, the parameter values of the analytical frequency-response function \(G(j\omega)\) [obtained from (2)] are varied, and the best fit is iteratively searched by minimizing the error function

\[
J(\vartheta) = \sum_{i=1}^{M} |G_e(j\omega_i) - G(j\omega_i, \vartheta)|^2
\]

where the parameter vector is \(\vartheta = [J_M, J_L, K_S, c_S, b_M, b_L]\\). The initial values of the parameter vector, needed in the first iteration, are selected according to the datasheet values given in Tables I and II.

C. Simulation Results

The speed controller is a P controller. The effect of the speed controller gain \(k_p\) on the estimated antiresonance and resonance frequencies is examined by means of simulations. A white-noise signal with variance of 1 rad\(^2\)/s\(^2\) is added to the simulated motor speed. Numerical values for the resonance frequencies are calculated using (3), based on the estimated system parameters.

Fig. 3 shows the estimated resonance and antiresonance frequencies as a function of the speed controller gain for both the configurations. The system resembles the open-loop
setup at low gain values \((k_p < 0.1 \text{ Nms/rad})\). In both closed-loop setups, high controller gains increase the effect of the measurement noise due to the feedback. The high controller gains \((k_p > 1 \text{ Nms/rad})\) also speed up the system, in which case the sampling frequency should be increased. This can be seen as biased resonance frequency estimates. It can be seen that the proposed indirect method is less sensitive to the selection of the speed controller gain than the direct method.

### D. Experimental Results

In the closed-loop identification setups, the speed controller gain \(k_p = 0.2 \text{ Nms/rad}\) is selected and the parameters are estimated at the rotational speed of 200 r/min. To operate approximately at the speed of 200 r/min in the open-loop setup, a constant offset torque is applied. The offset values are removed both from the input and output signals before identification. For model validation, a separate input-output data set is measured in closed loop using the speed controller gain of \(k_p = 0.05 \text{ Nms/rad}\).

The parameter estimates of Configurations A and B are given in Tables I and II, respectively. It can be seen that the parameter values estimated using (17) are close to those obtained using datasheets. However, it is important to notice that the datasheet-based parameter values are not necessarily more accurate than the estimated ones. Thus, also the datasheet-based parameter estimates shall be validated by means of residual analysis. In all the cases, an estimate of the motor-side damping \(b_M\) is negative. However, the sum \(b_M + b_L\) of the viscous damping estimates is positive. Furthermore, when substituting the obtained parameter values back to the open-loop transfer function (2), all the coefficients of the transfer function are positive (i.e., the obtained poles and zeros are stable). When comparing the open-loop parameter estimates obtained using (17) with those of the
frequency-response method, it can be seen that the frequency-response method gives smaller values for the inertia moments and for the coupling stiffness. Moreover, Tables I and Table II show that the window length has a clear impact on the parameter estimates obtained using the frequency-response method.

The parameter estimates given in Tables I and II are first analyzed by means of residual analysis. The normalized cross-correlation between the input signal and the residuals is evaluated using (19). Fig. 4 shows the cross-correlation absolute values for Configuration A and Fig. 5 for Configuration B. A 97% confidence limit (solid line) and a practical confidence limit (dashed line) are introduced in the figures [30]. The 97% confidence limit is calculated as 

\[
\frac{2.17}{\sqrt{N}}
\]

where \( N \) is the number of samples used in the estimation. Cross-correlation values remaining below the practical confidence limit will indicate that stochastically acceptable parameter estimates are obtained. It can be seen in Figs. 4(b) and (c), 5(b) and (c) that the normalized cross correlations between the input and the residuals remain mostly below the practical confidence limit in all the identification cases. Furthermore, the normalized cross-correlation values shown in Figs. 4 and 5 also indicate that it is better to use the identified parameter values over the datasheet parameter values.

The frequency responses, obtained using the datasheet parameter values and the estimated parameter values, are compared. Fig. 6 shows the frequency responses of both the configurations obtained using the open-loop identification setups. It can be seen that the estimated amplitude is higher at lowest frequencies when the frequency-response method is applied because the inertia estimates are too low. When analyzing solely the locations of the antiresonance and resonance frequencies, it can be seen that the estimated resonance frequencies agree well with the datasheet-based resonance frequencies. In the case of the frequency-response method, the antiresonances appear at too high frequencies, because the load-inertia estimate is too low. These observations agree also with the numerical values given in Tables I and II. Fig. 7 shows the frequency responses of both the configurations obtained using the closed-loop identification setups. It can be seen that the estimated frequency responses agree well with the datasheet-based frequency responses. It should be noted that the estimated amplitudes at the resonance frequencies are not directly comparable with the datasheet-based amplitudes, because \( b_M = b_L = 0 \) are assumed in the case of datasheet values. Furthermore, the
datasheet values of $c_S$ are only rough approximations, obtained using (20).

V. CONCLUSION

This paper proposes an indirect closed-loop method for identification of two-mass mechanical system. Based on the simulation results, the proposed method is less sensitive to the selection of the speed controller gain than the direct method (when the simple OE model structure is used). The proposed indirect identification method was experimentally compared with the open-loop identification method, the direct identification method, and the frequency-response method. Based on the validation results, it can be concluded that all the identification setups are applicable for the parameter estimation of two-mass mechanical systems. The most biased estimate was the sum of the viscous friction coefficients, which is rarely needed in motion controller tuning.

APPENDIX

CONTINUOUS-TIMETRANSFER FUNCTION PARAMETERS

The denominator of the pulse-transfer function (8) can be expressed as a combination of the first-order pole and the second-order complex-conjugate poles

\[
\frac{B_d(z)}{A_d(z)} = \frac{\theta_1(z^2 + \beta_2 z + \beta_3)}{(z + \alpha_1)(z^2 + \alpha_2 z + \alpha_3)}
\]  \hspace{1cm} (22)

where

\[
\begin{align*}
\beta_2 &= \frac{\theta_2}{\theta_1} \\
\beta_3 &= \frac{\theta_3}{\theta_1} \\
\alpha_1 + \alpha_2 &= \theta_4 \\
\alpha_1 \alpha_2 + \alpha_3 &= \theta_5 \\
\alpha_1 \alpha_3 &= \theta_6.
\end{align*}
\]
The pulse-transfer function (22) is converted to a continuous-time zero-pole matching equivalent transfer function using the relation $s = (1/h) \ln(z)$, where $h$ is the sampling interval [38]. The transfer function

$$y(s) = \frac{b'_1 s^2 + 2b'_2 s + b'_3}{(s + a'_1)(s^2 + 2a''_1 s + a''_2 + a''_3)}$$

is obtained, where the parameters are

$$b'_2 = -\frac{1}{h} \ln\left(\sqrt{\beta_3}\right)$$
$$b'_3 = \frac{1}{h} \arctan\left(\sqrt{\frac{4\beta_3}{\beta_2^2 - 1}}\right)$$
$$a'_1 = -\frac{1}{h} \ln(-\alpha_1)$$
$$a'_2 = -\frac{1}{h} \ln(\sqrt{\beta_3})$$
$$a'_3 = \frac{1}{h} \arctan\left(\sqrt{\frac{4\alpha_3}{\alpha_2^2 - 1}}\right)$$

Using (24), the parameters in (16) are given as

$$b_1 = b'_1$$
$$b_2 = 2b'_1 b'_2$$
$$b_3 = b'_1 \left(b'_2^2 + b'_3^2\right)$$
$$a_1 = a'_1 + 2a'_2$$
$$a_2 = 2a'_1 a'_2 + a''_2 + a''_3$$
$$a_3 = a'_1 \left(a''_2 + a''_3\right)$$
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