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Abstract—Synchronization with the power system is an essential part of control of grid-connected converters. This paper proposes a grid-voltage sensorless synchronization and control scheme for a converter equipped with an LCL filter, measuring only the converter currents and the DC voltage. A discrete-time pole-placement design method is used to formulate an adaptive full-order observer for estimation of the frequency, angle, and magnitude of the grid voltage. The proposed discrete-time design method enables straightforward implementation and suits low sampling rates better than its continuous-time counterpart. The analytically derived design is experimentally validated, and the results demonstrate rapid convergence of the estimated quantities. Moreover, the experimental tests show that grid-voltage sensorless operation is possible under balanced and unbalanced grid disturbances and distorted grid conditions.
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I. INTRODUCTION

Grid-connected converters are increasingly used to connect various renewable energy sources to the electric power system. A growing trend is to replace a conventional inductive L filter (between the converter and the grid) with an LCL filter in order to fulfill the current harmonic limits presented in the standards, e.g., [1]. A factor behind this trend is higher switching harmonics attenuation provided by the LCL filter, which enables a physically smaller and cheaper filter at low switching frequencies, e.g., 4...8 kHz [2].

The converter equipped with an LCL filter is also an attractive solution for low-harmonic active front-end rectifiers of variable-speed motor drives, where regenerative braking, adjustable DC-link voltage, and adjustable power factor enable energy flow optimization. In drives, operation without position or speed sensors provides cost savings and increases reliability [3]. Overall costs of a drive with an active front-end rectifier can be further reduced by replacing the grid-voltage sensors with estimation and implementing active damping of the LCL-filter resonance without extra sensors as, e.g., in [4].

At high power ratings, the sensor-cost savings are less significant or even meaningless, since the overall system costs are high. However, an option for grid-voltage sensorless operation can provide redundancy, e.g., in the case of sensor (including wiring and measuring interfaces) failures. Alternatively, in some applications, the available grid-voltage estimate may enable use of low-cost sensors. This kind of application could be, e.g., a solar inverter. At least, their investment costs are predicted to fall significantly (even to a fifth of today’s prices by 2050) [5].

Synchronization with the grid is needed in order to control instantaneous active and reactive power injected by the converter. However, only a few grid-voltage sensorless synchronization and control methods have been presented in the case of the LCL filter [4], [6]–[12]. Sensorless synchronization has been obtained using the instantaneous power theory [4] and virtual flux models [6], [7]. Alternatively, the grid voltage can be estimated using observers [8]–[14]. Solutions relying on the Kalman filter have been proposed [8]–[10]. Although the Kalman filter can be described as a statistically optimal estimator, its drawback is that the process noise parameters are needed for tuning of the observer. These noise parameters are often determined by trial and error [8]. If a grid-voltage sensorless synchronization and control system is carefully designed, it can operate even under unbalanced and distorted grid conditions [6], [7], [9], [15], [16].

A subcategory of the observers consists of model-reference adaptive observers, which are able to adjust internal model parameters in real time. Adaptive observers have been used for estimation of the rotor speed, position, and flux magnitude in motor drives, e.g., in [17], and, correspondingly, for estimation of the grid-voltage frequency, angle, and magnitude in grid-connected converters [9], [11]–[14]. The estimation error of the converter current includes the information of the grid-voltage angle and amplitude [12], [13].

Control of a converter is typically implemented on a microprocessor and the sampling of the converter current is synchronized with the pulse-width modulation (PWM). Frequently, the control algorithms are designed in the continuous-time domain and then discretized. This principle works well in many cases. However, when the LCL-filter resonance is relatively close to the switching frequency, only a few samples are obtained within the period of the resonance frequency. Then, the direct discrete-time design is preferable, e.g., in the case of current control [18]. For sensorless control of a converter equipped with an LCL filter, a continuous-time design has been presented for an adaptive full-order observer in [12]. However, no analytical direct discrete-time design method has been presented for the adaptive full-order observer in this application.

This work deals with grid-voltage sensorless control of a...
converter equipped with an LCL filter [19]. Main contributions of this paper are: 1) A direct discrete-time design method is proposed for an adaptive full-order observer enabling grid-voltage sensorless control; 2) Estimation-error dynamics of the observer are analyzed by means of small-signal linearization; 3) The proposed observer is experimentally tested as a part of a grid-voltage sensorless control system under balanced and unbalanced grid disturbances. Furthermore, the proposed observer is compared with the observer designed in the continuous-time domain [12]. The presented design method retains analytical connection between the physical model parameters of the LCL filter and the observer dynamics. This connection generalizes the method for different parameter sets and enables automatic tuning if the model parameters are known or estimated.

II. SYSTEM MODEL

Switching-cycle-averaged complex-valued space vectors are used. Complex-valued, matrix, and vector quantities are marked with boldface symbols. The equivalent circuit model of the LCL filter is presented in Fig. 1(a). The grid-voltage vector in the stationary reference frame (marked with the superscript s) is

\[
\mathbf{u}_q^s = e^{j\theta_g} \mathbf{u}_g = u_{gs} + j u_{gb}
\]

where \( \theta_g = \int \omega_g dt \) is the angle, \( \omega_g \) is the angular frequency, and \( \mathbf{u}_g \) is the amplitude. Furthermore, \( u_{gs} \) and \( u_{gb} \) are the space-vector components.

In synchronous grid-voltage oriented coordinates (marked with the superscript \( \alpha \beta \)), the dynamics of the converter current \( \mathbf{i}_c^s \) are

\[
\begin{align*}
\frac{d\mathbf{x}^s}{dt} &= \begin{bmatrix}
-j\omega_g & -\frac{1}{L_{fc}} & 0 \\
\frac{1}{L_{fg}} & -j\omega_g & -\frac{1}{L_{fg}} \\
\frac{1}{L_{fg}} & -\frac{1}{L_{fg}} & -j\omega_g
\end{bmatrix} \mathbf{x}^s + \begin{bmatrix}
\frac{1}{T_{uc}} \\
0 \\
0
\end{bmatrix} \mathbf{u}_c^s - \begin{bmatrix}
0 \\
0 \\
\frac{1}{L_{fg}}
\end{bmatrix} \mathbf{u}_g
\end{align*}
\]

\[
\mathbf{i}_c^s(k+1) = \Phi \mathbf{x}^s(k) + \Gamma_c \mathbf{u}_c^s(k) + \Gamma_g \mathbf{u}_g(k)
\]

where the state vector is \( \mathbf{x}^s = [\mathbf{i}_c^s, \mathbf{u}_c^s, \mathbf{i}_g^s]^T \), the voltage across the filter capacitor \( C_f \) is \( \mathbf{u}_c^s \), and the converter and grid currents are \( \mathbf{i}_c^s \) and \( \mathbf{i}_g^s \), respectively. The resonance frequency of the LCL filter is

\[
\omega_p = \sqrt{\frac{L_{fc} + L_{fg}}{L_{fc} L_{fg} C_f}}
\]

The losses of the filter (e.g., the series resistances of the inductors) are neglected, which represents the worst-case situation for the resonance of the LCL filter. The resonance is actively damped by a current controller, e.g., [18]. Therefore, additional damping resistors are not needed and, hence, not included in the model.

A zero-order hold for the switching-cycle-averaged converter output voltage is assumed and synchronous sampling is used. In addition, the amplitude \( \mathbf{u}_g \) and frequency \( \omega_g \) of the grid voltage are assumed to vary slowly, i.e., to be constant during the sampling period \( T_s \). Under these assumptions, the discrete-time model of (2) is [18]

\[
\begin{align*}
\mathbf{x}^s(k+1) &= \Phi \mathbf{x}^s(k) + \Gamma_c \mathbf{u}_c^s(k) + \Gamma_g \mathbf{u}_g(k) \\
\mathbf{i}_c^s(k) &= \mathbf{C}_c \mathbf{x}^s(k)
\end{align*}
\]

The closed-form expressions for the elements of the state-transition matrix \( \Phi \) and the input vectors \( \Gamma_c \) and \( \Gamma_g \) are given in Appendix A as functions of the LCL-filter parameters. The grid-voltage angle is

\[
\vartheta_g(k+1) = \vartheta_g(k) + T_s \omega_g
\]

in the discrete-time domain.
III. ADAPTIVE FULL-ORDER OBSERVER

The control structure is illustrated in Fig. 1(b). Control of the converter is implemented in the estimated grid-voltage reference frame that is aligned with the estimated grid-voltage vector. Synchronization is obtained using an adaptive observer. The structure of the adaptive observer is shown in Fig. 2. The angular frequency \( \tilde{\omega}_g \), the angle \( \tilde{\vartheta}_g \), and the magnitude \( \tilde{u}_g \) of the grid voltage are estimated in the outer loops, while the state vector \( \hat{x} \) is estimated by the full-order state observer. The full-order observer is

\[
\dot{\hat{x}}(k+1) = \Phi \hat{x}(k) + \Gamma_c u_c(k) + \Gamma_g \tilde{u}_g(k) + K_o [\hat{x}(k) - \hat{x}(k)]
\]

where \( u_c(k) = u_{\text{ref}}(k-1) \) is obtained from the delayed converter-voltage reference, \( K_o = [K_{o1} \ K_{o2} \ K_{o3}]^T \) is the observer gain vector, and \( \Phi, \Gamma_c, \Gamma_g \) are adaptive model matrices that are obtained replacing the actual angular frequency \( \omega_g \) with the estimated angular frequency \( \tilde{\omega}_g \) in the matrices. According to (5), a natural estimator for the angle is

\[
\hat{\vartheta}_g(k+1) = \hat{\vartheta}_g(k) + T_s \tilde{\omega}_g(k)
\]

\( \text{A. Estimation-Error Dynamics} \)

There can be an angle displacement \( \tilde{\vartheta}_g = \vartheta_g - \hat{\vartheta}_g \) between the actual and estimated grid-voltage vector (cf. Fig. 3). From (5) and (7), the dynamics of the angle error become

\[
\tilde{\vartheta}_g(k+1) = \tilde{\vartheta}_g(k) + T_s \tilde{\omega}_g(k)
\]

where \( \tilde{\omega}_g = \omega_g - \tilde{\omega}_g \) is the frequency estimation error. Since the system model and the control algorithm are in the different coordinates, the discrete-time model (4) is transformed into the estimated grid-voltage reference frame applying:

\[
\begin{align*}
\hat{x}(k+1) &= e^{-j\tilde{\omega}_g(k+1)}x(k+1) \\
\hat{x}(k) &= e^{-j\tilde{\omega}_g(k)}x(k) \\
u_g(k) &= e^{-j\tilde{\omega}_g(k)}u_c(k)
\end{align*}
\]

Together with (8), the resulting dynamics are

\[
\begin{align*}
x(k+1) &= e^{jT_s \tilde{\omega}_g(k)} \Phi x(k) + e^{jT_s \tilde{\omega}_g(k)} \Gamma_c u_c(k) \\
+ e^{jT_s \tilde{\omega}_g(k)} \Gamma_g u_g(k) \\
\hat{i}_c(k) &= C_c \hat{x}(k)
\end{align*}
\]

From (6), (8), and (10), the dynamics of the estimation error \( \hat{x}(k) = x(k) - \hat{x}(k) \) become

\[
\begin{align*}
\dot{\hat{x}}(k+1) &= (\Phi - K_o C_c) \hat{x}(k) + (e^{jT_s \tilde{\omega}_g(k)} \Phi - \dot{\Phi}) x(k) \\
+ \Gamma_g \tilde{u}_g(k) + (e^{jT_s \tilde{\omega}_g(k)} \Gamma_c - \Gamma_c) u_c(k) \\
+ (e^{jT_s \tilde{\omega}_g(k)} \Gamma_g - \Gamma_g) u_g(k)
\end{align*}
\]

where \( \tilde{u}_g = u_g - \tilde{u}_g \) is the estimation error of the grid voltage.

As can be seen, (11) is nonlinear with respect to the angle error \( \tilde{\vartheta}_g \) and the angular-frequency error \( \tilde{\omega}_g \). Furthermore, the matrices \( \Phi(\tilde{\omega}_g), \Gamma_c(\tilde{\omega}_g), \Gamma_g(\tilde{\omega}_g) \) are functions of the estimated angular frequency \( \tilde{\omega}_g \), and, therefore, depend on the estimation error \( \tilde{\omega}_g \), since \( \tilde{\omega}_g = \omega_g - \omega_g \).

\( \text{B. Small-Signal Linearization} \)

The nonlinear dynamics are analyzed in an operating point. Operating-point quantities are marked with the subscript 0. If the accurate model parameters are assumed and the gain \( K_o \) is selected such that the eigenvalues of \( \Phi - K_o C_c \) are inside the unit circle, the system has an equilibrium point \( \{x_0 = 0, \tilde{u}_g = 0, \tilde{\vartheta}_g = 0, \tilde{\omega}_g = 0\} \), where the estimation error is zero in steady state. In the vicinity of the equilibrium point, the system (11) has linearized dynamics

\[
\begin{align*}
\dot{\hat{x}}(k+1) &= (\Phi - K_o C_c) \hat{x}(k) + (\Gamma_g \tilde{u}_g(0)) \\
+ &\left[j \Gamma_g T_s \begin{bmatrix} \frac{d \Gamma_g}{d \tilde{\omega}_g} \gamma \tilde{u}_g(0) \Gamma_g \tilde{u}_g(0) \end{bmatrix}ight] \tilde{\omega}_g(k) + \Gamma_g \tilde{u}_g(k).
\end{align*}
\]

The linearized dynamics are derived in Appendix B.

The converter current is the only measured state variable. Thus, it is interesting to analyze the dynamics of the estimation error \( \tilde{i}_c = C_c \hat{x} \) of the converter current induced by the magnitude and angle deviations, \( \tilde{u}_g \) and \( \tilde{\vartheta}_g \), respectively.

From (12), the pulse-transfer function from the grid-voltage estimation error to the converter-current estimation error is

\[
G_{i\vartheta u}(z) = \frac{\tilde{i}_c(z)}{\tilde{u}_g(z)} = \frac{b(z)}{a(z)} = C_c (z I - \Phi + K_o C_c)^{-1} \Gamma_g
\]

where

\[
a(z) = \text{det}(zI - \Phi + K_o C_c)
\]

and \( b(z) \) is the numerator of the transfer function. The coefficient \( \Gamma_c \) in (12) is minor in comparison with the other coefficients and

\[
\lim_{T_s \to 0} \Gamma_c = 0
\]

Therefore, the dynamics can be simplified by approximating \( \Gamma_c \approx 0 \), and the pulse-transfer function from the angle error to the converter current estimation error becomes

\[
G_{i\vartheta \vartheta}(z) = \frac{\tilde{i}_c(z)}{\tilde{\vartheta}_g(z)} = \frac{\tilde{u}_g(0) \cdot b(z)}{a(z)}
\]

It can be seen that the estimation-error components in \( \tilde{i}_c \) caused by the voltage and angle errors are orthogonal, i.e., \( G_{i\vartheta u} = \tilde{u}_g(0) G_{i\vartheta u} \). This forms the basis for the design of the adaptation loops in Sections III-D and III-E.
\begin{equation}
\alpha(z) = (z - \alpha_{o1})(z - \alpha_{o2})(z - \alpha_{o3}).
\end{equation}

The discrete-time poles \( \alpha_{o1}, \alpha_{o2}, \) and \( \alpha_{o3} \) are mapped via the continuous-time counterpart \((s + \alpha_{od})(s^2 + 2\zeta \omega_s s + \omega_s^2)\):
\begin{equation}
\alpha_{o1} = \exp(-\alpha_{od} T_s) \quad \alpha_{o2,3} = \exp\left[-(\zeta \omega_s \pm j\sqrt{1 - \zeta^2})\omega_s T_s\right]
\end{equation}
Continuous-time pole locations are the tuning parameters of the full-order observer. The first-order pole \( \alpha_{od} \) is set to determine the dominant dynamics of the estimation error. The pair of poles, determined by \( \omega_s \) and \( \zeta \), is placed at a higher frequency. Analytical expressions for calculating the observer gain \( K_0 \) have been derived in [18] as a function of the tuning and system (LCL filter) parameters. Furthermore, the selection of the pole locations has been explained in [18].

D. Quasi-Steady-State Analysis

In order to design adaptation laws for the angle and amplitude estimation of the grid voltage, the estimation error dynamics of the full-order observer in (12) are considered to be much faster than the adaptation mechanisms. From adaptation point of view, it is reasonable to approximate the full-order observer dynamics using quasi-steady-state gains. These gains are obtained for \( \hat{u}_g \) and \( \hat{\vartheta}_g \) in (13) and (16), respectively, by making \( z = 1 \). It follows that:
\begin{equation}
\hat{i}_c = e^{-j\phi}(b/a) \hat{u}_g + j\mu \omega_0 e^{-j\phi}(b/a) \hat{\vartheta}_g
\end{equation}
where the constants are:
\begin{align*}
\phi &= (3/2) \omega_s T_s \\
a &= \omega_s C_1 L_c L_g (\omega_s^2 - \omega_p^2)(1 - \alpha_{o1})(1 - \alpha_{o2})(1 - \alpha_{o3}) \\
b &= 4 \sin(\omega_s T_s/2)[\cos(\omega_p T_s) - \cos(\omega_p T_s)]
\end{align*}
and \( \omega_p \) is the resonance frequency (3).

As revealed in (19), the real part of the estimation error \( \hat{\vartheta}_g \) of the converter current is strongly affected by the voltage difference \( \hat{u}_g \). On the other hand, the imaginary part of \( \hat{i}_c \) is strongly affected by the angle difference \( \hat{\vartheta}_g \). Moreover, if the current-estimation error \( \hat{i}_c \) is rotated and scaled as \( \tilde{i}_c = (a/b) e^{j\phi} \hat{i}_c \), the real and imaginary parts of the modified error \( \tilde{i}_c \) can be directly separated into the grid-voltage magnitude and angle estimation, respectively.

E. Adaptation Laws

Let the grid-voltage estimator be:
\begin{equation}
\hat{\vartheta}_g(z) = \frac{k_{i,u}}{z - 1} \text{Re}\left\{\frac{a}{b} e^{j\varphi} \hat{i}_c(z)\right\}
\end{equation}
where \( k_{i,u} \) is the gain, and the estimator for the angular frequency be:
\begin{equation}
\hat{\omega}_g(z) = \frac{1}{u_{g0}} \frac{k_{i,\omega}}{z - 1} \text{Im}\left\{\frac{a}{b} e^{j\varphi} \hat{i}_c(z)\right\}
\end{equation}
where \( k_{i,\omega} \) and \( k_{i,u} \) are the gains. Furthermore, the estimator for the grid-voltage angle is given in (7). The angular frequency estimator directly amplifies the current-estimation error \( \hat{i}_c \) through the proportional part of \( F_w(z) \), thus some noise in \( \hat{\omega}_g \) might be present in a practical implementation. A naturally filtered estimate for the frequency is obtained from the integral of (22), and it is:
\begin{equation}
\hat{\omega}_{gf}(z) = \frac{1}{u_{g0}} \frac{k_{i,\omega}}{z - 1} \text{Im}\left\{\frac{a}{b} e^{j\varphi} \hat{i}_c(z)\right\}
\end{equation}
While the estimate \( \hat{\omega}_{gf} \) is internally used in the observer, the estimate \( \hat{\omega}_{gf} \) with reduced noise is useful, e.g., for monitoring purposes and for other control loops of the converter.

Fig. 4 shows the linearized adaptation loops, when the proposed adaptation laws are used. Considering the quasi-steady-state relationships \( G_{iu}(1) \) and \( G_{iv}(1) \) according to (19), two separate feedback loops are obtained. The closed-loop transfer function of the linearized grid-voltage magnitude adaptation loop becomes:
\begin{equation}
G_u(z) = \frac{\hat{u}_g(z)}{u_g(z)} = \frac{F_u(z)}{1 + F_u(z)} = \frac{k_{i,u}}{z + k_{i,u} - 1}
\end{equation}
If the gain is:
\begin{equation}
k_{i,u} = 1 - \exp(-\alpha_{od} T_s)
\end{equation}
the closed-loop transfer function \( G_u(z) \) represents the first-order system with the bandwidth of \( \alpha_{od} \). This bandwidth is the only parameter needed for tuning of the grid-voltage-magnitude estimation loop. Fig. 5(a) illustrates the estimation error of the voltage when a step change \( \Delta u_g \) is applied in \( u_g \) and the parameters are \( \alpha_{od} = 2\pi \cdot 50 \text{ rad/s} \) and \( \alpha_{od} = 2\pi \cdot 100 \text{ rad/s} \). The estimation error is less than 5% after 10 ms. Moreover, the error is practically zero even for the lower \( \alpha_{od} \) after one 20-ms period of the grid voltage.

The closed-loop transfer function of the linearized angle adaptation loop becomes:
\begin{equation}
G_{\vartheta}(z) = \frac{\hat{\vartheta}_g(z)}{\vartheta_g(z)} = \frac{F_\vartheta(z)}{1 + F_\vartheta(z)} = \frac{T_s (k_{i,\omega} T_s - k_{p,\omega})}{z^2 + (k_{p,\omega} T_s - 2) z + k_{i,\omega} T_s - k_{p,\omega} T_s + 1}
\end{equation}
For a step change in the angle, the estimation error is reduced directly related to the convergence speed of the angle tracking.

The angle dynamics are linear and its numerical analysis becomes straightforward, if the complex space vectors are written in component form. The system is linear and its numerical analysis becomes straightforward, if the complex space vectors are written in component form.

The estimation-error response of the estimate $\hat{\omega}_g$ in the angle $\vartheta$ grid-voltage magnitude $u_g$ at $t = 0$ in (26). The tuning parameters of the adaptation loops are varied according to the legends. The damping ratio is $\zeta_w = 1$. The 5-% settling limits are marked with dotted lines.

Fig. 6. Estimation-error responses when a step change $\Delta \omega_g$ is applied in $\omega_g$: (solid line) angular-frequency estimate $\hat{\omega}_g$; (dashed line) angular-frequency estimate $\tilde{\omega}_g$. The tuning parameters of the adaptation loop are: $\omega_g = 2\pi \cdot 50$ rad/s and $\zeta_w = 1$. The 5-% settling limits are marked with dotted lines.

Selecting the gains

$$k_{p, \omega} = \frac{2 - 2 \cdot \exp(-\zeta_w \omega_T s)}{\cos(\sqrt{1 - \zeta_w^2} \omega_T s)} / T_s$$

$$k_{i, \omega} = \frac{\exp(-2 \zeta_w \omega_T s) - 1}{T_s} + k_{p, \omega}$$

the poles of the angle-estimation loop have the natural frequency of $\omega_g$ with the damping ratio of $\zeta_w$. The angle estimator is tuned via these parameters. The zero of the pulse-transfer function $G_\vartheta(z)$ introduces overshoot, e.g., in the case of step responses. Thus, it is beneficial to select a high damping ratio, e.g., $\zeta_w = 1$. The natural frequency $\omega_g$ is directly related to the convergence speed of the angle tracking. For a step change in the angle, the estimation error is reduced below ±5% in $t_{5\%} \approx 4.2 / \omega_g$, if $\zeta_w = 1$. Fig. 5(b) illustrates the response of the estimation error when a step change $\Delta \hat{\omega}_g$ is applied in $\hat{\omega}_g$ and the parameters are $\omega_g = 2\pi \cdot 50$ rad/s and $\omega_g = 2\pi \cdot 100$ rad/s. As the figure shows, the estimation error is practically zero after one 20-ms period of the grid voltage even for the smaller $\omega_g$.

According to (5), the relationship between the actual angle and angular frequency is $\vartheta_g(z) = [T_f/(z - 1)]\omega_g(z)$. Since the estimator (7) corresponds to the actual dynamics (5), the linearized closed-loop transfer function $G_\vartheta(z) = \hat{\omega}_g(z)/\omega_g(z)$ for the frequency estimation equals (26). Fig. 6 shows the estimation-error response for the estimate $\hat{\omega}_g$. The settling time of $\hat{\omega}_g$ equals that of the angle $\vartheta_g$ [cf. Fig 5(b)], since $G_\vartheta(z) = G_\vartheta(z)$.

Furthermore, the transfer function for the naturally filtered frequency estimate $\tilde{\omega}_g$ becomes

$$G_\omega(z) = \frac{\tilde{\omega}_g(z)}{\omega_g(z)} = \frac{F_\omega(z) T_f}{1 + F_\omega(z) T_f} \frac{T_f}{k_{i, \omega} T_s}$$

$$= \frac{z^2 + (k_{p, \omega} T_s - 2)z + k_{i, \omega} T_s - k_{p, \omega} T_s + 1}{(k_{p, \omega} T_s - 2)z + k_{i, \omega} T_s}$$

The estimation-error response of the estimate $\tilde{\omega}_g$ is also shown in Fig. 6. The error $\omega_g - \tilde{\omega}_g$ is reduced below ±5% in $t_{5\%} \approx 4.8 / \omega_g$, if $\zeta_w = 1$. As the figure shows, also the estimation error $\omega_g - \tilde{\omega}_g$ of the naturally filtered frequency is practically zero after one 20-ms period of the grid voltage.

F. Small-Signal Stability

Tuning of the grid-voltage amplitude and angle estimators was based on the quasi-steady-state analysis, and the frequency-error-dependent part $\Gamma_\omega$ of (12) was neglected. However, when the tuning parameters $\alpha_u$ and $\omega_u$ (approximate bandwidths) approach the tuning parameters $\alpha_{od}$ and $\omega_{od}$ of the full-order observer, the quasi-steady-state assumption is not valid and the stability of the adaptive observer can be lost. In the following, the stability of the estimation scheme is further analyzed.

Considering (8), (12), and (21)–(23), the small-signal model for the closed-loop system is obtained and the estimation-error dynamics are $^1$

$$\begin{align*}
\dot{x}(k + 1) &= (\Phi - K_x C_x) \hat{x}(k) + j \Gamma_x u_{g0} \tilde{\vartheta}_g(k) + \Gamma_\omega \tilde{\omega}_g(k) + \Gamma_{\tilde{\omega}} \tilde{\vartheta}_g(k) \\
\dot{u}_g(k + 1) &= \hat{u}_g(k) - k_{i, u} \Re \left\{ \frac{\alpha}{b} e^{j\phi} C_x \hat{x}(k) \right\} \\
\dot{\tilde{\omega}}_g(k + 1) &= \tilde{\omega}_g(k) - \frac{k_{i, \omega}}{u_{g0}} \Im \left\{ \frac{a}{b} e^{j\phi} C_x \hat{x}(k) \right\} \\
\dot{\tilde{\vartheta}}_g(k + 1) &= \tilde{\vartheta}_g(k) + T_s \tilde{\omega}_g(k)
\end{align*}$$

$$\begin{align*}
\tilde{\vartheta}_g(k) &= -\frac{k_{p, \omega}}{u_{g0}} \Im \left\{ \frac{a}{b} e^{j\phi} \hat{\vartheta}_g(k) \right\} + \tilde{\omega}_g(k)
\end{align*}$$

The system is linear and its numerical analysis becomes straightforward, if the complex space vectors are written in component form.

The closed-loop stability of the entire observer is examined when the design parameters of the observer are altered. The nominal system parameters are given in Table I. The stability is analyzed numerically by calculating eigenvalues of the linearized system (29). Fig. 7 illustrates stability regions of

$^1$For stability analysis, $\hat{u}_g(k) = u_g(k) - \hat{u}_g(k)$, $\tilde{\omega}_g(k) = \omega_g(k) - \tilde{\omega}_g(k)$, and $\tilde{\vartheta}_g(k) = \vartheta_g(k) - \tilde{\vartheta}_g(k)$, where $u_g$ and $\omega_g$ as external disturbances can be set to zero.
Moreover, the angle is oscillating at the frequency components multiple to $2\omega_{g+}$ around the fundamental waveform $\omega_{g-} t$. The instantaneous angular frequency of the voltage vector $u_g^+$ is

$$\frac{d\theta_g}{dt} = \frac{\omega_{g+} (u_g^2 + u_g^-)}{u_g^2 + u_g^- + 2u_g^+ u_g^- \cos(-2\omega_{g+}t + \phi_g^-)}$$

and the magnitude is

$$|u_g^+| = \sqrt{u_g^2 + u_g^- \cos(2\omega_{g+}t - \phi_g^-)}$$

B. Improvement of the Positive-Sequence Tracking

According to (32)–(34), the frequency components multiple to $2\omega_{g+}$ are present in the instantaneous angle, frequency, and magnitude of $u_g^+$ under unbalanced conditions. Tracking of these $2\omega_{g+}$ frequency components in the estimated quantities could be improved by increasing the bandwidths (tuning parameters $\alpha_u$ and $\omega_u$) of the adaptation loops. However, this would mean higher gains in the observer and it would decrease the robustness of the system. On the other hand, it is more convenient to modify the adaptation laws (21) and (22) to track the positive-sequence angle $\vartheta_{g+}$ and to reject the oscillations caused by the negative sequence.

In the case of phase-locked loops (PLLs), different types of filters and sequence separation strategies have been proposed in order to improve tracking of the positive-sequence angle of the grid-voltage under unbalanced conditions. For example, a notch filter or moving-average filter can be added to conventional PLLs [21]. Moreover, the moving-average filter or multiple notch filters in the loop improve disturbance rejection of the harmonics (e.g., 5th and 7th) of the grid voltage [21], [22].

Here, adding second-order notch filters into the adaptation loops is introduced as an option in order to improve disturbance rejection against the negative-sequence and harmonic-frequency components. The notch filter is

$$G_n(s) = \frac{s^2 + \omega_n^2}{s^2 + \frac{Q}{Q} s + \omega_n^2}$$

where $\omega_n$ is the center (notch) frequency and $Q$ is the quality factor that describes the selectivity of the filter. The bandwidth of the filter is $\alpha_n = \omega_n/Q$. The filter is discretized with Tustin’s method and the pre-warping is used in order to correct the possibly warped center frequency. The pulse-transfer function of the discretized filter is

$$G_n(z) = \frac{c_{n1} (z^2 + c_{n2} z + 1)}{z^2 + c_{n1} c_{n2} z + 2c_{n1} - 1}$$

where the coefficients are

$$c_{n1} = \frac{2Q}{2Q + \sin(\omega_n T_s)}, \quad c_{n2} = -2 \cos(\omega_n T_s)$$

Fig. 8(a) shows the frequency response for the loop-transfer function of the magnitude adaptation loop (cf. Fig. 4), when the adaptation law (21) is cascaded with the notch filters $G_{n2}(z)$ and $G_{n0}(z)$ tuned at the center frequencies of $2\omega_g$ and $6\omega_g$, respectively. The bandwidths of the $2\omega_g$ and $6\omega_g$ notch filters are $2\pi \cdot 30$ rad/s and $2\pi \cdot 40$ rad/s, respectively. The zero gains at the frequencies of $2\omega_g$ and $6\omega_g$ indicate that

TABLE I

Nominal System Parameters

<table>
<thead>
<tr>
<th>Param.</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u_g$</td>
<td>$\sqrt{2/3} \cdot 400$ V (1 p.u.)</td>
</tr>
<tr>
<td>$\omega_g$</td>
<td>$2\pi \cdot 50$ rad/s</td>
</tr>
<tr>
<td>$T_{sw}$</td>
<td>$125$ V (1 p.u.)</td>
</tr>
<tr>
<td>$f_{sw}$</td>
<td>$4$ kHz</td>
</tr>
<tr>
<td>$\omega_p$</td>
<td>$2\pi \cdot 1740$ rad/s</td>
</tr>
<tr>
<td>$T_s$</td>
<td>$1/(2f_{sw}) = 125$ µs</td>
</tr>
<tr>
<td>$L_{dc}$</td>
<td>$2.94$ mH (0.072 p.u.)</td>
</tr>
<tr>
<td>$L_{g+}$</td>
<td>$1.96$ mH (0.048 p.u.)</td>
</tr>
<tr>
<td>$C_1$</td>
<td>$10$ µF (0.040 p.u.)</td>
</tr>
<tr>
<td>$\omega_{g+}$</td>
<td>$2\pi \cdot 125$ µs</td>
</tr>
</tbody>
</table>

IV. UNBALANCED GRID CONDITIONS

A. Grid Voltage

Under unbalanced grid conditions (e.g. during single- and two-phase faults) the grid voltage vector (1) can be represented as

$$u_g = e^{j\vartheta_g} u_{g+} + e^{-j\vartheta_g} u_{g-}$$

where $u_{g+}$ and $u_{g-}$ are the magnitudes of the positive- and negative-sequence components, respectively. Furthermore, the positive-sequence angle is $\vartheta_{g+} = \int \omega_{g+} dt$, where $\omega_{g+}$ is the angular frequency of the positive sequence. The negative-sequence angle is $\vartheta_{g-} = -\int \omega_{g-} dt + \phi_{g-}$, where $\phi_{g-}$ is the phase shift of the negative-sequence component with respect to the positive-sequence component.

The observer presented in Section III estimates the angle $\vartheta_g$ of the vector $u_g$. In balanced grid conditions, the angle equals the positive-sequence angle, i.e. $\vartheta_g = \vartheta_{g+}$. However under unbalanced conditions, the angle $\vartheta_g$ is $\tan^{-1}(u_{g+}^2/u_{g-})$ as [20]

$$\vartheta_g = \omega_{g+} t + \tan^{-1}\left[\frac{u_{g-} - \sin(-2\omega_{g+}t + \phi_{g-})}{u_{g+} + u_{g-} \cos(-2\omega_{g+}t + \phi_{g-})}\right]$$

the closed-loop adaptive observer in the case of the different sampling periods $T_s = 83.3$ µs and $T_w = 125$ µs (corresponding the switching frequencies $f_{sw}$ of 6 kHz and 4 kHz when two samples per switching period are taken). Moreover, the regions where the damping ratios of the all eigenvalues are at least 0.2 and 0.7 are illustrated. The figure shows that the eigenvalues are well damped if the tuning parameters are at least 0.2 and 0.7 are illustrated. The figure shows that the eigenvalues are well damped if the tuning parameters are at least 0.2 and 0.7 are illustrated. The figure shows that the eigenvalues are well damped if the tuning parameters are at least 0.2 and 0.7 are illustrated.
the tracking of these frequencies is poor, which is desired. However, especially the notch filter at $2\omega_g$ decreases the phase margin (PM) at the crossover frequency. Therefore, the bandwidth of the adaptation loop $\alpha_a$ has to be limited in order to provide a sufficient phase margin, e.g., $60^\circ$. Here, the bandwidth of $\alpha_a = 2\pi \cdot 80$ rad/s is selected, which provides the phase margin of $63^\circ$ as shown in the figure.

Fig. 8(b) shows the frequency response for the loop-transfer function of the angle adaptation loop (cf. Fig. 4), when the adaptation law (22) is cascaded with the same notch filters $G_{n2\omega}(z)$ and $G_{n6\omega}(z)$ tuned at the center frequencies of $2\omega_g$ and $6\omega_g$, respectively. Again, the notch filter at $2\omega_g$ decreases the phase margin at the crossover frequency. Therefore, the tuning parameter $\omega_c$ has to be limited in order to provide a sufficient phase margin. Here, $\omega_c = 2\pi \cdot 30$ rad/s is selected, which provides the phase margin of $58^\circ$ as shown in the figure.

C. Modifications in the Control System

Different power control strategies in unbalanced grid conditions have been investigated, e.g., in [16]. The contribution of this paper is not in these control strategies, but, in order to study the performance of the proposed observer as a part of the control system, a strategy has to be selected. Here, the control structure is modified in order to produce balanced sinusoidal currents under unbalanced grid conditions. For this control strategy, two extensions are needed:

1) A possible double-fundamental-frequency ripple in the DC-link voltage is filtered in the voltage controller such that the ripple disappears from the power reference $p_{\text{ref}}$.

2) The current controller is improved to reject the negative-sequence disturbance.

The negative sequence of the grid voltage together with the grid-voltage harmonics are disturbances for the current controller. In order to improve disturbance rejection, generalized integrators at the disturbance frequencies have been added in the current control algorithm similarly to [23], [24]. The state-space current controller proposed in [18] is used in this work. For regulation of $m$ harmonic sequences ($m = \ldots, -6, -2, 6, \ldots$) at the synchronous reference frame, the current controller is augmented with additional integrating states

$$x_{1,m}(k+1) = e^{j m \omega g T_s} x_{1,m}(k) + i_{c,\text{ref}}(k) - i_c(k)$$

where $i_{c,\text{ref}}$ is the current reference. These integral states are often referred to as reduced-order generalized integrators (ROGIs) [23]. The augmented control law is

$$u'_{c,\text{ref}}(k) = u_{c,\text{ref}}(k) + \sum_m k_{1,m} x_{1,m}(k)$$

where $u_{c,\text{ref}}(k)$ is the control voltage of the original controller [18] and $k_{1,m}$ is the gain for the $m$-harmonic integrator.

V. COMPARISON BETWEEN THE PROPOSED METHOD AND ITS CONTINUOUS-TIME COUNTERPART

An alternative for the proposed direct discrete-time design method is the continuous-time design method with an approximate discretization for digital implementation [12]. In comparison with the direct discrete-time design, the continuous-time design is often easier and the models, e.g., system matrices, are simpler. However, the complexity of the continuous design is hidden in the digital implementation. For the full-order observer in [12], Tustin's method for the discretization is needed, which makes updating and computing the discrete approximation of the continuous-time observer at least as time-consuming as updating the proposed observer.

In order to compare the proposed observer and its continuous-time counterpart [12], the both observer designs were first simulated in the case of the nominal system parameters, cf. Table I. To equalize the test conditions, the both observers were simultaneously running in parallel with a control system. Fig. 9(a) shows the simulated responses of the estimation error when the converter current $i_{g}^p$ (in the actual grid-voltage coordinates) was stepwise changed from $i_{g}^p = 1.5$ p.u. to $i_{g}^p = -1.5$ p.u. The both observers operate as designed and the steady-state errors are zero. The tuning parameters of the full-order observers correspond to Fig. 7: $\alpha_{cd} = 2\pi \cdot 1200$ rad/s, $\omega_r = \omega_p$, and $\zeta_r = 0.7$. The tuning parameters for the adaptation loops are: $\alpha_a = 2\pi \cdot 100$ rad/s,
works better than the continuous-time design at low sampling frequencies. Naturally, when the sampling frequency is higher, the functional difference between the compared methods is smaller.

VI. EXPERIMENTAL RESULTS

A. Validation

The proposed adaptive observer was experimentally tested as a part of a grid-voltage sensorless control scheme shown in Fig. 1(b). The switching frequency of the 12.5-kVA, 400-V converter under test was 4 kHz and synchronous sampling (twice-per-carrier) was used. The converter was connected to the electric power distribution system via a 1-MVA 20-kV/400-V transformer. The nominal system parameters are given in Table I. State-space current control [18], designed in the discrete-time domain, was used and the control algorithm was implemented on dSPACE DS1006 processor board. The converter under test was regulating the dc-bus voltage $u_{dc}$ whereas another back-to-back connected converter was feeding power to the bus.

The current controller was tuned to give an approximate closed-loop bandwidth of 600 Hz. Either nominal $u_g$ or estimated and filtered $\hat{u}_g$ can be used in the current reference calculation, cf. Fig. 1(b). The nominal value is used in this paper. The dominant estimation-error dynamics were set twice as fast as the current-control bandwidth, i.e., $\alpha_{cd} = 2\pi \cdot 1200 \text{ rad/s}$. The undamped natural frequency $\omega_{sn}$ was set to the resonance frequency $\omega_n$ with the damping ratio $\zeta_n = 0.7$. The tuning parameters for the adaptation loops were: $\alpha_u = 2\pi \cdot 100 \text{ rad/s}$, $\omega_u = 2\pi \cdot 50 \text{ rad/s}$, and $\zeta_u = 1$.

1) Angle Tracking: Fig. 10(a) shows the responses of the estimated and actual grid-voltage angles when the impulse disturbance of $+60^\circ$ was applied into the estimated angle $\hat{\theta}_g$. At the same time, the converter was supplying the power of 0.4 p.u. to the grid. Fig. 10(b) compares the measured angle-estimation error with the corresponding theoretical estimation error that is obtained from (29). As can be seen from the figure, the agreement between theoretical and measured estimation errors is good. Moreover, the designed dynamic behavior is realized, cf. Fig. 5(b). The small 300-Hz ripple in the measured estimation error originates from the grid-voltage harmonics.

2) Magnitude Tracking: Fig. 11(a) shows the responses of the estimated and actual grid-voltage magnitudes when the impulse disturbance of $-0.9$ p.u. was applied into the estimated magnitude $\hat{u}_g$. At the same time, the converter was supplying the power of 0.4 p.u. to the grid. Fig. 11(b) compares the measured waveform of the magnitude-estimation error with the theoretical estimation error that is obtained from (29). As the figure shows, the agreement between the theoretical response and measurement is good. Furthermore, the measured estimation-error dynamics correspond to the designed dynamics, cf. Fig. 5(a).

3) Frequency Tracking: Fig. 12(a) shows the responses of the estimated and actual grid-voltage frequencies when the impulse disturbance of $-10$ Hz was applied into the estimated frequency $\hat{\omega}_g$. At the same time, the converter was supplying the power of 0.4 p.u. to the grid. Fig. 12(b)
Fig. 10. Experimental results when the disturbance impulse of ±60 degrees is applied into the estimated grid-voltage angle: (a) estimated and actual angles; (b) measured angle-estimation error and corresponding theoretical response from (29).

Fig. 11. Experimental results when the disturbance impulse of −0.9 p.u. is applied into the estimated grid-voltage magnitude: (a) estimated and actual magnitudes; (b) measured magnitude-estimation error and corresponding theoretical response from (29).

Fig. 12. Experimental results when the disturbance impulse of −10 Hz is applied into the estimated grid-voltage frequency: (a) estimated and actual frequencies; (b) measured frequency-estimation error and corresponding theoretical response from (29).

Fig. 13. Measured grid voltages $u_{ga}$, $u_{gb}$, and $u_{gc}$ (above), grid currents $i_{ga}$, $i_{gb}$, and $i_{gc}$ (middle), and the estimated and actual grid-voltage magnitudes (below), when a grid-voltage dip is applied.

Fig. 14. Measured grid voltages $u_{ga}$, $u_{gb}$, and $u_{gc}$ (above), grid currents $i_{ga}$, $i_{gb}$, and $i_{gc}$ (middle), and the estimated and actual grid-voltage angles (below), when a grid-voltage angle is changing rapidly −60°.

B. Operation Under Balanced Grid Disturbances

Operation of the grid-voltage sensorless control scheme was tested under grid-voltage dips, phase-angle jumps and frequency changes. The disturbances were supplied using a 50-kVA three-phase four-quadrant power supply (Regatron TopCon TC.ACS).

1) Grid-Voltage Dip: Operation under a grid-voltage dip of 0.5 p.u. was evaluated. The converter was supplying the power of 0.5 p.u. to the grid. The measured responses of the estimated grid-voltage magnitude and the grid currents $i_{ga}$, $i_{gb}$, and $i_{gc}$ are shown in Fig. 13. As the figure shows, the estimated magnitude $\hat{u}_g$ rapidly follows the actual magnitude. The steady-state estimation error is small (0.03 p.u.) and it is explained by parameter uncertainties of the experimental setup.

During the dip, the currents rise to 1 p.u. since the power of 0.5 p.u. has to be transferred. Naturally, if the load power of 1 p.u. were transferred, the currents would rise to 2 p.u. during the dips. This would trigger the over-current limit of the converter, if the limit were, e.g., 1.5 p.u. However, the currents can be temporarily limited by the controller and the energy that the converter cannot transfer during the dips could be supplied or drawn by DC-link capacitors.

2) Phase-Angle Jump: When the converter was rectifying the power of −1 p.u. from the grid, the grid-voltage angle was rapidly changed −60°. Fig. 14 shows the measured responses of the grid currents and the estimated and actual grid-voltage angles. As the figure shows, the estimated angle $\hat{\theta}_g$ rapidly follows the actual angle and the steady-state operation is achieved in a half cycle of the grid voltage. The steady-state estimation error of the angle is 1.5°, which causes only a small
error $[1 - \cos(1.5^\circ)] = 0.0003$ in the power factor.

3) Grid-Frequency Perturbation: When the converter was supplying the power of 0.8 p.u. to the grid, the grid-voltage frequency was stepwise changed from 50 Hz (1 p.u.) to 40 Hz. Then, the frequency of the voltage was ramped up to 60 Hz and stepwise changed back to 50 Hz. Fig. 15 shows the measured responses of the grid-current components $i_{g\alpha}$ and $i_{g\beta}$, the estimated and actual grid-voltage angles, and the estimated and actual grid-voltage frequencies. The estimate $\hat{\omega}_g$ converges quickly, but includes some noise. On the other hand, the estimate $\hat{\omega}_gf$ (dashed line) converges a bit slower, as also predicted in Fig. 6, but it is free of noise and, therefore, more suitable for monitoring purposes. Moreover, the proposed sensorless control system can operate with different frequencies without difficulties and its naturally frequency adaptable as the transferred grid currents illustrate.

C. Operation In Unbalanced and Distorted Grid Conditions

The operation of the sensorless control system under unbalanced and distorted grid conditions was tested. The distorted voltage were supplied using the 50-kVA Regatron power supply.

1) Distorted Grid Conditions: Fig. 16 illustrates conditions, when there is unbalance in the grid voltages ($u_{g\alpha} = 0.9$ p.u., $u_{g\beta} = 1$ p.u., and $u_{g\gamma} = 1.1$ p.u.). The phase voltages contain the 5th and 7th harmonic components, whose magnitudes are 0.05 p.u. The converter is supplying the power of 1 p.u. At $t = 0 \ldots 0.04$ s, the observer design described in Section III is used. Clearly, the grid currents are distorted and the estimated magnitude, frequency, and angle contain harmonic components at $2\omega_g$ and $6\omega_g$. Moreover, the total harmonic distortion (THD) up to the 50th order of the currents is $\text{THD} = 17.4\%$.

The improvements for the distorted and unbalanced conditions described in Section IV are enabled at $t = 0.04$ s. In other words, the notch filters at $2\omega_g$ and $6\omega_g$ are activated in the adaptation loops. $2\omega_g$ oscillations from the power
During the dips, the converter is rectifying the power of dip transformed through a Dy transformer [25]. Finally, the grid-voltage magnitude, frequency, and angle. Moreover, the grid-voltage sensorless control system. Experimental results show that the harmonic oscillations disappear from the estimated quantities and the grid currents become less distorted. Moreover, the THD up to the 50th order of the currents is $\text{THD} = 2.74\%$.

The steady-state estimation error in the grid-voltage magnitude is 0.041 p.u., which originates from uncertainties in the experimental setup that are not explained by the model (4). For example, the series resistances of the inductors cause a bias in the estimated magnitude, which approximately equals the voltage drop in the resistors. The total DC resistance in the filter inductors is $R = 0.17\ \Omega$ (0.013 p.u.). Including the resistances in the model (4) would increase its complexity.

2) Unbalanced Grid-Voltage Dips: The improvements for the distorted and unbalanced conditions described in Section IV are used. Operation under the single-phase dip (line-to-ground fault) down to zero is illustrated in Fig. 17. After the single-phase dip, a two-phase dip down to 0.58 p.u. is applied at 0.1 s. This dip corresponds to the single-phase dip transformed through a Dy transformer [25]. Finally, the grid voltages return back to their normal balanced conditions. During the dips, the converter is rectifying the power of 0.67 p.u.

As Fig. 17 shows, the notch filters attenuate the $2\omega_g$ oscillations in the estimated magnitude, frequency, and angle. The estimated angle follows the positive-sequence angle of the grid voltage. The positive-sequence magnitude is 0.67 p.u. during the dips, and the estimated magnitude converges close to that value (0.62 p.u.).

The sensorless control system is operating well. The magnitudes of the currents increase to 1 p.u during the dips in order transfer the load power of 0.67 p.u. Moreover, the grid currents are balanced in steady state. The highest current peak in transients is −1.5 p.u, which is close to the over-current limit of the converter. However, the presented synthesized voltage transients are fast and among the worst-case scenarios. Naturally, if the load power of 1 p.u. were transferred before the presented dips, the currents would rise to 1.5 p.u in steady state during the dips and possibly even higher in the transients. Therefore, the over-current rating of the converter should be increased, if the full load-power transfer of 1 p.u. is required during the presented dips.

VII. Conclusion

This paper presents a discrete-time adaptive full-order observer for grid-voltage sensorless control of a grid-connected converter equipped with an LCL filter. The proposed analytical design method gives simple expressions for the gains of the observer scheme. The implementation of the method is straightforward following directly from the digital design. According to the simulations, the proposed method suits low sampling rates better than its continuous-time counterpart. The proposed observer is experimentally tested as a part of a grid-voltage sensorless control system. Experimental results confirm the design method and indicate fast tracking of the grid-voltage magnitude, frequency, and angle. Moreover, the proposed observer can operate in distorted and unbalanced grid conditions. Tracking of the positive-sequence component of the grid-voltage is achieved by using notch filters in the magnitude and frequency estimators. Grid-voltage sensorless control provides redundancy in the case of sensor faults or cost savings when the voltage sensors can be eliminated. The proposed design could be applied, e.g., in active-front-end rectifiers of motor drives.

APPENDIX A

PARAMETERS OF THE DISCRETIZED SYSTEM

The state-transition matrix $\Phi$ in (4) is

$$
\Phi = \gamma \begin{bmatrix}
\frac{L_{tg} + L_{fc} \cos(\omega_p T_s)}{\omega_p L_{fc}} & -\left(\frac{L_{tg} \cos(\omega_p T_s)}{\omega_p L_{fc}} - \frac{L_{tg} \sin(\omega_p T_s)}{\omega_p L_{fc}}\right) \\
\frac{\sin(\omega_p T_s)}{L_{fc}(1-\cos(\omega_p T_s))} & \frac{\cos(\omega_p T_s) - \sin(\omega_p T_s)}{L_{fc}(1-\cos(\omega_p T_s))}
\end{bmatrix}
$$

(40)

where $\gamma = e^{-\rho L_{fc} T_s}$, $L_{fc} = L_{tfc} + L_{fg}$ and $\omega_p$ is the resonance frequency (3) of the LCL filter. The input vector for the converter voltage in (4) is

$$
\Gamma_c = \gamma \begin{bmatrix}
\frac{T_{tg}}{T_{fc}} + \frac{L_{fg} \sin(\omega_p T_s)}{\omega_p L_{fc} L_{fg}} \\
\frac{T_{tg}}{T_{fc}} - \frac{L_{fg} \sin(\omega_p T_s)}{\omega_p L_{fc} L_{fg}}
\end{bmatrix}
$$

(41)

The elements of the input vector for the grid voltage $\Gamma_g = [b_{g1} \ b_{g2} \ b_{g3}]^T$ in (4) are

$$
b_{g1} = \gamma \left[ -\omega_g \omega_p \sin(\omega_p T_s) + j \omega_g \omega_p \cos(\omega_p T_s) - j \rho \right] - j \omega_p \rho_{\omega_g} (L_{tfc} + L_{fg})
$$

$$
b_{g2} = \gamma \left[ \omega_p \cos(\omega_p T_s) + j \omega_g \sin(\omega_p T_s) \right] - j \omega_p
$$

$$
b_{g3} = \frac{\omega_g \omega_p L_{tfc} \sin(\omega_p T_s) - j \rho L_{fg} - j \omega_g L_{tfc} \cos(\omega_p T_s)}{\rho \omega_g \omega_p L_{fg}}
$$

$$
+ \frac{j \rho L_{fg} + j \omega_g L_{tfc}}{\rho \omega_g \omega_p (L_{tfc} + L_{fg})},
$$

(42)

where $\rho = \omega_p^2 - \omega_g^2$.

APPENDIX B

SMALL-SIGNAL LINEARIZATION OF THE ESTIMATION-ERROR DYNAMICS

When the stable operation of the observer is assumed, the nonlinear estimation-error dynamics (11)

$$
\dot{x}(k+1) = f[\hat{x}(k), x(k), u_c(k), u_g(k), \dot{u}_g(k), \ddot{u}_g(k), \omega_g(k)]
$$

(43)

have an equilibrium point (marked with the subscript 0)

$$
\dot{x}_0 = f[\hat{x}_0, x_0, u_{c0}, u_{g0}, \dot{u}_{g0}, \ddot{u}_{g0}, \omega_{g0}]
$$

(44)

If the circuit parameters are accurate ($\hat{L}_{fg} = L_{fg}$, $\hat{C}_f = C_f$, $\hat{L}_{tfg} = L_{tfg}$) in the observer matrices and the frequency estimation error is zero ($\omega_{g0} = \omega_{g0} - \ddot{\omega}_{g0} = 0$), the system matrices are equal $\Phi_0 = \Phi$, $\Gamma_0 = \Gamma_c$, and $\Gamma_{g0} = \Gamma_g$. It follows that the estimation errors are zero $\{x_0 = 0, \dot{u}_{g0} = 0,$
\( \dot{\omega}_{g0} = 0, \quad \dot{\hat{\omega}}_{g0} = 0 \) at the equilibrium point with the accurate parameters. In the vicinity of the equilibrium, the small-signal deviation is marked with \( \delta \), e.g., \( \delta \dot{\varphi}_g = \dot{\varphi}_g - \dot{\varphi}_{g0} \). In terms of the small-signal deviations, the estimation error dynamics around the equilibrium are

\[
\delta \dot{x}(k+1) = \left( \frac{\partial f}{\partial x} \right)_0 \delta x(k) + \left( \frac{\partial f}{\partial u} \right)_0 \delta u(k) + \left( \frac{\partial f}{\partial u} \right)_0 \delta \dot{u}(k) + \left( \frac{\partial f}{\partial \omega} \right)_0 \delta \dot{\omega}(k)
\]

when constant \( \omega_k \) is assumed, i.e., \( \delta \omega_k = 0 \). All the partial derivatives are evaluated at the equilibrium point, and they are

\[
\left( \frac{\partial f}{\partial \dot{\varphi}} \right)_0 = \Phi_{00} - K_{XC}\]
\[
\left( \frac{\partial f}{\partial u} \right)_0 = \left( \frac{\partial f}{\partial \dot{u}} \right)_0 = \left( \frac{\partial f}{\partial \dot{\omega}} \right)_0 = 0
\]
\[
\left( \frac{\partial f}{\partial \ddot{u}} \right)_0 = \Gamma g0, \quad \left( \frac{\partial f}{\partial \ddot{\omega}} \right)_0 = ju_{g0} \Gamma g0
\]
\[
\left( \frac{\partial f}{\partial \dot{\omega}} \right)_0 = \left[ \Gamma g0 T_s - \left( \frac{\partial \Gamma}{\partial \dot{\omega}} \right)_0 \right] u_{g0}
\]

It is to be noted that the observer system matrices \( \Phi, \Gamma, \) and \( \Gamma \) correspond to \( \Phi, \Gamma, \) and \( \Gamma \), but they are functions of \( \dot{\omega}_k \) instead of \( \omega_k \). Thus, they are functions of \( \dot{\omega}_k = \omega_k - \dot{\omega}_k \) and their partial derivatives are considered with respect to \( \dot{\omega}_k \) in (46). In order to shorten notation, \( \delta \) is left out in the resulting linearized dynamics (12) and in Section III.
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