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Abstract

For geothermal energy system, the low geothermal well operating lifetime and temperature is one
of the main obstacles. Also, finding the optimum design parameters and operating conditions requires
many experimental tests and intricate mathematical models. Besides, improving the energy efficiency
and lacking technical feasibility of the combined geothermal systems are other challenges concerning
geothermal systems. To cover the mentioned challenges, in the current study, a hybrid
geothermal/absorption refrigeration system (ARS) incorporated with solar thermal -collector,
desalination unit and hydrogen storage system is designed and assessed. The proposed system is
investigated by developing two methods of artificial intelligence (AI) as well as thermodynamic model.
The intelligent methods are multilayer perceptron (MLP) neural network optimized with imperialist
competitive algorithm (ICA), MLP-ICA, and MLP optimized with genetic algorithm (GA), MLP-GA.
These methods are manufactured based on the solar irradiance, cooling water temperature difference,
ambient temperature, pinch-point temperature, evaporating and condensing temperatures as
independent parameters. These parameters are utilized to obtain the power generation, coefficient of
performance of the ARS (COP,piyer), heat exchanger area of the ARS, and cycle thermal efficiency.

The obtained results show that simulation of the system by MLP-ICA was successfully carried out
and this model operates substantially better than the MLP-GA for simulating the behavior of the
system. Also, the payback time for the proposed system (with the interest rate of 3%) was obtained

around 8 years.

Keywords: Geothermal energy system; Absorption refrigeration system; Solar thermal collector;
Desalination unit; Imperialist competitive algorithm; Genetic algorithm



Energy _Edbl'
systems & e@ J’g

L Hydrogen
Desalination Solar Absorptlon Storgge System
Unlt Geothermal collector

t@J % a.

Combined ThermOdynam|C
System mOde|

Processing

=0
Outputs :

Demand Electricity | Sweet water

Graphical abstract

1. Introduction

Renewable energy (RE) resources due to the inadeasareness of harmful effects of fossil fuels loa ¢arth,
its climate and the health of its inhabitants hiasen considered as an alternative for energy ss(it¢teGeothermal
energy (GE) is an incessant source of energy stearémarkable feature for developing an energgsysompared
to the other renewable resources such as solawamti[2], [3]. GE can be utilized either directly mdirectly in
many energy systems. Commonly, for extracting team from liquid in geothermal fluid mixtures, gpaeation
process is applied. During the separation prodessgrade thermal energy is produced, which is mered a
wasted energy source [4]. This low-grade thermak@nis recycled in many engineering applicatidke tistrict
heating and cooling, power generation and dryingm@only, for producing cooling, for instance in qmession
refrigeration system, compressor consumes elecgitergy for compression process [5]. Absorptidinigeration
system (ARS) is a cooling system, which requirdsat source in the generator as the input energgicé] this
system is used as a combined system with the geothesystem in order to use the wasted low-gragdental

energy [6].

Several investigations have been developed to gm@B in various energy applications. [7] designed a
geothermal heat pump (GHP) to supply the coolingatel of telecommunications data center. The GHReByS
was compared to air-source heat pump (ASHP) coaljisgem. They achieved that the GHP system opebetibelr
than the ASHP from energy and economic point ofvsie[8] exerted geothermal technology to energpvery
from deep flooded copper mines for a heating appbo. Their analysis has shown that the annuaketable

energy from the mentioned energy resource can stipper 82,000 households that is analogous toatirual



energy produced by a small-scale power stationotli@emal heating and cooling systems were evaluayel®].
They discussed on district energy systems, conibimaif GE system with other energy conversion systéor
supplying cooling and heating. A combination of govand water system with cascade GE was investigate
[10]. A thermodynamic simulation to evaluate theogmsed system through energy, exergy and economic
assessments was developed. It was shown that wigeaveporation temperature increased, the thernaoaign

performance, as well as the relevant cost of tmebdoed system, enhanced.

Nomenclature H,: hydrogen

A: area (M) IC: installation cost

cp- specific heat (kJ/kg K) ICA: imperialist competitive algorithm
g: acceleration of gravity (nfjs IAPWS: water and steam

h: enthalpy (kJ/kg) LCOE: levelized cost of energy
i, interest rate LCC: life cycle cost

LHV: lower heating value (kJ/kg) MLP: multilayer mpeptron
LMTD: logarithmic mean temperature differend@)( MC: maintenance cost

m: mass flow rate (kg/s) NaCl: salt

MW,,: molar mass of water (kg/kmol) O,: oxygen

n,: project lifetime PSO: Particle swarm optimization
P: pressure (kPa) RBF: radial basis function

Q: heat transfer rate (kW) RES: Renewable energy system
T: temperaturéC RC: replacement cost

W: work rate (kW) R.HX=refrigeration heat exchanger
W,: power output of the turbine (kW) SVR: support vector regression
X: solubility S.HX= solution heat exchanger
X: quality of vapor Subscripts/Superscripts

Greek Symbols a: absorber

p: density (kg/r) cond: condenser

n: efficiency cryst: cristalization

v: volumetric flow rate (rfs) eva: evaporator

w: dynamic viscosity (pa.s) FW: feed water

v: specific volume (m3/kg) g: generator

Abbreviations in: input

ANN: artificial neural network libr: lithium bromiel

ANFIS: adaptive neuro-fuzzy inference system outpat

Al: artificial intelligence p: pump

ARS: absorption refrigeration system sat: satunatio

CC: Capital cost sc: solar collector

FIS: Fuzzy inference system t: turbine

GA: genetic algorithm w: water

GMDH: Group method of data handling wf: working fluid

[11] designed an energy supply system for providiogling, heating and electrical power simultanépus
(CCHP). The combined system was a combination ofnbss, geothermal and natural gas. They presenatd t
considering natural gas as an auxiliary system rc#genergy efficiency and remarkably decreasetetiedized
cost of energy (LCOE). [12] presented a hybrid beohal-based system for supplying hot water, hgatigdrogen
production, electrical power, and oxygen simultarsip They investigated the impacts of evaporatongerature
of absorption chiller, geothermal well temperatypgich-point temperature and turbine input presswer the

performance of the hybrid system. It was determitied the overall energy and exergy efficienciesenm2.59%



and 48.24%, consecutively. Moreover, the other arede projects regarding GE systems are as folldhg}
appraised the efficiency of a low-temperature geottal system incorporated with freshwater productioit in an
island area. [14] assessed conventional and unotiomel deep geothermal well concepts. [15] empdoye
thermodynamic and economic analyses for assessiagcomparison-absorption cascade refrigerationesyst
powered by GE. [16] proposed ARS as an auxiliangling system for a GE system. [17] propounded ariblyb
system working with geothermal resource for prodgcihe electrical power and freshwater simultanigous

similar study also was developed by [18] in whidh ®as employed for generating electrical power faeshwater.

Recently, many research projects have been presanshow the impress of energy storage systerashieme
and develop more efficient energy systems for chfie geographical and meteorological conditions.réMo
specifically, RE sources comprising solar and wamd highly fluctuating. Hence, energy storage swysie RE
sector is inevitable. It is particularly signifidain the case of solar, wind, ocean thermal andltid ensure
availability of electricity throughout the year. Amg the energy storage systems, hydrogen storagensyas been
proposed especially for the large-scale RESs. Irstnoases, hydrogen storage was adapted for theidhybr

photovoltaic/wind turbine as an energy storage [18i, [20].

Since ancient times, the feasibility of introduciagd developing a system that would “think” hasrbeé
interest to scholars. Atrtificial intelligence (Ahave been widely utilized in energy engineeringtays. [21]
implemented an artificial neural network (ANN) fforecasting the produced power by a photovoltagtesy. It
was found out that the observed error between thasored data and estimated data by ANN was abb+8%.
[22] developed an intelligent method through cormalion of ANN inverse with genetic algorithm (GA) somulate
an absorption heat transformer system for findimg dptimal multivariable conditions. [23] utilizesh ANN for
modeling of the household energy consumptions. {@4prediction of wind speed and electrical powatput of a
wind turbine compared the performance predictiothade intelligent methods comprising ANN, ANFISda8VR.
It was obtained that the predicted data by the SW#Rbetter than ANN and ANFIS. The hybrid ANFIS-P&al
ANFIS-GA methods were implemented for forecasting wind speed in Osorio wind farm, Brazil [25]. dther
studies, ANFIS-PSO, ANFIS-GA, ANFIS-AC (ANFIS-opiired with ant colony), ANN, SVR, GMDH, RBF
neural network and FIS (fuzzy inference system)ehasen implemented to estimate solar radiation, [26]. [26]
expressed that incorporating the optimization meshavith conventional intelligent methods enhancks t

prediction performance in intricate prediction deshs.

1.1. Contribution of this study

The main purpose of this research is to demondti@teAl methods simulate RESs and catch the higdétern
between the input parameters and targets. Thentustady presents a concept of how intelligent meshwill
employ to find the best operating conditions, perfance evaluation and power generation predictorafhybrid
system. For this target, two hybrid methods of mplemented based on machine learning algorithnsntalate
the manner of the hybrid geothermal/ARS incorparatéth solar thermal system. The intelligent methade
multilayer perceptron (MLP) neural network combineith imperialist competitive algorithm (ICA), (MLECA),

and MLP combined with genetic algorithm (GA), MLRAGnN spite of many studies on ANN applied for mibaig
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of energy systems, no study has yet been reponteadei literature on examining the efficiency of theposed
hybrid methods (MLP-ICA and MLP-GA). On the otheanld, investigations have shown that 1.2 billiongeo
have little or no access to electricity. Also, @t®cking similarity in this large number is the amkrural division.
Upwards of 80 percent of sufferers of energy-povdiste in rural or remote areas. This study progogsenew
combination of RESs for supplying the power demand producing the freshwater, especially for thaate
communities. The proposed hybrid system uses hgdragorage system, which is particularly notewortbry
remote area locations that are not connected ttriglgl grid. In addition, the system is investiggfor a case study

with a good potential of solar energy and geothérma

2. Material and methods
2.1. The hybrid geothermal/absorption system

Fig. 1 illustrates the hybrid geothermal/ARS intdgd with solar thermal collector, desalinationt wemd
hydrogen storage system. It composes a single figsithermal system combined with a single effetium
bromide-water ARS (including production well, redofion well, flash tank, generator, turbine, heathanger
(HX), pump, absorber, condenser, evaporator, codliwer, generator and valve), solar thermal ctdleanulti-
stage flash water desalination system, and hydregemge system (comprising electrolyzer, fuel,dgfidrogen
storage tank and converter). The geothermal flogbebs heat from the production well and goes tinéoseparator.
In the separator, the superheated vapor is segebgatd goes to the solar collector. Solar energgeases the
enthalpy of the geothermal fluid before entering tirbine. The vapor is expanded in the turbineranded to the
condenser. Here, ARS contributes to cooling prod@ssthe plus side, the schemed desalination seis the waste
energy existing in the refrigerant condenser. &xipected that the process (17 to 18) helps toawepthe efficiency
of the ARS. Although GE system is a continuous sewf energy, combining it with solar energy malss
intermittent production system. Hydrogen productsystem is proposed to solve the intermittencyhef $ystem.
The produced hydrogen is applied to generate desedbctrical power by fuel cell. While the genedhelectricity
by the system is higher than the island’s requirgptbe surplus electricity is dispatched into dhectrolyzer. The
electrolyzer uses the excess electricity to spditewinto Q and H. The generated hydrogen will be transferred into
hydrogen tanks. When the produced power is lessttimisland’s need, the fuel cell consumes theedtbydrogen

to supply the deficit.
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Fig. 1. The hybrid Geothermal/ARS equipped with solar system, desalination unit and hydrogen storage system.

2.2. Mathematical modeling of the hybrid system
2.2.1. Hydrogen storage system

Energy balance for the electrolyzer and fuel cadl a

1
Power input = My, LHVy, @)
Nete
Power output = npcriy, LHV), (2)
2.2.2. Geothermal/ARS



Aqueous lithium bromide solubility is assumed basedmathematical model developed by [28]. The retbye

thermodynamic relations for each component arelésafs.

Solar system
The governing energy equation for solar collector i

1zhy + Qinsor = Myhg 3
Here,P, is 950 kPa and the quality of vapor is considecede 1. Alsoyn, is calculated by the energy balance for

the separator, which is:

x3 = (hy — hs)/(h; — hy) (4.a)
M, =x3M3 (4.b)
m,=(1 — x3)1M3 (4.c)
Turbine

Energy balance for the turbine is:

Wt =1gmM; (hg — ho) (%)
Condenser

The corresponding energy equation for the condendeankine cycle (after the turbine) is:

Qcond = mhg(he — hyp) (6)
whereT.y,q = Tis + ATeong in WhichAT,,,4 is 20C. Also, P,,,4 is calculated by two independent thermodynamic
properties, which arg.,,; and x=1.

Cooling tower
The governing energy equation for cooling tower is:

m12h12 + Th34h34 = Th13h13 + m34h35 (7)
where thermodynamic properties for point 12 is debeed by employing the energy equation for theenixvhich
is:

m16h16 + mllhll + mZOhZO = m12h12 (8)
Absorber

The energy balance for the absorber in which thireggezant and absorbent are mixed, is written as:

m32h32 + m26h26 - m27h27 = m19(h20 - h19) (9)
where mass conservation law between the refrigenashthe absorbent is defined as a function oEtimeentration
of lithium bromide:

My7Xa7 = M3aXzy + MyeXae (10)
Also, for a pure refrigerant (without lithium brode fraction in the refrigerant), the equation mlified
as [16]:

M3X3y = My7Xzy (11)
The logarithmic mean temperature difference (LMTi®¥mployed to ascertain the temperature driving

force for heat transfer in the absorber, whichaisdated by:



T3y — Too) + (To7 =T 12
LMTDa =( 32 20) ( 27 19) ( )
In (T32 - Tzo)
T27 - T19

Solution pump
The energy balance for the pump is calculated by:

Myzhy7 + Wpump,libr = Tiyghyg (13)
. _ My V7 (Pog — Py7) (14)
Wpump,libr -

Npump

wherev,;, P andn,,,,,, are specific volume, pressure and pump efficierespectively.

Solution heat exchanger
After energy balance for the solution heat exchafgeHX), the outlet temperature is determined by:

T31 = TogNsux + (1 — Nsux)Ts0 (15)
The LMTD for the S-HX is obtained by Eq. (18):
LMTDy 1y = (T30 — T29) + (T31 — T2g) (16)
m (72 =72)
31 28
Generator

Across the desorption process, the fraction of daath stream regulates the mass flow equilibriwvhjch is:
M3pX30 = MsXs5 + MygXag 17)
The energy balance for the generator is:

m30h30 + m21h21 - m29h29 = ms(hs - hé) (18)
and the LMTD for the generator is:

Ts — T30) + (Tg — T 19
LMTD, :( 5 30) t+ (Te 29) (19)
n (Ts — T30)
Te —Tyo
Condenser in ARS

The high-pressure refrigerant vapor is condensetkjegtion the vapor's latent heat to the desabnat

unit, which is calculated by the heat balance lierdcondenser:

a1 (hoy — hpz) = My7(hy7 — hyg) (20)
Moreover, the log mean temperature difference ispmded by:
(Ty1 — Thg) + (Toz — T17) (21)
LMTD pna = p—
ln( 21 18)
Ty2 —Thg
Evaporator

The lower pressure level of the absorption systenregulated through the evaporation temperatureinBu
evaporation, the two-phase refrigerant is conveitéal vapor. Energy balance and LMTD for the evapar are
presented by Egs. (22) and (23).

Myq(hys — hig) = Ma4(hay — hys) (22)



(Tys — T4) + (T14 — Tys) (23)
LMTD,,, = e
In (M)
T4 —Tys

Refrigerant heat exchanger

A refrigerant HX has been considered to improvedherall refrigeration performance in which the thigansfer

between the condensed fluid coming from condenedrewvaporated fluid coming from evaporator occiitse

efficiency of the refrigeration HX is calculated:by

NMrux = M (24)
T22 - T25

The relevant energy balance and log mean temperdiffierence are respectively:

Tpp(hay — hp3) = Mps(hye — hys) (25)
(Typ — Tae) + (T3 — Tzs) (26)
LMTDR.HX = T — T
ln( 22 26)
T23 - T25

Energy efficiency of the refrigeration system
For the ARS, the coefficient of performance is dedl as:

Qevaporator + Qdesalination (27)
COPrefrigeratian = > ;
Qgenerator + Wpumps
The thermal efficiency of the system is presentgd b
Whet (28)

Neyclethermal =
Qin

in which Q;,, is the total input energy to the system from geottal system and solar collector, and the net power

output of the cycle is calculated by:
Wnet = Wt - Vl'/pumps (29)

2.2.3. Desalination unit

As above described in Fig. 1, the required eneogydésalination unit is provided by the condensersidered in
ARS (process 17 to 18). To analyze the desalinatiotf) the working fluid is considered as a comboraof fluid-
solid (water-salt) in which the governing thermodgric equations for the mixture are considered. dthemical

equation for the water-salt mixture is:

2NaCl + 2H,0 - 2NaOH + H, + Cl, (30)
The salt molar fraction in mixture is presented by:
X36 (31)
X _ MWNaCl
mol,36 —

X36 + 1 —x56
MWNaCl MWW

The enthalpy of mixture is calculated by (for pd6):
hse = (1 — x36). h(Steam spws, T = Tz, % = 0) + X34. cPyac1- (Tzs — 273.15 [K]) (32)

In addition, the vapor pressure with a solute imioked by the following equation:

Py1= (1 - Z-Xmol,36)- Psoe(Steam apys, T = Tz6) (33)



For stage 1 of the desalination unit, the govereiggations are:

M3y = Mze (342)
X37 = X36 (34.b)
Xmo1,37 = Xmoi,36 (34.c)
P37 = P3¢ (34.d)
Qstage 1 = M37(hg7 — hge) (34.e)
hy, = (1 — x37). h(Steamppys, T = T37,x = 0) + X37. cPyaci- (T37 — 273.15 [K]) (34.7)
Py37 = (1= 2. Ximo137)- Psae (Steamapys, T = Ts;) (34.9)

The same equations are implemented for stage Xtageg 3 of desalination unit. Process 39 to 4hésnbain
process for the desalination in which the obtaieeergy from ARS is absorbed by the seawater. Heeeseawater
is reached to saturation state by attracting thetiheat. Therefore, we have:

Py40 = Pyo (35)
Qindesatination = M39 (hao — h3o) (36)

As can be seen, on the back way that is started froint 40, the mixture is in saturation state thgtpassing
through the expansion valve is transformed intovéiq@or. For calculating the, I we have:

T4y = Tao + CATspage (37)
and mass balance for this section is:

Myo = My + My, (38)

Moreover, the capacity of the desalination is dalwd by:

(39)
=000 +inn Fm
stage 1 stage 2 stage 3
1000 [kg/m3]
andrmig,,ee; IS:
msweet = mstage 1+ mstage 2T mstage 3 (40)

Table 1 summarizes the technical specificatiorth@hybrid system considered in this study.

Table 1. Technical specification of the hybrid system.

Parameter Value Parameter Value

Project lifetime (n) 25 years Efficiency 95%

Air density (p,) 1.22 (kg/m?3) Nominal power 400 kW

LHV (Hy) 141764 (kJ/kg)  Hydrogen tank

Ambient temperature 25°C Lifetime 25 years

Ambient pressure 101.3 kPa Capacity 7000 kg

Geothermal System Efficiency 95-100%

Well temperature 190°C Electrolyzer

Well pressure 1255 kPa Nominal electrolyzer 350 kW
power

Mgeo 10kg/s Electrolyzer efficiency 74%

Npump 0.95 Fuel cell

Nshx 0.6 Nominal fuel cell power 800 kW

Tpinch,rHx 4°C Lifetime 10 years

Teooting water 25°C Desalination unit

10



Tcrystallization margin min 10°C My 10 kg/S

Nturbine 0.85 PFW 150 kPa
ngenerator 0.85 TFW 25°C
Solar system CATstage = Trw — Tsar 4°C

Agc 300 m2 salt fraction 0.035
Lifetime 25 years MWyact 58.44 kJ/kmol
Converter CPNact 630]/kg-K
Lifetime 10 years

2.2.4. Economic analysis

The life cycle cost (LCC) is presented by:

LCC=CC+MC+IC+RC 41)
the economic analysis of the system is carriedbased on Eq. (43) in which the annual capital (8§), annual
maintenance cost (MC), cost of installation (ICdarost of the replacement of the components isntake
account. Therefore, these parameters are calculatefdel cell, electrolyzer, hydrogen storage eyst converter,
geothermal/ARS accompanied by solar collectorsdewhlination unit, separately. Equation (42) exggeshe CC

of the fuel cell:

L1+ (42)
CCrc = PWp¢ (m)
T
1 (43)
PWrge = Crc ATk
k=0,10,20 T

in which PWg is the single payment present worth factor 8adis the fuel cell cost. The same equation can be
applied for the CC calculation of electrolyzer. éikise, capital cost of the hybrid geothermal/ARSalkgulated by:

. . \n
CCGeo/Abs = CGeo/ARS (%) (44)

where Cg,,,4rs is the fixed capital investment of the system. Bgeenomic analysis is carried out based on the
considered assumptions proposed by National Rerevizaatergy Laboratory (NREL) [29]. For geothermasteyn,
drilling and associated costs (including explonmatémd confirmation; production and injection; sogaquipment,
installation and stimulation cost; over-riding adfted costs), plant capital cost, pump cost inpatsd
recapitalization cost are considered. Here, totact cost is obtained as 3335.4 $/kW and totaialtedd cost per
capacity is 4622 $/kW. Moreover, indirect capitabtis considered as: engineer, procure, constt@ét=of direct
cost; project, land, Miscellaneous=3.5% of direxstc sales tax of 5% applies to 80% of direct chkire details

are summarized in Table 2.
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Table 2. The considered economic parameters for the hybrid system.

Parameter Value Parameter Value
Geothermal/absorption system Hydrogen tank
Total direct cost 3,335 $/kwW Initial cost 500 ($/kg)
Indirect capital cost: Annual costs of the 5% of total cost-year
engineer, procure, construct 12% of direct cost ~ maintenance
project, land, Miscellaneous ~ 3.5% of direct cost
sales tax 4% of direct cost
Total installed cost per capacity 4,622 $/kW Electrolyzer
Contingency 7% of total Initial cost 1500 ($/kW)
Annual costs of the 5% of total cost- Number of units 3
maintenance year
Solar field electrolyzer replacement $1400
cost
Site improvements 25 $/m2 Annual costs of the 5% of initial cost-year
maintenance
Solar field 150 $/m2 Fuel cell
Contingency 7% of total Initial cost 2000 ($/kW)
Annual costs of the 5% of total cost- Number of units 3
maintenance year
Converter Annual costs of the 5% of the initial cost
maintenance
Initial cost 700 ($/kW) Fuel cell replacement cost $1400
Number of units 3 Desalination unit $100,000

2.3. Intelligent Methods
Fig. 2 (b) shows a multilayer neural network that sketched to simulate the behavior of the hybrid

geothermal/ARS combined with solar collector. Thielligent methods are employed to fulfill nonlinesatistical
modeling and prepare a new substitute for conveaticegression methods. The goal of this researdeveloping
an intelligent method to understand the effectngfut parameters on the targets. These intelligesthods are
implemented to utterly discover intricate nonlinpatterns between inputs and targets (as can lewaasin Fig. 2
(a)). The network is manufactured based on sotadiance, cooling water temperature differelﬁné"cooung =
Tis — T15), pinch-point temperaturéTpinch_absorber =Ty — Tlg), ambient temperature, evaporating temperature
and condensing temperature as input variables.ifteligent methods apply the input parametersdtimeate the
produced power, coefficient of performan€®p,;;;.-) of ARS, total heat exchanger area (HXA) of theSARNd
cycle thermal efficiency. For this purpose, MLP rawnetwork optimized ICA, (MLP-ICA), is developezhd
compared with MLP-GA. The network training is cadiout using 70% of data, 30% of dataset are addpttest
the network. Two statistical indicators are emptbye appraise the prediction accuracy of the iigefit methods,

which are expressed by Egs. (45) and (46).

n
1 2
;Z(xi - )
i=1

o LD (46)
\/Z?:1(xi — x)? Z?:1(Yi - ¥)?

(45)
RMSE =
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wherex;, y;, X, ¥ andn are real data, predicted data, mean of real das#an of predicted data and number of data,

respectively.

: Input 1 Solar Irradiance Input parameters Targets Power generation Targetll
! I
I Input 2 Condensing temperature 70%¢ im% 30%$ 130% COPxhiller Target 2 |
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‘ Cooling water Train data Test data ‘
Heat exchanger area
: Input 3 temperature difference ﬁ 9 Target 3 |
|
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I Input4 Pinch-point temperature MLP-ICA MLP-GA Cycle thermal efficiency Target 4 |
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| . + + I
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Fig. 2. The proposed structure for modeling the geothermal/ARS (a), a schematic of multilayer neural network (b).

2.3.1. Mathematical Modeling of the Intelligent Methods
The hybrid MLP-ICA and MLP-GA are developed basedseven steps including data loading, normalization

training and testing datasets, network structuraining the network using the corresponding optation
algorithm, assessment and display. In step 5, ¢éh&ark is trained using the respective optimizaédgorithm (GA
for MLP-GA and ICA for MLP-ICA). Indeed, here, thaptimum values of input weight matrix, bias vectod

layer weight matrix are determined by the extefuattions that are ICA and GA combined with MLP.

[30] by inspiration of imperialist competition ioluced a new evolutionary algorithm called impéstal
competitive algorithm (ICA). Similar to other evtiknary algorithms that are adapted for optimizatgoblems,
ICA also initiates with a primary population. Pogtibn individuals are defined as country, which @e@ognized in
two species: colonies and imperialists that ascugrestablish some empires. The foundation of I€Aormed
using imperialist competition between the empifdse feeble empires within this competition crumétel strong

ones grab possessions of their colonies. In tHeviidlg, the imperialist competition converges teitaation where
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only one empire and its colonies are in the same sthd possess the similar cost as imperialigt. Frepresents

ICA algorithm in eleven steps.

1. Start

2. Initialize the empires

-

3. Move the colonies toward their relevant imperialist

4. Is there a colony in an empire which has lower cost than
that of imperialist

Yes

5. Exchange the position of that imperialist and colony |No

-l
-t

6. compute the total cost of all empires

7. Pick the weakest colony from the weakest empire and give
it to the empire

that has the most Tikelihood to possess it

8. Is there an empirg with no colonies
Yes ¥
9. Eliminate this empire

-

10. stop conditjon satisfied
Yes

11. Done

No

No

Fig. 3. Structure of imperialist competitive algorithm.

3. Case study

In the current research, case study is Sirri Islexodted in the south of Iran in the Persian Gule island is
approximately 5.6 kilometers long with a width edand 3 kilometers, with the area of 17.33 squdmieters and
population of 1304. Fig. 4 depicts the mean vahfesolar irradiance for Sirri Island during 2018[3This figure
shows that in the most of time the average sotadiance on a horizontal collector is higher tha\&h/nt.day).

Since 1975, extensive studies have been carriedoofijure out the potential of GE across the couilly the

Ministry of Energy [32]. The result of this potesrietric analysis was shown that087 x 109 kJ of GE can be
extracted by geothermal technology. During the gubgntitled “The Geothermal Potential Survey ianlt ten

regions with a significant amount of GE in whicle tstudied area in this research was one of themg identified

and introduced [33].
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Fig. 4. Solar radiation on a horizontal collector at Sirri island, Iran in 2018 (kWh/m?2.day).

4. Results and Discussion

In this research, a hybrid geothermal/ARS equippét solar collector, desalination unit and hydnoggorage
system was developed and appraised by implemeatitigermodynamic model and two intelligent methdbse
influence of the momentous design criterions of thorid system (comprising solar irradiance, corsitem
temperature, cooling water temperature differepdech-point temperature, ambient temperature amgp@ating
temperature) upon power generati6pP,, .-, total HXA of the ARS, and cycle thermal efficignwere assessed.

A simple configuration of geothermal/ARS as wellitasthermodynamic model was developed by [34] [@5d. To
validate the results of thermodynamic model a simpkeothermal/ARS was implemented. For evaporation
temperature of 8.8C, absorber temperature of 30 and generator temperature of ®) the COP of refrigeration
system for this study was obtained 0.7428. This G@B reported around 0.7591 in [34] in which theers

around 2.41%. The results of this research areepted in the following.

4.1. Power generation

Figure 5 (b) shows the electrical power demandHerisland in a period of one year. It is appasesden that
the power demand for the island from April to Sepber is more than 900 kW. Figure 5 (a) depicts gbeer
generation by the hybrid system for the entire y@aore specifically, produced power by the systemJanuary
and June is presented in Fig. 5 (c)). It could laénly viewed that the generated power by the sgdtem April to
September is more than the other months. Compalistmeen Fig. 5 (a) and Fig. 5 (b) shows that aighothe
peak point for the power demand is more than theepa@eneration, applying the hydrogen storage sysian

circumvent this problem.

Figure 6 (a) displays the surplus power dispatdhéal the electrolyzer throughout the year. The tetdygzer
uses this surplus power for producing the hydrogmeiiong as the generated power by the system ie than the

island’s requirement. Due to having the high demiaadh April to September, the excess power tramsteto the

15



electrolyzer is less than the other months. Whanthe power demand of the island is lower thangbeerated

power by the system, the fuel cell provides thecitefrigure 6 (b) represents the generated powehé fuel cell
for the entire year in the study region.

a) Produced power
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Fig. 5. Power generation by the system during one year (a), the pattern of power demand of the island (b), produced

. 870
880
890
900

™ 910

Hour of day

Power (KW)

Power demand

15 20 25
Day of month

power by the system in January and June (c).

16

30

- 870
_— 330
- 890
. 900

910

920
930




a) b)
Electrolyzer Fuel cell
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Fig. 6. The excess power (kW) transferred to the electrolyzer (a) and generated power by the fuel cell (b) during a
period of one year.

Figure 7 demonstrates the storage pattern of tideogn for entire year in the case study regiortat be
observed that between January and March the tenttieasing, afterward, from March to Septemberstored
hydrogen by the system is used by the fuel celintet the power demand of the island. From Septerntber
December, the hybrid system can store the hydragédrthe value of stored hydrogen in the storagesysvill be
increased.

700

600 1

500 D\ |

400 1

Hydrogen (kg)

300 1

200 1

100 1

1000 2000 3000 4000 5000 6000 7000 8000
Hours

Fig. 7. Storage pattern of hydrogen throughout the year.

Figure 8 illustrates the train and test phaseshefMLP-ICA to estimate the power produced by thériay

system. As mentioned above, two statistical indicahave been employed for assessing the prediationracy of
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the intelligent methods. For prediction of powengetion by MLP-ICA, the statistical metrics wergtained as
Ryain= 0.9965, Rs=0.9944, RMSE,;»=1.5812 (kW) and RMSEF2.2390 (kW) (the values of MSE presented in

Fig. 8 are RMSH. A can be seen in Fig. 8, the MLP-ICA can metusly estimate the power generation using the
input parameters.

Train Data, MLP-ICA
950 F T T T T T T T

950 Test Data, MLP-ICA
’ —Real data - -MLP-ICA

Power (W)

Power (W)
el
S

0 20 40 60 80 100 120 140 160 180 200

0 10 20 30 40 50 60 70 80 90
0 MSE = 2.5002 kW, RMSE = 1.5812 kW 0 MSE = 5.0133 kW, RMSE = 2.239 KW

Z z

2 Ot gz Or

S S

= =
= o

10 . . . . . . L 10 . . . . . . .
0 20 40 60 80 100 120 140 160 180 200 0 10 20 30 40 50 60 70 80 90
Number of train data Number of test data

Fig. 8. Training and testing stage of MLP-ICA for predicting the cycle net power output.

The power generation also was modeled by the MLPr@thod, which the result of this modeling is shawn
Fig. 9 as well. For this prediction, the statidticaetrics were obtained as.fR= 0.9884, R=0.9853,
RMSE;,i»=3.3013 (kW) and RMSEK=3.6175 (kW). By comparing the statistical paransetamployed for assessing

the performance of the MLP-ICA and MLP-GA, it caa doncluded that the prediction accuracy of the NICR is
superior to the MLP-GA.

Train Data, MLP-GA

Test Data, MLP-GA
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=
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Number of test data
Fig. 9. Training and testing phases of MLP-GA for estimating the cycle net power output.

Figure 10 indicates the influence of the input &bles over the power generation of the hybrid systeig. 10
(a) represents the variation of the produced pawesus the solar irradiance. It is explicitly obsar that enhancing
solar irradiance enhances the produced power adytstem. The reason is described as increasinigléteenthalpy
to the turbine, which the turbine can catch morergy from the working fluid. Fig. 10 (b) illustratehe influence
of the cooling water temperature differendd (g = T14 — T1s) ON the power generation. It could be plainly

viewed that, whem\T,,,;;», goes up, the generated power by the system rasegell. The temperature of the
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cooling water has an adverse effect upon the camtgaressure resulting in decreasing the work etuahbine. The
low temperature cooling water causes condensingttam in lower pressure environment. The avaitglf low

condenser pressure increases the enthalpy diffesdmetween the input and output of the turbineheonet power
output raises. Fig. 10 (c) depicts that enhandiegenvironment temperature declines the power géoarof the
system. Fig. 10 (d) represents the alteration ef pbwer generation versus the increment of the exsidg
temperature. Clearly, the power generation hasndetecy to decline as the condensing temperatumedses.
Indeed, the availability of low condensing temperatcan cause achieving high performance of powseigtion.
The lower amount of cooling water temperature caaskw pressure of the Rankine cycle componemticpéarly

for the steam condenser. Other input parametersadoinfluence power generation. Figs. 10 (e) and(fl0

demonstrate the decision surface for modeling @fgvayeneration versus input variables to the nekwor
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Fig. 10. The result of the input variables on the generated power of the hybrid system; (a) solar radiation; (b) cooling
tower temperature difference; (c) environment temperature; (d) condensing temperature; (e) decision surface for
(a)and (b); decision surface for (c) and (d).

4.2. COP pjyier

Fig. 11 represents the testing phases of the Ml d@d MLP-GA methods for forecasting th@P.;;;.,. FOr
this prediction the statistical parameters havenbm#ained as R,= 0.9969, R:=0.9982, RMSE,;,=0.0023 and

RMSE.s=0.0014, for the MLP-ICA; and &= 0.9905, Rs=0.9918, RMSE,;;=0.0037 and RMSE0.0044, for
MLP-GA. As can be observed, the MLP-ICA perform#drethan the MLP-GA for forecasting tB®P,,,; ;-
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Fig. 11. Test data of the MLP-ICA and MLP-GA for forecasting the COP_per--

Figure 12 (a) depicts the variation of th@P,,;;;., versus the pinch-point temperatLﬁfIginch_absorber =Ty, —

Tlg). According to the figure, when the pinch-point parature increases, tl#®P,,;;., declines. At a constant
pressure, for the greater values of solution teatpee, the absorber requires more absorbent teegnéibsorb the
same refrigerant value. As a result, when thegefent mass flow is constant, higher values of diesd mass flow
is required. By increasing the mass flow, the hesatsfer inside the absorber and generator enhascheth are in
relation to the same solution mass flow. For tleigson, the ARS needs extra heat to work satisflctbor the
constant refrigeration capacity, extra heat deslittee performance of the machine as is presenté&iginl2 (a).
Enhancing the environment temperature decreaseS@ie of the ARS as is depicted in Fig. 12 (b). Témult of
evaporation temperature on the COP of the refrigeraystem is shown in Fig. 12 (c). As presente#ig. 12 (c),

raising the evaporation temperature, increase®B of the system. Evaporation temperature is érieeomain
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variables to control the total heat demand for tbfigeration system. There is no influence of othmput

parameters ovetOP ,ii1er -
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Fig. 12. The variation of COP.p ¢y Versus pinch-point temperature (a), environment temperature (b), and evaporating
temperature (c).

4.3. Total Heat Exchanger Area

The third target that has been modeled by inteiligeethods is the total HXA of the ARS. Fig. 13 widhe test
data of the MLP-ICA and MLP-GA for forecasting thgy. For this prediction, the statistical metrics hdeen
achieved as Ri= 0.9933, R.=0.9936, RMSE,,=4.7362 M, and RMSE.=4.3069 m, for the MLP-ICA; and
Ryaini= 0.9786, R.=0.9846, RMSE,;;=9.5831 M and RMSE.=8.1047 m, for MLP-GA. Performance comparison
between the intelligent methods shows that the MLRworks better than the MLP-GA for forecasting #y, .
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Fig. 13. Test data of the MLP-ICA and MLP-GA for estimating the Ayx.

Fig. 14 depicts the variation of the total HXA vasghe solar radiation (a), pinch-point temperatbje cooling
water temperature difference (c), environment tewtpee (d), evaporating temperature (e) and coridgns
temperature (f). The required HXA for the refrigéma system is specified by the LMDH method since dverall
heat transfer coefficient for HXs is constant. Fig.indicates that the total HXA of the system hagndency to
increase as solar radiation, cooling water tempegadifference and evaporation temperature enhamz pinch-

point temperature, environment temperature andexsidg temperature decrease.
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Fig. 14. The influence of solar radiation (a), pinch-point temperature (b), cooling water temperature difference (c),
environment temperature (d), evaporating temperature (e) and condensing temperature (f) over the Ayx.

4.4. Cycle thermal efficiency

According to Eq. (28), thermal efficiency of thebinigl system was described as a ratio of net eneugyut to
energy input. From input parameters to the netwedsation of solar radiation, cooling water tengdere
difference, condensing temperature, and environremperature vary the cycle thermal efficiency.sThehavior
was simulated by intelligent methods and Fig. 1piate the testing stage of the MLP-ICA and MLP-Géx f
modeling the cycle thermal efficiency. The statiaki parameters were obtained ag;R 0.9958, R.=0.9955,

24



RMSE,,=2.4314e-04 and RMSE=1.9131e-04, for the MLP-ICA;

RMSE,,;;=3.4028e-04 and RMSE=4.6108e-04, for MLP-GA.

and (R=

0.9918,
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Fig. 15. Testing stage of MLP-ICA and MLP-GA for modeling of the cycle thermal efficiency.

The variation of the cycle thermal efficiency vesshe input parameters to the network was presenteid. 16.

It is clear that increasing the solar irradiancd aaoling water temperature difference increasesciitle thermal

efficiency (Figs. 16 (a) and 16 (b)). Besides, ation of the cycle thermal efficiency versus enmiment and

condensing temperature is presented in Figs. 1ar(d)16 (d). The figures show that increasing tm&renment

and condensing temperature decreases the cyctaahefficiency.
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Fig. 16. The variation of the cycle thermal efficiency versus solar radiation (a), cooling water temperature difference

4.5. Desalination unit

(b), environment temperature (c) and condensing temperature (d).

According to Fig. 17 (c), the desalination capaafythe unit by considerin®;,, sesaiination = 900 kW, is

around 10,000 kJ/fwith which the unit can produce 3.2/im sweet water. This figure reveals that increasheg

input energy to the desalination unit, decreasesdfsalination capacity and increases the prodswedt water.

The total sweet water is attained with the sum afdensed water in each stage. Figure 17 (b) itesirthe

produced sweet water in each stage in which tlge ®groduces more sweet water as expected. Fig) Dépicted
the transferred energy in each stage in whichudlise for stage 3 is higher than stages 2 and 1.

Figure 18 (a) represents that by adding the destadim system and using the waste energy of ARS exswt,
the COP,;;10- Significantly increases. Fig. 18 (A) shows vapnatiof the COP for the hybrid system by considering

the desalination system (SD) and without it (S). &woefrigeration system, COP is described asdlie of desired

output to the required input. Here, the energy iripuhe system is constant and it comes from geothl sources
and solar thermal collector and only by consideritegalination unit the desired output of the systecneases
resulting in increasing the COP. Besides, a sligtitease is seen for the produced power by theidhgystem. It is
due to decreasing the total pumping work accortingg. (29).
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4.6. Economic Analysis
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The economic assessment also was implemented toatvahe proposed hybrid system in the study regio
Figure 19 shows the initial investment of the syssecomponents in which the geothermal system \{licly GE
section, ARS and solar thermal collector) possefisesnaximum portion (40%). We can see that therdgeh
tanks boasted an impressive 25% of the total Initieestment. Predominantly, for the hydrogen sjeraystem,
some challenges have been revealed. Among themigheinitial investment and low efficiency of ttstorage
process have been underscored. Notwithstandingefooteness regions, to supply the energy demaederbrgy
transmission costs, grid construction costs andtaéability of fuels during the year should bensimlered as well.
Also, energy storage systems can cover the probfesiternating energy produced by RESs. On the gides, the
use of electricity storage system is warrantedh@ydapacity restriction of grids. For instancetha case of wind
farms, the wind turbines are installed in large bers in regions where the wind potential is highhew the wind
turbines work simultaneously, the grid may not béedo carry the produced electricity and henceddrto shut
down (like the problem in Tamil Nadu, India). AHibgs considered, we believe that the hydrogerageosystem
should be examined for each case study separatetyding to energy and economic analysis. The peypariod
was selected as economic criteria to investigaénsibrid system from economic point of view. Fig@fkeillustrates
the payback time of the hybrid system with diffdrienerest rates (1-7%) in the study region. It barobserved that
a significant economic conclusion has been achidoedhe proposed hybrid system, as the payback tifthis
system is ascertained at around 8 years (with ritexest rate of 3%). For this calculation, the pased grid
electricity is considered to be 0.28 $/kWh.

Converter Desalinatio
6% n Unit
1%

Geotherma
| system
40%

Fuel cell
17%

Fig. 19. The initial investment of the components.
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Fig. 20. Payback period of the system with various interest rate for the study region.

5. Conclusions
For energy systems based-geothermal, the low vpetating lifetime and low well temperature are thain

challenges. These obstacles can be covered asatdecrease by utilizing solar thermal collectfioke the turbine.
Because of two reasons solar thermal collectorsbeaamployed before the turbine: first, increadimg entrance
enthalpy (that was investigated in the current \gtudnd second, using instead of GE resource g dsnsolar
energy is existence (in this case, the well opegdifetime is amplified). In the real conditionscafor complicated
energy systems, finding the optimum operating ddon and design parameters needs many experintestsland
intricate mathematical modeling. In this study, p@posed intelligent models based-Al to meet thedn&he
intelligent methods exert the input parametersréalist the targets. Hence, this capability providegrong control
option for the hybrid system by considering a wrdage of input variables. Another challenge comogr GE
systems is improving system efficiency. This stpdgposed a novel design to recover a portion oftevheat for
producing freshwater. Another limitation for RESsuncertainty in energy supply for remote areaamegi We
technically examined the role of the hydrogen gjeraystem for the proposed energy system, whichemi#tk
appropriate for remoteness regions. Generally spgathis study endeavored to cover some limitaicggarding

GE systems. The following conclusions have beeieael from this study:

« For modeling of the power generation, the statisticdicators have shown that MLP-ICA works better

than MLP-GA in terms of Ri= 0.9965, R=0.9944, RMSE,;;=1.5812 (kW) and RMSEz2.2390

(kwW). The results demonstrated that enhancing thlar sradiation and cooling water temperature

difference, and decreasing the environment anderwidg temperatures enhances the produced power of

the system.
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« For modeling of COP of the refrigeration system,RAICA has shown a good ability to predict the COP
by different input parameters. The statistical mestfor this prediction was obtained ag,R 0.9969,
Ries=0.9982, RMSE;;=0.0023 and RMSEF0.0014. This modeling has shown that increasirg th
evaporation temperature and decreasing the pinci-pend environment temperatures rise the
COPcpitter-

¢ For modeling of the total HXA of the hybrid systefdlP-ICA has depicted higher performance
prediction than MLP-GA with Ri= 0.9933, Rs=0.9936, RMSE,;,=4.7362 m, and RMSE.=4.3069
m?. The effect of input variables on the total HXA/eashown that increasing the solar radiation, capli
water temperature difference, evaporation temperatses the total HXA and increasing the pinchapoi
temperature, environment temperature and condeteingerature declines the total HXA.

* The best statistical metrics for prediction of ey¢hermal efficiency were obtained by MLP-ICA as
Ryain= 0.9958, Rs=0.9955, RMSE;=2.4314e-04 and RMS$E=1.9131e-04. It was observed that
increasing the solar irradiance and cooling waererature difference, and decreasing environnreht a
condensing temperatures increases the cycle theffiaéncy.

« Using the waste heat of ARS condenser, can run,@0Q0kJ/ni desalination unit by which 3.2%h
sweet water is produced. Also, it was concluded tha COP of ARS significantly increases by
employing the desalination unit.

e The payback period of the hybrid system in the yhegjion (by considering the interest rate of 3%sw

obtained to be around 8 years.

Future works: The proposed system can be examined by considariogmpressed air energy storage system
(CAES) as a substitute for the hydrogen storagiesysAlso, considering a biomass energy resoursteaa of the
geothermal resource would be interesting for theppsed system. Moreover, by increasing the sizbeftorage
system, the proposed system can be exerted in @dhgisstem incorporating with wind turbines to slypthe

energy demand for a larger case study.
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Highlights

A hybrid system based on geothermal energy combined with solar system was designed
Desalination unit and hydrogen storage system were integrated into the geothermal system
MLP-ICA and MLP-GA were developed to simulate the behavior of the hybrid system
MLP-ICA operates better than the MLP-GA for modeling the hybrid system

The payback time of the hybrid system with the interest rate of 3% isaround 8 years
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