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Figure 1: 3PP-R allows the user to interact in 3rd-Person Perspective (3PP) using natural movements, including body rotation 
without losing sight of the avatar. A virtual display such as a 3D miniature world model hovers in air in front of the user, 
showing a 3rd-person avatar. When the user turns, the display orbits around the user but does not rotate except for the avatar. 
From the user’s perspective, the display appears fxed in the feld of vision, and the world rotates around the avatar. 

ABSTRACT 
We propose 3PP-R, a novel Virtual Reality display and interaction 
technique that allows natural movement in 3rd-person perspective 
(3PP), including body rotation without losing sight of the avatar. A 
virtual display such as a World-in-Miniature model orbits around 
the user when the user turns, but does not rotate except for the 
user’s avatar. From the user’s perspective, the display appears fxed 
in the feld of vision, while the world rotates around the avatar. 
3PP-R combines the strengths of 3PP and 1st-person perspective 
(1PP): Similar to 1PP, it allows interacting with rich natural move-
ments, while also reaping the benefts of 3PP, i.e., superior spatial 
awareness and animating the avatar without nauseating viewpoint 
movement, e.g., for joystick-controlled locomotion. We test 3PP-R 
in a maze navigation study, which indicates considerably less cy-
bersickness in 3PP-R than in 1PP. We also demonstrate 3PP-R in 
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dynamic game interaction including running, jumping, swinging 
on bars, and martial arts. 

CCS CONCEPTS 
• Computing methodologies → Virtual reality; • Human-centered
computing → Interaction techniques.
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1 INTRODUCTION 
A fundamental problem of Virtual Reality (VR) is how to seamlessly 
combine three features: 1) interaction using natural body move-
ments, 2) the ability to navigate large virtual spaces, and 3) keeping 
cybersickness to a minimum. Using a 1st person perspective (1PP) 
and one-to-one viewpoint tracking minimizes cybersickness and 
allows natural interaction, but at the same time, it prevents navigat-
ing virtual spaces larger than the real interaction space. To solve the 
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problem, various locomotion approaches have been developed, but 
they all have their drawbacks. For example, moving using a joystick 
can be nauseating [44], point-and-teleport or world-in-miniature 
(WiM) [66] approaches can break interaction fow or be unrealistic 
during interactions such as martial arts fghting. Walk-in-Place 
(WiP) locomotion can feel more immersive than teleporting, but 
may cause discomfort [13], and the required movement detection 
and classifcation inevitably adds latency and may interfere with 
detecting other movements such as jumping. 

Alternatively, some VR experiences utilize 3rd person perspec-
tive (3PP) where the user views the avatar from outside. This is also 
common in non-VR movement-based games, e.g., for the Kinect 
[71]. 3PP provides multiple benefts. First, 3PP enables controlling 
the avatar using a joystick without inducing a visual-vestibular 
sensory confict, a major cause of motion sickness [1]. Seeing one’s 
avatar from outside also allows for more artistic freedom, e.g., in 
animation design. The ability to freely animate the avatar also 
overcomes the need for tactile feedback, e.g., in making impacts 
knock back the avatar during a melee. In 1PP, such reactions would 
deprive the user from control of the viewpoint, which is strongly 
advised against in order to minimize nausea [48, 51]. 

3PP interaction is not without problems, however. In particular, 
the need to watch the avatar means the player cannot freely turn 
around, which limits interaction using natural body movement. 
This is not ideal, especially as modern wireless VR headsets such as 
the Oculus Quest allow free body rotation without the user getting 
tangled up with wires. 

To solve both the 3PP rotation problem and the 1PP locomotion 
problem, we propose and evaluate a novel VR display and inter-
action technique we call 3PP-R, illustrated in Figure 1. In 3PP-R, 
a virtual display such as a miniature 3D world model hovers in 
air in front of the user, showing a 3rd person avatar of the user. 
When the user turns, the display orbits around the user but does not 
rotate except for the avatar. From the user’s perspective, the display 
appears fxed in the feld of vision, and the 3D world rotates around 
the avatar.1 To prevent the feeling of self-motion and minimize 
cybersickness, both the user and the 3PP-R display are embedded in 
a non-moving 1st person reference world, and the display volume 
is limited using a cutout shader. 

This paper makes the following contributions: 

• A novel VR display and interaction approach that combines 
the strengths of both 1PP and 3PP, and can replace a tradi-
tional 1PP camera without any changes to application con-
tent. Similar to 1PP, one can naturally walk and turn around; 
in our prototype, the avatar mimics the user’s movement 
using movement tracking and inverse kinematics (IK). Sim-
ilar to 3PP, the avatar can also be freely animated without 
nauseating viewpoint movement, e.g., for joystick-controlled 
locomotion or reacting to enemy hits in combat. 

• A user study on maze navigation (N=38, within-subjects) that 
indicates very low cybersickness in 3PP-R and considerably 
more cybersickness in 1PP. 

1Hence the “R” in 3PP-R, denoting the ability to rotate one’s body without losing sight 
of the 3PP world and avatar. 

Evin et al. 

• A demonstration of 3PP-R in rich, dynamic VR game inter-
actions (Figure 5, supplemental video), including joystick-
controlled running, exaggerated jumping between platforms, 
physically simulated swinging on bars, and martial arts fght-
ing where the user dodges and counters attacks with full-
body movements, all in a small real-world space. In 1PP, this 
would inevitably cause cybersickness due to the deviation 
from natural one-to-one viewpoint tracking required by the 
joystick control and physics simulation of the avatar. 

Our 3PP-R prototypes work on low-cost VR hardware. The user 
study was conducted and the supplemental video was captured on 
an Oculus Quest mobile VR headset. 

2 BACKGROUND AND RELATED WORK 
Display and interaction approaches other than natural 1PP are 
primarily motivated by the limited space available for the user in 
the real world, which makes it impossible to walk or run around 
large virtual spaces. To address the problem, various VR locomotion 
and navigation approaches have been developed. There is also 
some, albeit much more limited, research on 3PP interaction and 
approaches combining 1PP and 3PP. Below, we review these topics 
briefy. We also discuss cybersickness, as it is the main obstacle for 
using simple and obvious locomotion controls such as a joystick. 
Following [3, 26], we use the term cybersickness for motion sickness 
induced by VR. A related term is Visually Induced Motion Sickness 
(VIMS), but Arcioni et al. [3] argue that cybersickness can also be 
non-visual or multisensory in origin. 

2.1 Locomotion Techniques and Cybersickness 
A multitude of VR locomotion techniques exists. The following 
discussion utilizes a categorization into continuous virtual move-
ment, discrete transitions, and manipulations of natural locomotion. 
However, this is only scratching the surface, and for more com-
prehensive reviews, the reader is referred to LaViola Jr et al. [46, 
p. 318] and Boletsis [12]. 

2.1.1 Continuous Virtual Movement. The joystick-controlled loco-
motion of our 3PP-R prototypes belongs to a larger class of steering 
locomotion [46, p. 339]. In steering locomotion, virtual movement 
is commonly generated by pressing a button or pushing a joystick, 
while the forward direction for locomotion is usually determined 
by the direction of the user’s gaze or by pointing. Other alternatives 
for generating virtual movement include walking-in-place [64] and 
arm-swinging gestures [77]. 

Locomotion techniques difer in the amount of cybersickness 
that they cause, and steering locomotion is known to be a serious 
ofender in this regard [17, 44]. The oldest and most prominent 
cybersickness theory — the sensory confict theory — proposes 
that sensory conficts between visual and vestibular cues induce 
cybersickness [45]. Therefore many approaches for reducing cyber-
sickness focus on minimizing optical fow that is unrelated to the 
user’s physical motion, particularly when it comes to acceleration. 
In the case of steering locomotion, such cybersickness mitigation 
approaches include feld of view restriction [24] and Independent 
Visual Background (IVB) that matches the vestibular cues [21]. Wu 
and Rosenberg [79] utilized both of the aforementioned approaches. 



                  

            
         

        
           
            

       
           

         
        

         
         

           
          

         
           

         
        

         
          

             
           

          
           

            
          

           
             

            
               

         
             

          
           

     

       
         

           
       
            

           
            

         
           

          
           

        
           

         
           

         
       

    
          

            

           
        

          
           

          
           

       
          

   
           

           
          

           
           

         
           

            
           

             
           

           
           

         

       
          

          
          

           
          

            
         
            

         
           

          
          
           

           
       

              
             
 

  
         

       
        

             
         

          
          
         
           

            
           

         

            
         

        
           
            

       
           

         
        

         
         

           
          

         
           

         
        

         
          

             
           

          
           

            
          

           
             

            
               

         
             

          
           

     

       
         

           
       
            

           
            

         
           

          
           

        
           

         
           

         
       

    
          

            

         

           
        

          
           

          
           

       
          

   
           

           
          

           
           

         
           

            
           

             
           

           
           

         

       
          

          
          

           
          

            
         
            

         
           

          
          
           

           
       

              
             
 

  
         

       
        

             
         

          
          
         
           

            
           

         

            
         

        
           
            

       
           

         
        

         
         

           
          

         
           

         
        

         
          

             
           

          
           

            
          

           
             

            
               

         
             

          
           

     

       
         

           
       
            

           
            

         
           

          
           

        
           

         
           

         
       

    
          

            

         

           
        

          
           

          
           

       
          

   
           

           
          

           
           

         
           

            
           

             
           

           
           

         

       
          

          
          

           
          

            
         
            

         
           

          
          
           

           
       

              
             
 

  
         

       
        

             
         

          
          
         
           

            
           

3PP-R: Enabling Natural Movement in 3rd Person Virtual Reality 

We extend the approach to 3PP, while adding the ability to turn 
around without losing sight of the 3rd person avatar. 

2.1.2 Discrete Transitions. Instead of continuous virtual movement, 
one can also use discrete transitions in the form of teleportation 
[16] and its “dash” variants [9, 14], where the user viewpoint is 
quickly translated to the target location. Instantaneous teleporta-
tion induces less cybersickness than steering [17, 25, 44], but this 
comes at the expense of spatial orientation [6, 15]. 

Clifton and Palmisano [18] noted large individual diferences 
between participants of their study, where they compared steering 
and teleport locomotion in terms of cybersickness and presence. 
They concluded that it may be difcult to devise a universally 
favored locomotion method. This has not gone unnoticed by VR 
developers either; many popular VR games like Arizona Sunshine 
[76], Half-Life: Alyx [74], and Raw Data [70] provide both steering 
and teleport locomotion options for players to choose from. 

One can also trigger discrete transitions using the World-in-
Miniature (WiM) interaction metaphor [66]. WiM utilizes one or 
more minimaps of the virtual environment, which one can hold 
and orient in one’s hand. If the minimap is focused on the area 
where the user is located, this location on the minimap contains 
a human fgure that indicates the user’s position and orientation. 
Locomotion can be achieved in WiM by selecting the human fgure 
and dragging it to another location in the minimap, after which the 
user experiences an animated transition in 1PP from the current 
location to the target location. Wingrave et al. [78] extended WiM 
by allowing users to scale the WiMs and work at diferent levels of 
scale. In contrast to WiM, the 3PP-R miniature display is always in 
front of the user and the user’s avatar is always at the center of the 
display. Moreover, locomotion in 3PP-R does not require selection 
and dragging. In the context of WiMs, it should also be noted that 
since 3PP-R combines a miniature display with a natural-scale 1st 
person reference world, 3PP-R could be considered an instance of a 
Multi-Scale Virtual Environment (MSVE) [41]. 

2.1.3 Manipulating Natural Locomotion. The real-world space re-
quired by natural locomotion can be decreased by manipulating 
scale and orientation. In GulliVR [42], the user moves across the 
virtual environment by walking within the motion-tracked inter-
action space. The user has the ability to switch between being a 
giant and normal size, former of which allows traversing large areas 
in the virtual environment. The drawback of GulliVR is that it is 
not ideal for virtual environments that have ceilings. Redirected 
walking techniques, on the other hand, tackle the issue of limited 
interaction space by redirecting the user away from its boundaries. 
This redirection can be achieved in various manners, for example by 
continuously applying imperceptible rotations to the virtual world 
while the user is walking [35], or by leveraging change blindness 
and covertly rearranging the layout of the virtual environment 
while the user is looking away [69]. In practice, redirected walking 
techniques still require a relatively large interaction space, when 
compared to our 3PP-R and joystick locomotion. 

2.2 3rd Person VR 
Some VR platformer games, like Astro Bot Rescue Mission [65], 
Lucky’s Tale [58], and Moss [59], utilize 3PP in a manner analogous 
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to that of traditional 3D games; the viewpoint location follows the 
gamepad-controlled player character from a distance, while the 
player’s head movements act as the primary camera control in 
1PP fashion. In 3PP-R the avatar can be controlled using natural 
movements in addition to a gamepad or handheld VR controller, 
without losing sight of the avatar when turning. Also, 3PP-R uses 
feld-of-view restriction and an independent visual background 
to reduce cybersickness, both of which are absent in the above-
mentioned VR games. 

Although having a 3rd person, bird’s eye view of an environment 
provides spatial awareness superior to 1PP, it should be noted that 
3PP sets some limits on interaction: interaction with virtual objects 
is less accurate, e.g., when catching or defecting projectiles [2, 30]. 
On the other hand, the problems can be mitigated by techniques 
such as predictive visualization of movement trajectories, or sliding 
the avatar towards a target while punching [2]. We implement the 
latter in our 3PP-R prototype. Another limitation of 3PP may be in 
the degree of presence [32]. Presence, a key aspect of VR experi-
ences, denotes the feeling of being or acting in a place, regardless of 
where one is physically located [60]. 1PP is considered to provide 
the greatest feeling of presence [53, 57, 63], and 3PP inherently 
detaches the user and the avatar, although some studies have not 
found an efect of perspective on presence [20, 30]. 

2.3 Combining 1st and 3rd Person Perspectives 
The VR game Front Defense: Heroes [23] includes a locomotion 
technique called V-move, where pushing a button moves the avatar 
in the controller’s forward direction, while the viewpoint does not 
move until the button is released, at which point the viewpoint 
teleports to the avatar position. Efectively, this means that the 
1PP changes to 3PP for the duration of the locomotion. Grifn and 
Folmer [32] presented a similar locomotion technique, where a 
button can switch from 1PP to 3PP for the duration of steering 
locomotion. Cmentowski et al. [19] introduced a related technique, 
where switching to 3PP gives the user a giant’s viewpoint over 
the virtual environment, but leaves the avatar’s size is unafected. 
Common to these three locomotion techniques is that they alternate 
between 1PP and 3PP. This is diferent from 3PP-R, where the 
miniature display maintains a 3PP view on the avatar, while the 
surrounding independent visual background is simultaneously seen 
in 1PP. Also, in Front Defense: Heroes [23] as well as [19, 32], the 
user loses sight of the avatar if turning around while in the 3PP 
view. 

2.4 Summary 
Using the terminology of the approaches reviewed above, 3PP-R 
combines 3PP with steering locomotion, feld-of-view restriction, 
independent visual background, and a novel WiM-style minimap 
that orbits the user to stay visible when the user turns. This provides 
considerable freedom for interaction design and can be directly ap-
plicable to games such as Boneworks [68], which uses physically 
based interactions that allow the world to afect the avatar’s move-
ment. Games like Boneworks could and possibly should utilize 
3PP-R; players love the interaction and the game quickly sold over 
100k copies during its launch week, but the present 1PP version is 
divisive in how much nausea and discomfort it causes [4, 75]. 
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3 SYSTEM 
Our proposed 3PP-R approach can be summarized as follows, with 
more details and design rationale provided in the sections below. 

• A virtual 3PP display hovers in the air in front of the user, 
as shown in Figure 1. The display orbits around the user, 
allowing 360 degree rotation. We use a World-in-Miniature 
3D model, but it should also be possible to use a virtual planar 
2D screen. 

• The virtual display shows both the virtual world and a 3rd-
person avatar. When the user turns, the avatar turns as well, 
but the world around the avatar does not rotate, as illustrated 
in Figure 1. 

• The avatar mimics the user’s movements but large-scale 
locomotion is also enabled using a joystick. 

• To minimize conficting visual and vestibular cues caused 
by the joystick control, 1) the visible game world is limited 
by only rendering a volume around the avatar, and 2) both 
the user and the virtual display are embedded in a static 1PP 
reference world (an IVB). In our prototype, we use a foor 
plane with a checkerboard pattern as the reference. 

To allow dynamic action gameplay and demonstrate how 3PP-R 
allows fexible manipulation of the user-avatar movement mapping, 
our 3PP-R game prototype also implements additional features 
detailed in Section 3.5. We exaggerate the user’s tracked locomotion 
speed and jump height, and increase punching reach by sliding 
the user towards punch targets. We also limit sideways joystick 
locomotion speed to encourage using body movements instead of 
“cheating” by using the joystick all the time. 

Our 3PP-R prototypes were implemented for the mobile stan-
dalone Oculus Quest VR head-mounted display (HMD) [55]. The 
Quest’s handheld controllers feature analog joysticks and 6 degree-
of-freedom tracking. We used the Unity 3D game engine [72] which 
provides basic tools such as inverse kinematics, avatar animation 
and physics simulation. Below, we also discuss 3PP-R in terms of 
standard 3D graphics view and model matrices, in order to allow 
reproducing our work without a specifc game engine. 

3.1 The Miniature Display 
At frst thought, it may seem that implementing our World-in-
Miniature 3PP-R display is simply a matter of scaling. However, 
scaling the game world is not desirable for a number of reasons. In 
modern game production, one often works with a number of 3rd 
party 3D assets and scripts which may not work with scaling. As 
pointed out by [42], resizing the environment may also interfere 
with baked lighting. Finally, adjusting the scale dynamically during 
a game—together with physics simulation time step and object 
masses to preserve natural physics simulation behavior—can easily 
result in simulation glitches. 

To make 3PP-R a simple drop-in replacement for traditional 1PP 
VR without requiring changes to game content, we do not scale 
the game world and only provide an illusion of miniaturization. 
We implement this through 1) manipulating the VR camera (the 
view matrix), and 2) scaling and moving the 1PP reference world 
around the player. It is assumed that the 1PP world is only a visual 
reference without physics simulation and can thus be freely moved 
and scaled. 

Evin et al. 

In standard computer graphics terms, recall that when using 
homogenous coordinates, a rendered point x ′ is computed from a 
model point x through matrix multiplication as: 

′ x = PVMx� (1) 

where P� V� M are the projection, view, and model matrices, re-
spectively. Usually, VR tools like the Oculus VR plugin handle the 
projection matrix, and a developer only manipulates the view and 
model matrices. The model matrix transforms points from local 
model coordinates to the world space, and the view matrix trans-
forms from world space to camera-local coordinates. 

The model matrix can be expressed as: 
� � 
B<R< p<M = � (2)0 1 

where R<� p<� B< are the rotation, position, and scale of the 
displayed 3D object. For simplicity, we assume uniform scale, i.e., 
scalar B< . When using a game engine like Unity, one typically 
manipulates rotation, position, and scale using an API and/or a 
graphical user interface, and the model matrix is composed by the 
engine under the hood. 

If one considers the camera as another 3D object in the world, 
the view matrix can be expressed as: 

� �−1B2 R2 p2V = � (3)0 1 

where R2 � p2 � B2 are the camera rotation, position and scale. 
The important thing to note is that usually, one does not manipu-

late the camera scale. However, it is useful in our case, as a large B2 
makes everything appear smaller. We let the HMD control R2 , treat 
B2 as a parameter adjusted by the developer or user, and calculate 
camera position as: 

p2 = p0 + B2 (−3f�<3 + (?�<3_~ − �)u~ )� (4) 

where p0 is the avatar’s position, f�<3 is the HMD’s forward 
vector projected on the ground plane and u~ is the global up vector 
(y-axis). As illustrated in Figure 2, 3 denotes the horizontal camera 
distance from the avatar, � is the desired elevation of the avatar 
in relation to the 1PP ground plane, and the tracked vertical HMD 
position is denoted by ?�<3_~ . The avatar’s position p0 is controlled 
both by HMD movement and a handheld controller/joystick. 

3.2 The 1st Person Reference World 
To provide the user a feeling of natural movement and non-conficting 
visual and vestibular sensations, we include a 1st person reference 
world surrounding both the user and the miniature display, as il-
lustrated in Figure 1. This kind of Independent Visual Background 
(IVB) has been previously found to alleviate simulator sickness 
[21]. Since we want the IVB to appear static despite the camera 
manipulation, we scale it up by B2 , and set its position as: 

p1BC = p0 + B2 (−3f�<3 − �u~ − p�<3_GI )� (5) 

where p�<3_GI is the HMD’s tracked horizontal position. 
It should be noted that for stereographic rendering, two cameras 

are needed. However, VR toolkits usually handle this under the 



                  

             
           

         
          

         

         
       

  
         
          

          
             

           
       

           
            

 
           

           
             

      

     
          

         
            

            
           

      

   
        

         
         

            
         

          
           

           
       
          
          

          
         

         
         

          
         

            
            
            

            
         

           
           
        

             
            

       
           
          

          
  

        
         

     
       

         
             

         
           

          
 

         
        

            
   

         
        

          
          

           
          

         
       

  
          

          
         

          
    

         

             
           

         
          

         

         
       

  
         
          

          
             

           
       

           
            

 
           

           
             

      

     
          

         
            

            
           

      

   
        

         
         

            
         

          
           

         

           
       
          
          

          
         

         
         

          
         

            
            
            

            
         

           
           
        

             
            

       
           
          

          
  

        
         

     
       

         
             

         
           

          
 

         
        

            
   

         
        

          
          

           
          

         
       

  
          

          
         

          
    

         

             
           

         
          

         

         
       

  
         
          

          
             

           
       

           
            

 
           

           
             

      

     
          

         
            

            
           

      

   
        

         
         

            
         

          
           

         

           
       
          
          

          
         

         
         

          
         

            
            
            

            
         

           
           
        

             
            

       
           
          

          
  

        
         

     
       

         
             

         
           

          
 

         
        

            
   

         
        

          
          

           
          

         
       

  
          

          
         

          
    

3PP-R: Enabling Natural Movement in 3rd Person Virtual Reality 

Figure 2: In 3PP-R, the virtual camera is placed at p2 , behind 
and above the avatar’s position p0 . The camera’s and avatar’s 
rotation follow the HMD, and camera position is adjusted 
using the parameters 3 and �. The tracked vertical position 
of the user’s eyes is denoted by ?�<3_~ . 

hood, and defning a single camera position is enough, correspond-
ing to the midpoint between the two. 

3.3 Calibration 
In our Oculus Quest implementation, no 3PP-R specifc calibration 
is needed for basic locomotion and interaction. The Quest itself 
provides HMD tracking and foor plane estimation, and also allows 
the user to reset the origin of the HMD tracking with a dedicated 
button. In our action game demo, we utilize inverse kinematics for 
punching, grabbing objects, and crouching, which requires addi-
tional knowledge of the user’s height and limb lengths. These are 
estimated from a set of calibration poses the user is instructed to 
take. 

When the user loads and starts a 3PP-R application, the initial 
HMD position is saved, and the HMD positions used in equations 
4 and 5 are ofset such that the origin of the HMD tracking corre-
sponds to the initial avatar position. 

3.4 Limiting the display volume 
Large virtual worlds can penetrate the user’s body even when 
miniaturized, which can feel disturbing. Also, to prevent feelings 
of self-motion, moving objects that take up a large portion of the 
user’s feld of view should be avoided [51]. Because of this, we 
utilize a cutout shader that culls geometry further from the avatar 
than a distance threshold C� . 

3.5 Locomotion Control 
For horizontal movement, we implement a dual approach: 

• HMD and hand tracking: The HMD’s horizontal movement 
is mapped to avatar locomotion speed with an exaggeration 
scale B� if the HMD is moving faster than a threshold C! . 
Movement is also empowered by sliding the avatar towards 
targets when the user punches. Punching is detected as hands 
moving away from the shoulders faster than a threshold C% . 

CHI PLAY ’20, November 2–4, 2020, Virtual Event, Canada 

• Joystick control: The user can move the avatar using the 
Oculus Quest handheld controller’s joystick. Pushing the 
joystick slightly forward or back makes the avatar move at 
walking speed, and pushing the joystick all the way forward 
or back makes the avatar run. Sideways movement speed is 
limited by scaling it with a parameter B( . 

Limiting the sideways movement speed is crucial: With the 
limit, joystick control allows convenient navigation of large virtual 
worlds, while also encouraging the use of natural body movement. 
The latter is desirable from the perspective of presence, engage-
ment, and body ownership [11, 29, 62, 73]. Without the speed limit, 
one very easily stops rotating or moving one’s body and only uses 
the joystick for all movement. We noticed this in initial testing, e.g., 
in the game demo scene where the user needs to dodge projectiles 
by moving sideways (Figure5A, supplemental video at 00:50). The 
observation is in line with research that shows that human behavior 
can to a large extent be explained as utility maximization, albeit 
with limited computational capabilities [27]. The joystick control 
has high utility and low cost, in particular in 3PP-R, where it does 
not cause nausea, which explains how users might adopt it as the 
primary locomotion approach. Research on movement-based games 
has also found that players tend to minimize movements not needed 
for a task [10]. We also tried completely disabling joystick-based 
sideways locomotion, but that made it difcult to precisely control 
locomotion direction. 

The slide-to-target punch mechanism allows hitting targets with 
less walking/running and enables dynamic martial arts fghting in 
a small real-world play area. 

For vertical movement, we employ the following: 

• Exaggerated jumping: If the player moves upwards faster 
than a threshold C � and is on the ground or has been on 
the ground during past 200ms, the avatar’s vertical velocity 
is set to the HMD’s vertical velocity multiplied by a scalar 
B � . Otherwise, the avatar’s vertical velocity is afected by 
gravity. 

• Staircases and ramps: The avatar’s animation controller uses 
a standard spherically capped cylinder as the collision ge-
ometry, which allows it to slide on stairs and ramps when it 
is moved horizontally. 

In summary, we implement multiple ways of exaggerating and 
empowering movement. We scale up the user’s walking/running 
speed and jumping height, and also increase punching reach through 
the avatar sliding. These reduce the space needed by natural move-
ment interaction, and are also motivated by research that has found 
exaggerated movement desirable for the user experience [31, 33, 47], 
and that users can perceive moderately exaggerated movement as 
more natural than fully realistic movement [31]. 

3.6 Parameters 
Table 1 summarizes the parameters discussed above and their values 
used in our 3PP-R prototype. The parameter values were determined 
empirically by the authors during initial prototyping. An in-depth 
investigation of the user preferences for the parameter values is 
deferred to future work. 
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Name Value Description 
B2 50 Camera scale 
3 0.75 m Camera horizontal distance from avatar 
� 0.79 m Avatar elevation from 1PP ground plane 
C� 0.28 m Cutout shader distance threshold 
C � 2.3 m/s Tracked jump speed threshold 
B � 3.84 Tracked jump speed scale 
B� 8.0 Gravity speed scale 
C% 2.2m/s Tracked punch speed threshold 
C! 0.46 m/s Tracked locomotion speed threshold 
B! 2.66 Tracked locomotion speed scale 
B( 0.33 Joystick sideways locomotion speed scale 

Table 1: Parameters and their values used in our prototypes. 

4 EXPERIMENT 1: MAZE NAVIGATION 
To verify that 3PP-R—similar to 3PP in general—ofers more possi-
bilities for avatar control without cybersickness, we conducted a 
single-session within-subjects study (N=38) comparing 3PP-R to 
1PP. We used the joystick-controlled maze navigation task illus-
trated in Figure 3. The study was designed to answer six research 
questions: 

• RQ1. Which approach causes the least cybersickness? 
• RQ2. Which approach produces the strongest feeling of em-

bodiment? 
• RQ3. Which approach is the easiest to use? 
• RQ4. Which approach produces the strongest feeling of com-

petence? Feeling competent is a basic psychological need, 
a central intrinsic motivation factor [61], and considered 
essential for good user experience [34]. 

• RQ5. Which approach is considered more natural? 
• RQ6. Which approach do participants prefer? 

4.1 Task design 
The participants were asked to navigate through a maze using an 
Oculus Quest handheld controller’s joystick, collecting 22 waypoint 
spheres. The task was repeated in both 1PP and 3PP-R, with the 
order of experimental conditions counterbalanced. The task was 
designed to last 1-2 minutes, which we expected to be long enough 

Figure 3: The user’s view in the maze navigation study. The 
user’s task is to collect all the spheres. Left: 1st-person per-
spective (1PP). Right: 3PP-R. 

Evin et al. 

for cybersickness to manifest, but short enough to avoid excessive 
sickness. The maze started from an empty room where the par-
ticipants could try out the locomotion, and maze completion time 
was measured starting from reaching the frst sphere placed in a 
corridor leading out from the initial room. 

As the amount of head rotation may afect cybersickness [8, 52, 
56], we minimized head rotation diferences between the experi-
mental conditions by using maze walls so high that one could not 
see the next sphere in 3PP-R without turning one’s head in the 
correct direction, similar to 1PP. 

4.2 Hypotheses 
We formulated the following hypotheses for RQ1 and RQ2: 

• H1: Joystick-controlled locomotion causes signifcantly less 
cybersickness in 3PP-R than in 1PP. 

• H2: 1PP causes a stronger feeling of embodiment. 

As detailed in Section 2, 3PP-R should reduce cybersickness due 
to the display volume limitation and the independent visual back-
ground. Testing H1 was still considered essential, as no previous 
study had tested a 3PP display that orbits around the user when the 
user turns; this novel visual stimuli might feel unnatural or cause 
unpleasant sensations. 

Regarding H2, while there is some evidence to the contrary [20], 
frst-person perspective is generally considered to ofer higher em-
bodiment [57, 63]. 

4.3 Exploratory Research Questions 
RQ3-RQ6 are exploratory, without strong a priori hypotheses. We 
investigated them to inform future research and applications of 
3PP-R. 

Regarding RQ3 and RQ4, given the greater spatial awareness that 
3PP-R provides over 1PP (Figure 3, also [30]), navigating a maze 
in 3PP-R could be considerably faster, which could lead to higher 
ratings on ease of use and competence. However, the high walls of 
our maze prevented participants from perceiving more navigation 
targets and planning further ahead in 3PP-R. 

Regarding RQ5 and RQ6, there are a multitude of factors that 
may afect perceived naturalness and the preferred perspective. 
Hence, we avoided making a priori hypotheses. 

4.4 Inclusion Criteria 
Eligibility criteria were primarily based on the Oculus Quest Health 
and Safety Warnings guide [22]. We instructed people to only con-
sent to participate when unimpaired and not sufering from pre-
existing medical conditions that may be exacerbated by use of the 
virtual reality headset and controllers. Exclusionary impairments in-
cluded being tired or needing sleep, under the infuence of drugs or 
hung-over, currently experiencing digestive issues, under emotional 
stress or anxiety, or sufering from cold, fu, headaches, migraines, 
or earaches. Exclusionary pre-existing medical conditions included 
being pregnant, having pre-existing binocular vision abnormalities 
(such as double vision), or sufering from a heart or other serious 
medical condition. In addition, participants who had a history of 
seizures or an implanted medical device (e.g., cardiac pacemakers, 
hearing aids, and defbrillators) were excluded from participating. 
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