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Figure 1: 3PP-R allows the user to interact in 3rd-Person Perspective (3PP) using natural movements, including body rotation 
without losing sight of the avatar. A virtual display such as a 3D miniature world model hovers in air in front of the user, 
showing a 3rd-person avatar. When the user turns, the display orbits around the user but does not rotate except for the avatar. 
From the user’s perspective, the display appears fxed in the feld of vision, and the world rotates around the avatar. 

ABSTRACT 
We propose 3PP-R, a novel Virtual Reality display and interaction 
technique that allows natural movement in 3rd-person perspective 
(3PP), including body rotation without losing sight of the avatar. A 
virtual display such as a World-in-Miniature model orbits around 
the user when the user turns, but does not rotate except for the 
user’s avatar. From the user’s perspective, the display appears fxed 
in the feld of vision, while the world rotates around the avatar. 
3PP-R combines the strengths of 3PP and 1st-person perspective 
(1PP): Similar to 1PP, it allows interacting with rich natural move-
ments, while also reaping the benefts of 3PP, i.e., superior spatial 
awareness and animating the avatar without nauseating viewpoint 
movement, e.g., for joystick-controlled locomotion. We test 3PP-R 
in a maze navigation study, which indicates considerably less cy-
bersickness in 3PP-R than in 1PP. We also demonstrate 3PP-R in 
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dynamic game interaction including running, jumping, swinging 
on bars, and martial arts. 

CCS CONCEPTS 
• Computing methodologies → Virtual reality; • Human-centered
computing → Interaction techniques.
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Virtual reality display; 3rd person perspective; Virtual camera 
design 
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1 INTRODUCTION 
A fundamental problem of Virtual Reality (VR) is how to seamlessly 
combine three features: 1) interaction using natural body move-
ments, 2) the ability to navigate large virtual spaces, and 3) keeping 
cybersickness to a minimum. Using a 1st person perspective (1PP) 
and one-to-one viewpoint tracking minimizes cybersickness and 
allows natural interaction, but at the same time, it prevents navigat-
ing virtual spaces larger than the real interaction space. To solve the 
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problem, various locomotion approaches have been developed, but 
they all have their drawbacks. For example, moving using a joystick 
can be nauseating [44], point-and-teleport or world-in-miniature 
(WiM) [66] approaches can break interaction fow or be unrealistic 
during interactions such as martial arts fghting. Walk-in-Place 
(WiP) locomotion can feel more immersive than teleporting, but 
may cause discomfort [13], and the required movement detection 
and classifcation inevitably adds latency and may interfere with 
detecting other movements such as jumping. 

Alternatively, some VR experiences utilize 3rd person perspec-
tive (3PP) where the user views the avatar from outside. This is also 
common in non-VR movement-based games, e.g., for the Kinect 
[71]. 3PP provides multiple benefts. First, 3PP enables controlling 
the avatar using a joystick without inducing a visual-vestibular 
sensory confict, a major cause of motion sickness [1]. Seeing one’s 
avatar from outside also allows for more artistic freedom, e.g., in 
animation design. The ability to freely animate the avatar also 
overcomes the need for tactile feedback, e.g., in making impacts 
knock back the avatar during a melee. In 1PP, such reactions would 
deprive the user from control of the viewpoint, which is strongly 
advised against in order to minimize nausea [48, 51]. 

3PP interaction is not without problems, however. In particular, 
the need to watch the avatar means the player cannot freely turn 
around, which limits interaction using natural body movement. 
This is not ideal, especially as modern wireless VR headsets such as 
the Oculus Quest allow free body rotation without the user getting 
tangled up with wires. 

To solve both the 3PP rotation problem and the 1PP locomotion 
problem, we propose and evaluate a novel VR display and inter-
action technique we call 3PP-R, illustrated in Figure 1. In 3PP-R, 
a virtual display such as a miniature 3D world model hovers in 
air in front of the user, showing a 3rd person avatar of the user. 
When the user turns, the display orbits around the user but does not 
rotate except for the avatar. From the user’s perspective, the display 
appears fxed in the feld of vision, and the 3D world rotates around 
the avatar.1 To prevent the feeling of self-motion and minimize 
cybersickness, both the user and the 3PP-R display are embedded in 
a non-moving 1st person reference world, and the display volume 
is limited using a cutout shader. 

This paper makes the following contributions: 

• A novel VR display and interaction approach that combines 
the strengths of both 1PP and 3PP, and can replace a tradi-
tional 1PP camera without any changes to application con-
tent. Similar to 1PP, one can naturally walk and turn around; 
in our prototype, the avatar mimics the user’s movement 
using movement tracking and inverse kinematics (IK). Sim-
ilar to 3PP, the avatar can also be freely animated without 
nauseating viewpoint movement, e.g., for joystick-controlled 
locomotion or reacting to enemy hits in combat. 

• A user study on maze navigation (N=38, within-subjects) that 
indicates very low cybersickness in 3PP-R and considerably 
more cybersickness in 1PP. 

1Hence the “R” in 3PP-R, denoting the ability to rotate one’s body without losing sight 
of the 3PP world and avatar. 

Evin et al. 

• A demonstration of 3PP-R in rich, dynamic VR game inter-
actions (Figure 5, supplemental video), including joystick-
controlled running, exaggerated jumping between platforms, 
physically simulated swinging on bars, and martial arts fght-
ing where the user dodges and counters attacks with full-
body movements, all in a small real-world space. In 1PP, this 
would inevitably cause cybersickness due to the deviation 
from natural one-to-one viewpoint tracking required by the 
joystick control and physics simulation of the avatar. 

Our 3PP-R prototypes work on low-cost VR hardware. The user 
study was conducted and the supplemental video was captured on 
an Oculus Quest mobile VR headset. 

2 BACKGROUND AND RELATED WORK 
Display and interaction approaches other than natural 1PP are 
primarily motivated by the limited space available for the user in 
the real world, which makes it impossible to walk or run around 
large virtual spaces. To address the problem, various VR locomotion 
and navigation approaches have been developed. There is also 
some, albeit much more limited, research on 3PP interaction and 
approaches combining 1PP and 3PP. Below, we review these topics 
briefy. We also discuss cybersickness, as it is the main obstacle for 
using simple and obvious locomotion controls such as a joystick. 
Following [3, 26], we use the term cybersickness for motion sickness 
induced by VR. A related term is Visually Induced Motion Sickness 
(VIMS), but Arcioni et al. [3] argue that cybersickness can also be 
non-visual or multisensory in origin. 

2.1 Locomotion Techniques and Cybersickness 
A multitude of VR locomotion techniques exists. The following 
discussion utilizes a categorization into continuous virtual move-
ment, discrete transitions, and manipulations of natural locomotion. 
However, this is only scratching the surface, and for more com-
prehensive reviews, the reader is referred to LaViola Jr et al. [46, 
p. 318] and Boletsis [12]. 

2.1.1 Continuous Virtual Movement. The joystick-controlled loco-
motion of our 3PP-R prototypes belongs to a larger class of steering 
locomotion [46, p. 339]. In steering locomotion, virtual movement 
is commonly generated by pressing a button or pushing a joystick, 
while the forward direction for locomotion is usually determined 
by the direction of the user’s gaze or by pointing. Other alternatives 
for generating virtual movement include walking-in-place [64] and 
arm-swinging gestures [77]. 

Locomotion techniques difer in the amount of cybersickness 
that they cause, and steering locomotion is known to be a serious 
ofender in this regard [17, 44]. The oldest and most prominent 
cybersickness theory — the sensory confict theory — proposes 
that sensory conficts between visual and vestibular cues induce 
cybersickness [45]. Therefore many approaches for reducing cyber-
sickness focus on minimizing optical fow that is unrelated to the 
user’s physical motion, particularly when it comes to acceleration. 
In the case of steering locomotion, such cybersickness mitigation 
approaches include feld of view restriction [24] and Independent 
Visual Background (IVB) that matches the vestibular cues [21]. Wu 
and Rosenberg [79] utilized both of the aforementioned approaches. 



                  

            
         

        
           
            

       
           

         
        

         
         

           
          

         
           

         
        

         
          

             
           

          
           

            
          

           
             

            
               

         
             

          
           

     

       
         

           
       
            

           
            

         
           

          
           

        
           

         
           

         
       

    
          

            

           
        

          
           

          
           

       
          

   
           

           
          

           
           

         
           

            
           

             
           

           
           

         

       
          

          
          

           
          

            
         
            

         
           

          
          
           

           
       

              
             
 

  
         

       
        

             
         

          
          
         
           

            
           

         

            
         

        
           
            

       
           

         
        

         
         

           
          

         
           

         
        

         
          

             
           

          
           

            
          

           
             

            
               

         
             

          
           

     

       
         

           
       
            

           
            

         
           

          
           

        
           

         
           

         
       

    
          

            

         

           
        

          
           

          
           

       
          

   
           

           
          

           
           

         
           

            
           

             
           

           
           

         

       
          

          
          

           
          

            
         
            

         
           

          
          
           

           
       

              
             
 

  
         

       
        

             
         

          
          
         
           

            
           

         

            
         

        
           
            

       
           

         
        

         
         

           
          

         
           

         
        

         
          

             
           

          
           

            
          

           
             

            
               

         
             

          
           

     

       
         

           
       
            

           
            

         
           

          
           

        
           

         
           

         
       

    
          

            

         

           
        

          
           

          
           

       
          

   
           

           
          

           
           

         
           

            
           

             
           

           
           

         

       
          

          
          

           
          

            
         
            

         
           

          
          
           

           
       

              
             
 

  
         

       
        

             
         

          
          
         
           

            
           

3PP-R: Enabling Natural Movement in 3rd Person Virtual Reality 

We extend the approach to 3PP, while adding the ability to turn 
around without losing sight of the 3rd person avatar. 

2.1.2 Discrete Transitions. Instead of continuous virtual movement, 
one can also use discrete transitions in the form of teleportation 
[16] and its “dash” variants [9, 14], where the user viewpoint is 
quickly translated to the target location. Instantaneous teleporta-
tion induces less cybersickness than steering [17, 25, 44], but this 
comes at the expense of spatial orientation [6, 15]. 

Clifton and Palmisano [18] noted large individual diferences 
between participants of their study, where they compared steering 
and teleport locomotion in terms of cybersickness and presence. 
They concluded that it may be difcult to devise a universally 
favored locomotion method. This has not gone unnoticed by VR 
developers either; many popular VR games like Arizona Sunshine 
[76], Half-Life: Alyx [74], and Raw Data [70] provide both steering 
and teleport locomotion options for players to choose from. 

One can also trigger discrete transitions using the World-in-
Miniature (WiM) interaction metaphor [66]. WiM utilizes one or 
more minimaps of the virtual environment, which one can hold 
and orient in one’s hand. If the minimap is focused on the area 
where the user is located, this location on the minimap contains 
a human fgure that indicates the user’s position and orientation. 
Locomotion can be achieved in WiM by selecting the human fgure 
and dragging it to another location in the minimap, after which the 
user experiences an animated transition in 1PP from the current 
location to the target location. Wingrave et al. [78] extended WiM 
by allowing users to scale the WiMs and work at diferent levels of 
scale. In contrast to WiM, the 3PP-R miniature display is always in 
front of the user and the user’s avatar is always at the center of the 
display. Moreover, locomotion in 3PP-R does not require selection 
and dragging. In the context of WiMs, it should also be noted that 
since 3PP-R combines a miniature display with a natural-scale 1st 
person reference world, 3PP-R could be considered an instance of a 
Multi-Scale Virtual Environment (MSVE) [41]. 

2.1.3 Manipulating Natural Locomotion. The real-world space re-
quired by natural locomotion can be decreased by manipulating 
scale and orientation. In GulliVR [42], the user moves across the 
virtual environment by walking within the motion-tracked inter-
action space. The user has the ability to switch between being a 
giant and normal size, former of which allows traversing large areas 
in the virtual environment. The drawback of GulliVR is that it is 
not ideal for virtual environments that have ceilings. Redirected 
walking techniques, on the other hand, tackle the issue of limited 
interaction space by redirecting the user away from its boundaries. 
This redirection can be achieved in various manners, for example by 
continuously applying imperceptible rotations to the virtual world 
while the user is walking [35], or by leveraging change blindness 
and covertly rearranging the layout of the virtual environment 
while the user is looking away [69]. In practice, redirected walking 
techniques still require a relatively large interaction space, when 
compared to our 3PP-R and joystick locomotion. 

2.2 3rd Person VR 
Some VR platformer games, like Astro Bot Rescue Mission [65], 
Lucky’s Tale [58], and Moss [59], utilize 3PP in a manner analogous 
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to that of traditional 3D games; the viewpoint location follows the 
gamepad-controlled player character from a distance, while the 
player’s head movements act as the primary camera control in 
1PP fashion. In 3PP-R the avatar can be controlled using natural 
movements in addition to a gamepad or handheld VR controller, 
without losing sight of the avatar when turning. Also, 3PP-R uses 
feld-of-view restriction and an independent visual background 
to reduce cybersickness, both of which are absent in the above-
mentioned VR games. 

Although having a 3rd person, bird’s eye view of an environment 
provides spatial awareness superior to 1PP, it should be noted that 
3PP sets some limits on interaction: interaction with virtual objects 
is less accurate, e.g., when catching or defecting projectiles [2, 30]. 
On the other hand, the problems can be mitigated by techniques 
such as predictive visualization of movement trajectories, or sliding 
the avatar towards a target while punching [2]. We implement the 
latter in our 3PP-R prototype. Another limitation of 3PP may be in 
the degree of presence [32]. Presence, a key aspect of VR experi-
ences, denotes the feeling of being or acting in a place, regardless of 
where one is physically located [60]. 1PP is considered to provide 
the greatest feeling of presence [53, 57, 63], and 3PP inherently 
detaches the user and the avatar, although some studies have not 
found an efect of perspective on presence [20, 30]. 

2.3 Combining 1st and 3rd Person Perspectives 
The VR game Front Defense: Heroes [23] includes a locomotion 
technique called V-move, where pushing a button moves the avatar 
in the controller’s forward direction, while the viewpoint does not 
move until the button is released, at which point the viewpoint 
teleports to the avatar position. Efectively, this means that the 
1PP changes to 3PP for the duration of the locomotion. Grifn and 
Folmer [32] presented a similar locomotion technique, where a 
button can switch from 1PP to 3PP for the duration of steering 
locomotion. Cmentowski et al. [19] introduced a related technique, 
where switching to 3PP gives the user a giant’s viewpoint over 
the virtual environment, but leaves the avatar’s size is unafected. 
Common to these three locomotion techniques is that they alternate 
between 1PP and 3PP. This is diferent from 3PP-R, where the 
miniature display maintains a 3PP view on the avatar, while the 
surrounding independent visual background is simultaneously seen 
in 1PP. Also, in Front Defense: Heroes [23] as well as [19, 32], the 
user loses sight of the avatar if turning around while in the 3PP 
view. 

2.4 Summary 
Using the terminology of the approaches reviewed above, 3PP-R 
combines 3PP with steering locomotion, feld-of-view restriction, 
independent visual background, and a novel WiM-style minimap 
that orbits the user to stay visible when the user turns. This provides 
considerable freedom for interaction design and can be directly ap-
plicable to games such as Boneworks [68], which uses physically 
based interactions that allow the world to afect the avatar’s move-
ment. Games like Boneworks could and possibly should utilize 
3PP-R; players love the interaction and the game quickly sold over 
100k copies during its launch week, but the present 1PP version is 
divisive in how much nausea and discomfort it causes [4, 75]. 
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3 SYSTEM 
Our proposed 3PP-R approach can be summarized as follows, with 
more details and design rationale provided in the sections below. 

• A virtual 3PP display hovers in the air in front of the user, 
as shown in Figure 1. The display orbits around the user, 
allowing 360 degree rotation. We use a World-in-Miniature 
3D model, but it should also be possible to use a virtual planar 
2D screen. 

• The virtual display shows both the virtual world and a 3rd-
person avatar. When the user turns, the avatar turns as well, 
but the world around the avatar does not rotate, as illustrated 
in Figure 1. 

• The avatar mimics the user’s movements but large-scale 
locomotion is also enabled using a joystick. 

• To minimize conficting visual and vestibular cues caused 
by the joystick control, 1) the visible game world is limited 
by only rendering a volume around the avatar, and 2) both 
the user and the virtual display are embedded in a static 1PP 
reference world (an IVB). In our prototype, we use a foor 
plane with a checkerboard pattern as the reference. 

To allow dynamic action gameplay and demonstrate how 3PP-R 
allows fexible manipulation of the user-avatar movement mapping, 
our 3PP-R game prototype also implements additional features 
detailed in Section 3.5. We exaggerate the user’s tracked locomotion 
speed and jump height, and increase punching reach by sliding 
the user towards punch targets. We also limit sideways joystick 
locomotion speed to encourage using body movements instead of 
“cheating” by using the joystick all the time. 

Our 3PP-R prototypes were implemented for the mobile stan-
dalone Oculus Quest VR head-mounted display (HMD) [55]. The 
Quest’s handheld controllers feature analog joysticks and 6 degree-
of-freedom tracking. We used the Unity 3D game engine [72] which 
provides basic tools such as inverse kinematics, avatar animation 
and physics simulation. Below, we also discuss 3PP-R in terms of 
standard 3D graphics view and model matrices, in order to allow 
reproducing our work without a specifc game engine. 

3.1 The Miniature Display 
At frst thought, it may seem that implementing our World-in-
Miniature 3PP-R display is simply a matter of scaling. However, 
scaling the game world is not desirable for a number of reasons. In 
modern game production, one often works with a number of 3rd 
party 3D assets and scripts which may not work with scaling. As 
pointed out by [42], resizing the environment may also interfere 
with baked lighting. Finally, adjusting the scale dynamically during 
a game—together with physics simulation time step and object 
masses to preserve natural physics simulation behavior—can easily 
result in simulation glitches. 

To make 3PP-R a simple drop-in replacement for traditional 1PP 
VR without requiring changes to game content, we do not scale 
the game world and only provide an illusion of miniaturization. 
We implement this through 1) manipulating the VR camera (the 
view matrix), and 2) scaling and moving the 1PP reference world 
around the player. It is assumed that the 1PP world is only a visual 
reference without physics simulation and can thus be freely moved 
and scaled. 

Evin et al. 

In standard computer graphics terms, recall that when using 
homogenous coordinates, a rendered point x ′ is computed from a 
model point x through matrix multiplication as: 

′ x = PVMx, (1) 

where P, V, M are the projection, view, and model matrices, re-
spectively. Usually, VR tools like the Oculus VR plugin handle the 
projection matrix, and a developer only manipulates the view and 
model matrices. The model matrix transforms points from local 
model coordinates to the world space, and the view matrix trans-
forms from world space to camera-local coordinates. 

The model matrix can be expressed as: � � 
��R� p�M = , (2)0 1 

where R�, p�, �� are the rotation, position, and scale of the 
displayed 3D object. For simplicity, we assume uniform scale, i.e., 
scalar �� . When using a game engine like Unity, one typically 
manipulates rotation, position, and scale using an API and/or a 
graphical user interface, and the model matrix is composed by the 
engine under the hood. 

If one considers the camera as another 3D object in the world, 
the view matrix can be expressed as: � �−1

�� R� p�V = , (3)0 1 

where R� , p� , �� are the camera rotation, position and scale. 
The important thing to note is that usually, one does not manipu-

late the camera scale. However, it is useful in our case, as a large �� 
makes everything appear smaller. We let the HMD control R� , treat 
�� as a parameter adjusted by the developer or user, and calculate 
camera position as: 

p� = p� + �� (−�fℎ�� + (�ℎ��_� − ℎ)u� ), (4) 

where p� is the avatar’s position, fℎ�� is the HMD’s forward 
vector projected on the ground plane and u� is the global up vector 
(y-axis). As illustrated in Figure 2, � denotes the horizontal camera 
distance from the avatar, ℎ is the desired elevation of the avatar 
in relation to the 1PP ground plane, and the tracked vertical HMD 
position is denoted by �ℎ��_� . The avatar’s position p� is controlled 
both by HMD movement and a handheld controller/joystick. 

3.2 The 1st Person Reference World 
To provide the user a feeling of natural movement and non-conficting 
visual and vestibular sensations, we include a 1st person reference 
world surrounding both the user and the miniature display, as il-
lustrated in Figure 1. This kind of Independent Visual Background 
(IVB) has been previously found to alleviate simulator sickness 
[21]. Since we want the IVB to appear static despite the camera 
manipulation, we scale it up by �� , and set its position as: 

p1�� = p� + �� (−�fℎ�� − ℎu� − pℎ��_�� ), (5) 

where pℎ��_�� is the HMD’s tracked horizontal position. 
It should be noted that for stereographic rendering, two cameras 

are needed. However, VR toolkits usually handle this under the 
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Figure 2: In 3PP-R, the virtual camera is placed at p� , behind 
and above the avatar’s position p� . The camera’s and avatar’s 
rotation follow the HMD, and camera position is adjusted 
using the parameters � and ℎ. The tracked vertical position 
of the user’s eyes is denoted by �ℎ��_� . 

hood, and defning a single camera position is enough, correspond-
ing to the midpoint between the two. 

3.3 Calibration 
In our Oculus Quest implementation, no 3PP-R specifc calibration 
is needed for basic locomotion and interaction. The Quest itself 
provides HMD tracking and foor plane estimation, and also allows 
the user to reset the origin of the HMD tracking with a dedicated 
button. In our action game demo, we utilize inverse kinematics for 
punching, grabbing objects, and crouching, which requires addi-
tional knowledge of the user’s height and limb lengths. These are 
estimated from a set of calibration poses the user is instructed to 
take. 

When the user loads and starts a 3PP-R application, the initial 
HMD position is saved, and the HMD positions used in equations 
4 and 5 are ofset such that the origin of the HMD tracking corre-
sponds to the initial avatar position. 

3.4 Limiting the display volume 
Large virtual worlds can penetrate the user’s body even when 
miniaturized, which can feel disturbing. Also, to prevent feelings 
of self-motion, moving objects that take up a large portion of the 
user’s feld of view should be avoided [51]. Because of this, we 
utilize a cutout shader that culls geometry further from the avatar 
than a distance threshold �� . 

3.5 Locomotion Control 
For horizontal movement, we implement a dual approach: 

• HMD and hand tracking: The HMD’s horizontal movement 
is mapped to avatar locomotion speed with an exaggeration 
scale �� if the HMD is moving faster than a threshold �� . 
Movement is also empowered by sliding the avatar towards 
targets when the user punches. Punching is detected as hands 
moving away from the shoulders faster than a threshold �� . 

CHI PLAY ’20, November 2–4, 2020, Virtual Event, Canada 

• Joystick control: The user can move the avatar using the 
Oculus Quest handheld controller’s joystick. Pushing the 
joystick slightly forward or back makes the avatar move at 
walking speed, and pushing the joystick all the way forward 
or back makes the avatar run. Sideways movement speed is 
limited by scaling it with a parameter �� . 

Limiting the sideways movement speed is crucial: With the 
limit, joystick control allows convenient navigation of large virtual 
worlds, while also encouraging the use of natural body movement. 
The latter is desirable from the perspective of presence, engage-
ment, and body ownership [11, 29, 62, 73]. Without the speed limit, 
one very easily stops rotating or moving one’s body and only uses 
the joystick for all movement. We noticed this in initial testing, e.g., 
in the game demo scene where the user needs to dodge projectiles 
by moving sideways (Figure5A, supplemental video at 00:50). The 
observation is in line with research that shows that human behavior 
can to a large extent be explained as utility maximization, albeit 
with limited computational capabilities [27]. The joystick control 
has high utility and low cost, in particular in 3PP-R, where it does 
not cause nausea, which explains how users might adopt it as the 
primary locomotion approach. Research on movement-based games 
has also found that players tend to minimize movements not needed 
for a task [10]. We also tried completely disabling joystick-based 
sideways locomotion, but that made it difcult to precisely control 
locomotion direction. 

The slide-to-target punch mechanism allows hitting targets with 
less walking/running and enables dynamic martial arts fghting in 
a small real-world play area. 

For vertical movement, we employ the following: 

• Exaggerated jumping: If the player moves upwards faster 
than a threshold � � and is on the ground or has been on 
the ground during past 200ms, the avatar’s vertical velocity 
is set to the HMD’s vertical velocity multiplied by a scalar 
� � . Otherwise, the avatar’s vertical velocity is afected by 
gravity. 

• Staircases and ramps: The avatar’s animation controller uses 
a standard spherically capped cylinder as the collision ge-
ometry, which allows it to slide on stairs and ramps when it 
is moved horizontally. 

In summary, we implement multiple ways of exaggerating and 
empowering movement. We scale up the user’s walking/running 
speed and jumping height, and also increase punching reach through 
the avatar sliding. These reduce the space needed by natural move-
ment interaction, and are also motivated by research that has found 
exaggerated movement desirable for the user experience [31, 33, 47], 
and that users can perceive moderately exaggerated movement as 
more natural than fully realistic movement [31]. 

3.6 Parameters 
Table 1 summarizes the parameters discussed above and their values 
used in our 3PP-R prototype. The parameter values were determined 
empirically by the authors during initial prototyping. An in-depth 
investigation of the user preferences for the parameter values is 
deferred to future work. 
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Name Value Description 
�� 50 Camera scale 
� 0.75 m Camera horizontal distance from avatar 
ℎ 0.79 m Avatar elevation from 1PP ground plane 
�� 0.28 m Cutout shader distance threshold 
� � 2.3 m/s Tracked jump speed threshold 
� � 3.84 Tracked jump speed scale 
�� 8.0 Gravity speed scale 
�� 2.2m/s Tracked punch speed threshold 
�� 0.46 m/s Tracked locomotion speed threshold 
�� 2.66 Tracked locomotion speed scale 
�� 0.33 Joystick sideways locomotion speed scale 

Table 1: Parameters and their values used in our prototypes. 

4 EXPERIMENT 1: MAZE NAVIGATION 
To verify that 3PP-R—similar to 3PP in general—ofers more possi-
bilities for avatar control without cybersickness, we conducted a 
single-session within-subjects study (N=38) comparing 3PP-R to 
1PP. We used the joystick-controlled maze navigation task illus-
trated in Figure 3. The study was designed to answer six research 
questions: 

• RQ1. Which approach causes the least cybersickness? 
• RQ2. Which approach produces the strongest feeling of em-
bodiment? 

• RQ3. Which approach is the easiest to use? 
• RQ4. Which approach produces the strongest feeling of com-
petence? Feeling competent is a basic psychological need, 
a central intrinsic motivation factor [61], and considered 
essential for good user experience [34]. 

• RQ5. Which approach is considered more natural? 
• RQ6. Which approach do participants prefer? 

4.1 Task design 
The participants were asked to navigate through a maze using an 
Oculus Quest handheld controller’s joystick, collecting 22 waypoint 
spheres. The task was repeated in both 1PP and 3PP-R, with the 
order of experimental conditions counterbalanced. The task was 
designed to last 1-2 minutes, which we expected to be long enough 

Figure 3: The user’s view in the maze navigation study. The 
user’s task is to collect all the spheres. Left: 1st-person per-
spective (1PP). Right: 3PP-R. 

Evin et al. 

for cybersickness to manifest, but short enough to avoid excessive 
sickness. The maze started from an empty room where the par-
ticipants could try out the locomotion, and maze completion time 
was measured starting from reaching the frst sphere placed in a 
corridor leading out from the initial room. 

As the amount of head rotation may afect cybersickness [8, 52, 
56], we minimized head rotation diferences between the experi-
mental conditions by using maze walls so high that one could not 
see the next sphere in 3PP-R without turning one’s head in the 
correct direction, similar to 1PP. 

4.2 Hypotheses 
We formulated the following hypotheses for RQ1 and RQ2: 

• H1: Joystick-controlled locomotion causes signifcantly less 
cybersickness in 3PP-R than in 1PP. 

• H2: 1PP causes a stronger feeling of embodiment. 

As detailed in Section 2, 3PP-R should reduce cybersickness due 
to the display volume limitation and the independent visual back-
ground. Testing H1 was still considered essential, as no previous 
study had tested a 3PP display that orbits around the user when the 
user turns; this novel visual stimuli might feel unnatural or cause 
unpleasant sensations. 

Regarding H2, while there is some evidence to the contrary [20], 
frst-person perspective is generally considered to ofer higher em-
bodiment [57, 63]. 

4.3 Exploratory Research Questions 
RQ3-RQ6 are exploratory, without strong a priori hypotheses. We 
investigated them to inform future research and applications of 
3PP-R. 

Regarding RQ3 and RQ4, given the greater spatial awareness that 
3PP-R provides over 1PP (Figure 3, also [30]), navigating a maze 
in 3PP-R could be considerably faster, which could lead to higher 
ratings on ease of use and competence. However, the high walls of 
our maze prevented participants from perceiving more navigation 
targets and planning further ahead in 3PP-R. 

Regarding RQ5 and RQ6, there are a multitude of factors that 
may afect perceived naturalness and the preferred perspective. 
Hence, we avoided making a priori hypotheses. 

4.4 Inclusion Criteria 
Eligibility criteria were primarily based on the Oculus Quest Health 
and Safety Warnings guide [22]. We instructed people to only con-
sent to participate when unimpaired and not sufering from pre-
existing medical conditions that may be exacerbated by use of the 
virtual reality headset and controllers. Exclusionary impairments in-
cluded being tired or needing sleep, under the infuence of drugs or 
hung-over, currently experiencing digestive issues, under emotional 
stress or anxiety, or sufering from cold, fu, headaches, migraines, 
or earaches. Exclusionary pre-existing medical conditions included 
being pregnant, having pre-existing binocular vision abnormalities 
(such as double vision), or sufering from a heart or other serious 
medical condition. In addition, participants who had a history of 
seizures or an implanted medical device (e.g., cardiac pacemakers, 
hearing aids, and defbrillators) were excluded from participating. 
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4.5 Participants and Recruitment 
38 participants were recruited from Aalto University campus using 
advertisements placed at building entrances. A movie ticket was 
given as an honorarium for participating in the study. In a demo-
graphics questionnaire, gender was asked in short answer format. 
13 participants reported being female (34.2%), and 25 participants 
reported being male (65.8%). Participant age ranged from 15 to 44 
years old (M = 27.6, Mdn = 27.0, SD = 6.11). Participants were asked 
to rate their video game experience and virtual reality experience 
on 5-point Likert scales. The results of these questions indicated 
signifcant video game experience, M = 3.67, Mdn = 4.00, SD = 1.08; 
and relatively low virtual reality experience, M = 2.00, Mdn = 2.00, 
SD = .771. 

4.6 Outcome Measures 
The study had six outcome measures: cybersickness, avatar em-
bodiment, usability (comprising two measures: ease of use and 
naturalness), competence, and player preferences. We measured 
cybersickness using the Simulator Sickness Questionnaire [39]. 
The SSQ is a multi-faceted measure of sickness with factors of 
Nausea (e.g., stomach awareness, increased salivation, sweating), 
Oculomotor (e.g., eyestrain, difculty focusing, blurred vision), and 
Disorientation (e.g, dizziness, vertigo). While there is some debate 
over its applicability to virtual reality [67], recent fndings suggest 
that the symptoms of cybersickness and motion sickness are not 
diferent [49]. In addition, the SSQ has stood the test of time [7], 
VR-specifc questionnaires have been derived directly from the 
SSQ [40], and recent VR studies still use the SSQ as a basis for 
measuring cybersickness [32, 44]. 

To further test cybersickness, in line with postural instability 
theory and prior cybersickness research [54], we used the stand on 
preferred leg (SOPL) test [39]. As we did not have a method readily 
available for measuring hip sway, we elected to use complete failure 
(i.e., participant fails when they must put both feet down) as the 
failure criteria, or a maximum of 30 seconds, whichever came frst. 

To measure embodiment, we use the standardized questionnaire 
from Gonzales-Franco and Peck [28]. The questionnaire contains 25 
seven-point Likert scale questions with six subscales. After review-
ing the questions, only the agency subscale was deemed applicable 
to our study. For instance, the body ownership subscale contains 
the question, "I felt as if the virtual ____ I saw when looking in the 
mirror was my own ____", which was not applicable since there 
was no mirror in the game. The tactile sensations subscale was not 
applicable because there was no direct interaction with objects in 
the game. 

For usability, including whether the VR interaction method was 
easy and natural to use, we modifed the questionnaire proposed 
by McMahan et al. [50] to ft our study. This questionnaire consists 
of 12 VR usability questions, and while not validated, the questions 
were deemed highly relevant to measuring the usability of our 
interaction method. 

To measure competence, we used the competence subscale of 
the Ubisoft Perceived Experience Questionnaire, a validated ques-
tionnaire consisting of fve-point Likert scale questions based on 
Self-Determination Theory [5]. We also measured task completion 
time as a potential contributor to competence. 

CHI PLAY ’20, November 2–4, 2020, Virtual Event, Canada 

To assess player preferences, we conducted semi-structured in-
terviews after the last questionnaire was flled out. In the approxi-
mately two-minute interviews, we asked: 

(1) You played through a maze in frst and third person per-
spective. If you had to choose, which of the two navigation 
methods would you prefer to use in a VR action game and 
why? 

(2) What do you think are the pros and cons of each perspective? 
(3) Do you have any additional feedback you would like to 

provide? 

4.7 Procedure 
Prior to study commencement, consent was obtained if the partici-
pant was at least 15 years old, as per the national research ethics 
board recommendation of Finland. If the participant was under the 
age of 15, parental consent and child assent were obtained. Once 
deemed eligible, the participant frst flled out a demographics ques-
tionnaire. Next, a sickness/nausea rating was obtained related to 
the participant’s current health status. In accordance with Howarth 
and Finch [36], this rating was measured by a single four-point 
Likert scale question, current sickness rating (SR), with possible 
responses of "No symptoms", "Any symptoms, but no nausea", "Mild 
nausea", and "Moderate nausea". The participant was instructed to 
tell the experimenter and discontinue the experiment if moderate 
nausea was selected. Otherwise, the participant then flled out the 
Simulator Sickness Questionnaire (SSQ) [39]. The participant then 
completed the frst maze navigation task. Once complete, the par-
ticipant again answered the SR. If "Moderate nausea" was selected, 
the study was discontinued. Otherwise, the participant next flled 
out the SSQ and performed the SOPL postural stability test [54]. 
The participant then completed the primary study questionnaire 
(PSQ), which measured avatar embodiment [28], usability [50], and 
competence [5]. The participant then completed the second maze 
navigation task. Once complete, the participant answered the SR, 
followed by the SSQ if "Moderate nausea" was not selected, then 
performed the SOPL stability test, and flled out the PSQ. Finally, 
the participant answered questions in a semi-structured interview 
regarding their preferences. 

4.8 Sample Size Determination 
G*Power 3 was used to conduct a priori power analysis to determine 
the total sample size necessary for the study. Power analysis for 
paired-samples t-tests showed a sample of 34 participants would 
be required to detect a medium efect size (Cohen’s dz = .50) with a 
type one error rate 0.05, and 80% power [43]. 

4.9 Statistical Analyses 
Statistical analyses were performed using SPSS version 26.0 [37]. 
All statistical tests were two-tailed and maintained a 5% confdence 
interval. Paired-samples t-tests were performed on avatar embod-
iment and UPEQ competence. Related-samples Wilcoxon signed 
rank tests were performed on cybersickness, usability, and task 
completion time, due to Shapiro-Wilk tests of normality indicat-
ing that the data was not normally distributed. For all hypothesis 
testing, Holm-Bonferroni adjusted p-values are reported. 
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Figure 4: Results comparing 3PP-R and 1PP in the maze navigation test. 3PP-R scores signifcantly better in the Simulator 
Sickness Questionnaire (SSQ), at the cost of somewhat lower embodiment. Holm-Bonferroni corrected p-values are reported. 

4.10 Results 
The results are summarized in Figure 4. The data provides support 
for both hypotheses H1 and H2, indicating that participants expe-
rienced very little cybersickness in 3PP-R, and considerably more 
cybersickness in 1PP, but on the other hand, 1PP ofered a stronger 
feeling of embodiment/agency. Despite the high 1PP cybersickness 
scores, there was no participant dropout. There were no statistically 
signifcant diferences in the other outcome measures. Participant 
preferences were roughly equally divided, some favoring 3PP-R 
because of less cybersickness, and some favoring 1PP because of 
greater immersion. Below, we explain the results in more detail. 

Cybersickness: Results of a Shapiro-Wilk test of normality showed 
that SSQ data was not normally distributed. Thus, a Wilcoxon 
signed rank test was performed. Results of this test showed a sta-
tistically signifcant diference in SSQ ratings, with 1PP (M = 12.7, 
SD = 15.2) resulting in statistically signifcantly greater SSQ ratings 
over 3PP-R (M = 3.94, SD = 6.04); Z = -3.96, p < .001. The efect size 
is large, r = .883. 

Results of a Shapiro-Wilk test of normality showed that SOPL 
(stand on preferred leg) data was not normally distributed. Thus, 
a Wilcoxon signed rank test was performed. Results of this test 
showed there was not a signifcant diference in SOPL between 
1PP (M = 20.4 s, SD = 11.3 s) and 3PP-R (M = 21.2 s, SD = 10.7 s) 
conditions. 

Avatar Embodiment/Agency: Recall that we used the agency sub-
scale of the standardized embodiment questionnaire for this mea-
sure [28]. Results of a Shapiro-Wilk test of normality showed that 
avatar embodiment data was normally distributed. Thus, a paired-
samples t-test was performed. Results of this test showed there was 
a signifcant diference in embodiment ratings, with 1PP (M = 12.3, 
SD = 3.89) resulting in statistically signifcantly greater embodiment 
ratings over 3PP-R (M = 9.37, SD = 4.25); t = -2.55, p = .006. The 
efect size is medium, Cohen’s d = .614. 

Usability: Results of Shapiro-Wilk tests of normality on ease 
and naturalness of use showed neither were normally distributed. 
Thus, Wilcoxon signed rank test were performed. Results of this 
test showed no signifcant diference in ease of use ratings between 
1PP (M = 28.6, SD = 4.16) and 3PP-R (M = 28.6, SD = 4.20) conditions. 
Additionally, there was no signifcant diference in naturalness of 
use between 1PP (M = 27.7, SD = 5.40) and 3PP-R (M = 26.7, SD = 
4.92) conditions. 

Competence: Results of a Shapiro-Wilk test of normality showed 
that UPEQ Competence data was normally distributed. Thus, a 
paired-samples t-test was performed. Results of this test showed 
there was not a signifcant diference in UPEQ Competence ratings 
betweeen 3PP-R (M = 24.4, SD = 3.27) and 1PP (M = 22.8, SD = 3.77) 
conditions. 

Task completion time: Results of a Shapiro-Wilk test of normality 
showed that task completion time data was not normally distributed. 
Thus, a Wilcoxon signed rank test was performed. Results of this 
test showed no signifcant diference in task completion time data 
between 1PP (M = 96.9 s, SD = 37.4 s) and 3PP-R (M = 95.0 s, SD = 
62.0 s) conditions. 

Participant Preferences: The semi-structured interview shed light 
on what perspective people preferred and why. 18 participants 
stated they preferred 1PP, 15 participants stated they preferred 
3PP-R, and 4 participants were unsure or thought it was situational 
(e.g., depends on the game). One participant was in a hurry and 
did not complete the interview. Participants generally stated that 
1PP was more immersive than 3PP-R. 3PP-R was thought to be 
more disconnected from the avatar and game. However, 3PP-R 
was also less dizzying; this lines up with the SSQ results, which 
show there was a signifcant diference in cybersickness reported, 
favoring 3PP-R over 1PP. Participants generally liked the extra 
view of 3PP-R. They stated it was easier to see the environment, 
providing, as stated by P2, an "eagle eye perspective". However, this 
extra view could have been a detriment by removing the challenge 
of the maze navigation task, as participants generally stated 3PP-R 
"made the game very easy [P7]". Some participants, however, saw 
the potential of this perspective in other games to, for instance, 
"solve more technical puzzles [P1]". 

5 EXPERIMENT 2: GAME INTERACTION 
To test how well 3PP-R scales to rich and dynamic interactions 
typical to action games, we developed the game prototype shown 
in Figure 5 and on the supplemental video. 

The game begins by placing the user’s avatar in a room and 
prompting the player to try out the locomotion and body rota-
tion. The user then proceeds through a series of locations, each 
demonstrating diferent movements and interactions: 

• Dodging projectiles by sidestepping (Figure 5A, video at 
00:35). This showcases agile exaggerated locomotion and the 
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Figure 5: Screenshots of our 3PP-R game prototype, captured from an Oculus Quest mobile VR headset. See the supplemental 
video for more. A) Dodging projectiles. B) Walking up a winding staircase. C) Exaggarated leaping between platforms, D) 
Grabbing and dropping objects. E) Punching enemies. F) Jumping to hang from a bar, and then swinging to gain momentum 
for a leap onto the next platform. 

ability to use a death animation for the avatar if the player 
fails to dodge. In 1PP, such a death animation would cause 
nauseating viewpoint movement. 

• A winding staircase, demonstrating viewpoint rotation and 
vertical movement (Figure 5B, video at 01:07). 

• Exaggerated jumping between platforms (Figure 5C, video 
at 01:12). 

• Grabbing and dropping objects, with target acquisition logic 
that counteracts the reduced interaction accuracy in 3PP 
compared to 1PP (e.g., [2, 30]). Objects are pulled to the 
user’s hand when the user presses the grab button. (Figure 
5D, video at 01:23). 

• Punching target dummies, demonstrating the slide-to-target 
exaggerated punching (Figure 5E, video at 01:46). 

• Leaping to hang from a bar, swinging back and forth to gain 
momentum, and then leaping onto a new platform (Figure 
5F, video at 02:06). This is implemented by temporarily mak-
ing the avatar a physics-simulated ragdoll, connecting the 
ragdoll hands to the bar using ball-and-socket joints, and us-
ing shoulder joint motors controlled with the hand tracking 
data. Together with the exaggerated jumping and punching, 
this demonstrates how 3PP-R allows fexible manipulation 
of avatar movement without taking viewpoint control away 
from the user. 

• Leaping onto an enemy from high above and fghting waves 
of enemies on an arena (video at 02:44). This demonstrates 
combining multiple interactions: joystick locomotion, exag-
gerated tracked locomotion for dodging attacks, and exag-
gerated punching. 

We tested the prototype informally with 10 participants, one 
being a family member of an author, and others recruited from 
students and faculty of Aalto University. The participants included 
a professional animator / animation teacher and a professional game 
designer / game design teacher. Each participant played through 
the game, after which we asked which parts of the game were the 
most interesting, how the participants would improve the game, 
what else they would like to experience in this type of VR, and 
whether they experienced nausea or discomfort. Data was analyzed 
and discussed by two researchers, but was not coded independently. 

What was interesting? Three primary themes were mentioned in 
the interviews. First, participants liked the laser dodging. This is de-
spite the fact that some participants could not complete this section 
of the game or had to have assistance from the experimenters. They 
found it the most interesting because of that very challenge, as well 
as the requirement to make dynamic movements with their bodies 
in order to dodge. Second, participants liked the activities where it 
was clear that real-world movements caused the avatar to respond 
in the same way, e.g., the bar swinging. Finally, participants stated 
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they liked the combat section of the game because it was easy, in-
tuitive, and allowed for dynamic and varied movements. This was 
emphasized in particular by the animator and game designer. It was 
also commented that the punch exaggeration elevated the fghting 
to a new level, making it more spatial and dynamic. 

Suggested improvements: Several participants reported difcul-
ties in determining the distance between the avatar and interactive 
objects, such as the cubes they had to pick up, as well as bars they 
had to jump to and grab. This is in line with prior research on how a 
3rd person perspective can make precise interactions more difcult 
[2, 30]. More research is needed to determine the best ways to miti-
gate this, e.g., by switching to 1PP for some interactions like in [32], 
or designing lighting and shadows in a way that gives extra depth 
cues. For example, a bar to jump to could cast a shadow that shows 
when it is directly above the player. One participant also wished to 
see further ahead; it may be that the 3PP-R display volume should 
be expanded in the direction the user and avatar are facing. Other 
complaints and suggestions were mostly about general usability 
issues, such as the laser dodging being too difcult for some players. 
This kind of feedback is to be expected, given that the game is a 
research prototype that has not yet been comprehensively tested 
and fnetuned. 

What would the participants like to experience? Participants gen-
erally stated they would like even more varied and dynamic move-
ments, such as crouching, fying, swimming, or swinging around 
using a "ninja rope". In addition, some stated they would like a 
larger world to explore. 

Nausea and discomfort: All participants stated they had no expe-
rience of nausea. Two participants mentioned having experienced 
nausea when they played frst-person virtual reality games and said 
that 3PP-R worked well in that regard. The only discomfort men-
tioned by a participant was about the ft of the headset, as real-world 
jumping would sometimes slightly dislodge the headset. 

6 DISCUSSION 
Our experiments indicate that 3PP-R works as expected, and en-
ables full-body interaction and agile locomotion in VR spaces larger 
than the real space, with little or no cybersickness. In our maze 
navigation study, the diference in Simulator Sickness Question-
naire scores between 3PP-R and 1PP was clear, and none of the 
participants reported nausea in testing the game prototype. 

Naturally, we do not aim to replace all VR interaction with 3PP-R. 
Instead, we consider 3PP-R an additional tool for VR design, and 
3PP-R could also be combined with 1PP interaction sequences. For 
example, an action game could use 1PP for precise object manipu-
lation (levers, machines) and dialogue with non-player characters, 
and switch to 3PP-R for navigation and/or combat. User preferences 
based on our maze task were divided, and users also commented 
that the suitability of each perspective depends on the game or 
application. 

In light of the results, the strength of 3PP-R is in games that 
combine interaction and agile locomotion in large spaces, e.g., in 
hand-to-hand arena combat. Based on our bar swinging implemen-
tation, 3PP-R is also well suited for the physically based gameplay 
features requested by our participants, e.g., a ninja rope, which 

Evin et al. 

could be highly nauseating in 1PP. Previously, interactive control 
interfaces for physically based avatar movement have been inves-
tigated in the computer animation literature [38]. 3PP-R appears 
to provide a convenient way of displaying and integrating such 
interaction in VR. 

We also consider 3PP-R useful for video games for health and 
physical exercise, as turning around for real induces more body 
movement than only utilizing a controller, and many participants es-
pecially liked the parts of the game prototype where they could use 
their bodies and not just the joystick. From a health perspective, it 
would of course be better to be running and walking long distances 
physically, but this is not feasible except in warehouse-scale VR 
installations. 3PP-R gameplay should be able to induce substantial 
physical exertion even in a limited space, if using enough jumping, 
crouching, punching, and/or other gross-motor movements. 

7 LIMITATIONS AND FUTURE WORK 
We have not yet comprehensively investigated the design space 
of 3PP-R interaction. Our user study only manipulated viewpoint, 
and the experimental conditions did not include variations of other 
variables. In future work, we plan to conduct more experiments, 
investigating user preferences of the parameters in Table 1 and 
the efect of other modifcations, such as exaggerated user rota-
tion speed and diferent visualization volume sizes and shapes. For 
example, if one removes the cutout shader, one gains better spa-
tial awareness; the trade-of between this and possibly greater VR 
sickness needs to be better understood in 3PP-R. 

We also plan to test diferent virtual display types; with the 
miniature 3D model we use, it is natural to only make the display 
orbit around the vertical axis when the user turns. Presently, the 
user can’t look up at the sky of the 3rd person virtual world. How-
ever, this could possibly be implemented with a planar virtual 2D 
display that orbits around the user both vertically and horizontally. 
Furthermore, the 3PP-R setup was designed for the widely avail-
able 6 degrees of freedom head and hand tracking, but future work 
should investigate whether it is better to control the 3PP-R WiM 
position based on head or body rotation. 

In addition, given the simple nature and short duration of the 
maze navigation task, we did not measure presence. We expect 3PP-
R to be generally similar to 3PP in that regard, eliciting less presence 
than 1PP [53, 57, 63]. However, 3PP-R provides more freedom of 
movement and more diverse embodied interaction than 3PP, with 
less cybersickness than 1PP. As our game prototype was praised 
for dynamic and varied movements, a reasonable hypothesis to 
test in future work is that such movement enabled by 3PP-R, as 
demonstrated in our game prototype, may increase presence over 
3PP and joystick control and be on par with traditional 1PP. 

8 CONCLUSION 
We have presented 3PP-R, a simple but powerful VR display and 
interaction technique that allows a new range of interactive ex-
periences with less cybersickness. 3PP-R allows interacting with 
natural movements (e.g., walking, turning, punching) and multiple 
ways of manipulating and empowering user-avatar movement map-
ping. Our game prototype employs techniques such as exaggerated 
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locomotion speed, slide-to-target punching, and joystick-based lo-
comotion, which all reduce the need for real-world space. Thanks 
to the reduced visual-vestibular sensory confict, the movement 
manipulation also causes less cybersickness in 3PP-R than in 1PP. 
Our Simulator Sickness Questionnaire (SSQ) results indicate no or 
very little sickness in 3PP-R maze navigation using steering loco-
motion, and considerably more sickness in 1PP. Also, none of our 
game prototype testers experienced any nausea. 

The main novelty of 3PP-R is allowing the user to turn 360 de-
grees without losing sight of a 3rd person avatar. This is convenient 
with recent low-cost wireless VR headsets that allow body rotation 
without getting tangled with cords. Additionally, many other fea-
tures come together in a novel way in our prototype. To our knowl-
edge, no previous system has both empowered user movement in 
multiple ways and counteracted the associated visual-vestibular 
sensory confict through limiting the 3PP view volume and using 
an additional 1st-person reference world. 

ACKNOWLEDGEMENTS 
This project was supported by Academy of Finland grant 299358. 
Tuukka M. Takala is a JSPS International Research Fellow. 

REFERENCES 
[1] Hironori Akiduki, Suetaka Nishiike, Hiroshi Watanabe, Katsunori Matsuoka, 

Takeshi Kubo, and Noriaki Takeda. 2003. Visual-vestibular confict induced by 
virtual reality in humans. Neuroscience letters 340, 3 (2003), 197–200. 

[2] Felipe Marjalizo Alonso, Raine Kajastila, Tuukka Takala, Mikael Matveinen, 
Mikko Kytö, and Perttu Hämäläinen. 2016. Virtual ball catching performance in 
diferent camera views. In Proceedings of the 20th International Academic Mindtrek 
Conference. ACM, 104–112. 

[3] Benjamin Arcioni, Stephen Palmisano, Deborah Apthorp, and Juno Kim. 2019. 
Postural stability predicts the likelihood of cybersickness in active HMD-based 
virtual reality. Displays 58 (2019), 3–11. 

[4] ashleyriott. 2019. BONEWORKS VR Game Review – the Physics are Phenome-
nal but Pukey. https://www.vrftnessinsider.com/review/boneworks-vr-game-
review-the-physics-are-phenomenal-but-pukey/. 

[5] Ahmad Azadvar and Alessandro Canossa. 2018. Upeq: ubisoft perceived expe-
rience questionnaire: a self-determination evaluation tool for video games. In 
Proceedings of the 13th International Conference on the Foundations of Digital 
Games. ACM, 5. 

[6] Niels H Bakker, Peter O Passenier, and Peter J Werkhoven. 2003. Efects of 
head-slaved navigation and the use of teleports on spatial orientation in virtual 
environments. Human factors 45, 1 (2003), 160–169. 

[7] Stacy A Balk, Mary Anne Bertola, and Vaughan W Inman. 2013. Simulator 
sickness questionnaire: Twenty years later. (2013). 

[8] Judy Barrett. 2004. Side efects of virtual environments: A review of the litera-
ture. Technical Report. Defence Science And Technology Organisation Canberra 
(Australia). 

[9] Jiwan Bhandari, Paul MacNeilage, and Eelke Folmer. 2018. Teleportation without 
spatial disorientation using optical fow cues. In Proceedings of Graphics Interface, 
Vol. 2018. 

[10] Nadia Bianchi-Berthouze. 2013. Understanding the role of body movement in 
player engagement. Human–Computer Interaction 28, 1 (2013), 40–75. 

[11] Nadia Bianchi-Berthouze, Whan Woong Kim, and Darshak Patel. 2007. Does body 
movement engage you more in digital game play? and why?. In International 
conference on afective computing and intelligent interaction. Springer, 102–113. 

[12] Costas Boletsis. 2017. The new era of virtual reality locomotion: a systematic 
literature review of techniques and a proposed typology. Multimodal Technologies 
and Interaction 1, 4 (2017), 24. 

[13] Costas Boletsis and Jarl Erik Cedergren. 2019. VR locomotion in the new era of 
virtual reality: an empirical comparison of prevalent techniques. Advances in 
Human-Computer Interaction 2019 (2019). 

[14] Benjamin Bolte, Frank Steinicke, and Gerd Bruder. 2011. The jumper metaphor: 
an efective navigation technique for immersive display setups. In Proceedings of 
Virtual Reality International Conference. 1–7. 

[15] Doug A Bowman, David Koller, and Larry F Hodges. 1997. Travel in immersive 
virtual environments: An evaluation of viewpoint motion control techniques. In 
Proceedings of IEEE 1997 Annual International Symposium on Virtual Reality. IEEE, 
45–52. 

CHI PLAY ’20, November 2–4, 2020, Virtual Event, Canada 

[16] Evren Bozgeyikli, Andrew Raij, Srinivas Katkoori, and Rajiv Dubey. 2016. Point 
& teleport locomotion technique for virtual reality. In Proceedings of the 2016 
Annual Symposium on Computer-Human Interaction in Play. ACM, 205–216. 

[17] Chris G Christou and Poppy Aristidou. 2017. Steering versus teleport locomotion 
for head mounted displays. In International Conference on Augmented Reality, 
Virtual Reality and Computer Graphics. Springer, 431–446. 

[18] Jeremy Clifton and Stephen Palmisano. 2019. Efects of steering locomotion and 
teleporting on cybersickness and presence in HMD-based virtual reality. Virtual 
Reality (2019), 1–16. 

[19] Sebastian Cmentowski, Andrey Krekhov, and Jens Krueger. 2019. Outstanding: 
A Perspective-Switching Technique for Covering Large Distances in VR Games. 
In Extended Abstracts of the 2019 CHI Conference on Human Factors in Computing 
Systems. ACM, LBW1612. 

[20] Henrique G Debarba, Eray Molla, Bruno Herbelin, and Ronan Boulic. 2015. Char-
acterizing embodied interaction in frst and third person perspective viewpoints. 
In 2015 IEEE Symposium on 3D User Interfaces (3DUI). IEEE, 67–72. 

[21] Henry Been-Lirn Duh, Donald E Parker, and Thomas A Furness. 2001. An 
“independent visual background” reduced balance disturbance envoked by visual 
scene motion: implication for alleviating simulator sickness. In Proceedings of the 
SIGCHI conference on human factors in computing systems. ACM, 85–89. 

[22] Facebook Technologies, LLC. 2020. Legal Documents - Health and Safety Warn-
ings. https://www.oculus.com/legal/health-and-safety-warnings/ 

[23] Fantahorn Studio. 2017. Front Defense: Heroes. https://store.steampowered.com/ 
app/763430/Front_Defense_Heroes. 

[24] Ajoy S Fernandes and Steven K Feiner. 2016. Combating VR sickness through 
subtle dynamic feld-of-view modifcation. In 2016 IEEE Symposium on 3D User 
Interfaces (3DUI). IEEE, 201–210. 

[25] Julian Frommel, Sven Sonntag, and Michael Weber. 2017. Efects of controller-
based locomotion on player experience in a virtual reality exploration game. In 
Proceedings of the 12th international conference on the foundations of digital games. 
ACM, 30. 

[26] Alireza Mazloumi Gavgani, Keith V Nesbitt, Karen L Blackmore, and Eugene 
Nalivaiko. 2017. Profling subjective symptoms and autonomic changes associated 
with cybersickness. Autonomic Neuroscience 203 (2017), 41–50. 

[27] Samuel J Gershman, Eric J Horvitz, and Joshua B Tenenbaum. 2015. Computa-
tional rationality: A converging paradigm for intelligence in brains, minds, and 
machines. Science 349, 6245 (2015), 273–278. 

[28] Mar Gonzalez-Franco and Tabitha C Peck. 2018. Avatar embodiment. towards a 
standardized questionnaire. Frontiers in Robotics and AI 5 (2018), 74. 

[29] Mar Gonzalez-Franco, Daniel Perez-Marcos, Bernhard Spanlang, and Mel Slater. 
2010. The contribution of real-time mirror refections of motor actions on virtual 
body ownership in an immersive virtual environment. In 2010 IEEE virtual reality 
conference (VR). IEEE, 111–114. 

[30] Geofrey Gorisse, Olivier Christmann, Etienne Armand Amato, and Simon Richir. 
2017. First-and Third-Person Perspectives in immersive Virtual environments: 
Presence and Performance analysis of embodied Users. Frontiers in Robotics and 
AI 4 (2017), 33. 

[31] Antti Granqvist, Tapio Takala, Jari Takatalo, and Perttu Hämäläinen. 2018. Exag-
geration of Avatar Flexibility in Virtual Reality. In Proceedings of the 2018 Annual 
Symposium on Computer-Human Interaction in Play. ACM, 201–209. 

[32] Nathan Navarro Grifn and Eelke Folmer. 2019. Out-of-body Locomotion: Vec-
tionless Navigation with a Continuous Avatar Representation. In 25th ACM 
Symposium on Virtual Reality Software and Technology. ACM, 1. 

[33] Perttu Hämäläinen, Tommi Ilmonen, Johanna Höysniemi, Mikko Lindholm, and 
Ari Nykänen. 2005. Martial arts in artifcial reality. In Proceedings of the SIGCHI 
conference on Human factors in computing systems. ACM, 781–790. 

[34] Celia Hodent. 2017. The gamer’s brain: How neuroscience and UX can impact video 
game design. CRC Press. 

[35] Eric Hodgson and Eric Bachmann. 2013. Comparing four approaches to gener-
alized redirected walking: Simulation and live user data. IEEE transactions on 
visualization and computer graphics 19, 4 (2013), 634–643. 

[36] PA Howarth and M Finch. 1999. The nauseogenicity of two methods of navigating 
within a virtual environment. Applied Ergonomics 30, 1 (1999), 39–45. 

[37] IBM Corp. Released 2019. IBM SPSS Statistics for Windows, Version 26.0. Armonk, 
NY: IBM Corp. 

[38] Satoru Ishigaki, Timothy White, Victor B Zordan, and C Karen Liu. 2009. 
Performance-based control interface for character animation. ACM Transac-
tions on Graphics (TOG) 28, 3 (2009), 61. 

[39] Robert S Kennedy, Norman E Lane, Kevin S Berbaum, and Michael G Lilienthal. 
1993. Simulator sickness questionnaire: An enhanced method for quantifying 
simulator sickness. The international journal of aviation psychology 3, 3 (1993), 
203–220. 

[40] Hyun K Kim, Jaehyun Park, Yeongcheol Choi, and Mungyeong Choe. 2018. Virtual 
reality sickness questionnaire (VRSQ): Motion sickness measurement index in a 
virtual reality environment. Applied ergonomics 69 (2018), 66–73. 

[41] Regis Kopper, Tao Ni, Doug A Bowman, and Marcio Pinho. 2006. Design and 
evaluation of navigation techniques for multiscale virtual environments. In Ieee 
virtual reality conference (vr 2006). Ieee, 175–182. 

https://www.vrfitnessinsider.com/review/boneworks-vr-game-review-the-physics-are-phenomenal-but-pukey/
https://www.vrfitnessinsider.com/review/boneworks-vr-game-review-the-physics-are-phenomenal-but-pukey/
https://www.oculus.com/legal/health-and-safety-warnings/
https://store.steampowered.com/app/763430/Front_Defense_Heroes
https://store.steampowered.com/app/763430/Front_Defense_Heroes


         

         
           

             
         

            
            

  
            

          
          

             
       

               
         

 
            

          
         
          

  
              

 
            

           
           

     
               

            
          

         
 

 
              

            
     

          
          
          

         
             

           
           

   
       
           

           
  

           
         

         
      

 
     

 

   

           
              

         
 

             
         

   
            

          
    

            
              

             
            

       
           

 
            

            
           

           
 

         
 

             
          

         
      

 
            

           
        

  
       
             

           
           

        
 

      
 

          
 

       
 

          
           

          
        

           
              

    
             

           
            

   

         

         
           

             
         

            
            

  
            

          
          

             
       

               
         

 
            

          
         
          

  
              

 
            

           
           

     
               

            
          

         
 

 
              

            
     

          
          
          

         
             

           
           

   
       
           

           
  

           
         

         
      

 
     

 

   

           
              

         
 

             
         

   
            

          
    

            
              

             
            

       
           

 
            

            
           

           
 

         
 

             
          

         
      

 
            

           
        

  
       
             

           
           

        
 

      
 

          
 

       
 

          
           

          
        

           
              

    
             

           
            

   

         

         
           

             
         

            
            

  
            

          
          

             
       

               
         

 
            

          
         
          

  
              

 
            

           
           

     
               

            
          

         
 

 
              

            
     

          
          
          

         
             

           
           

   
       
           

           
  

           
         

         
      

 
     

 

   

           
              

         
 

             
         

   
            

          
    

            
              

             
            

       
           

 
            

            
           

           
 

         
 

             
          

         
      

 
            

           
        

  
       
             

           
           

        
 

      
 

          
 

       
 

          
           

          
        

           
              

    
             

           
            

   

CHI PLAY ’20, November 2–4, 2020, Virtual Event, Canada 

[42] Andrey Krekhov, Sebastian Cmentowski, Katharina Emmerich, Maic Masuch, 
and Jens Krüger. 2018. GulliVR: A walking-oriented technique for navigation in 
virtual reality games based on virtual body resizing. In Proceedings of the 2018 
Annual Symposium on Computer-Human Interaction in Play. ACM, 243–256. 

[43] Daniël Lakens. 2013. Calculating and reporting efect sizes to facilitate cumulative 
science: a practical primer for t-tests and ANOVAs. Frontiers in psychology 4 
(2013), 863. 

[44] Eike Langbehn, Paul Lubos, and Frank Steinicke. 2018. Evaluation of locomotion 
techniques for room-scale vr: Joystick, teleportation, and redirected walking. In 
Proceedings of the Virtual Reality International Conference-Laval Virtual. ACM, 4. 

[45] Joseph J LaViola Jr. 2000. A discussion of cybersickness in virtual environments. 
ACM Sigchi Bulletin 32, 1 (2000), 47–56. 

[46] Joseph J LaViola Jr, Ernst Kruijf, Ryan P McMahan, Doug Bowman, and Ivan P 
Poupyrev. 2017. 3D user interfaces: theory and practice. Addison-Wesley Profes-
sional. 

[47] Lauri Lehtonen, Maximus D Kaos, Raine Kajastila, Leo Holsti, Janne Karsisto, 
Sami Pekkola, Joni Vähämäki, Lassi Vapaakallio, and Perttu Hämäläinen. 2019. 
Movement Empowerment in a Multiplayer Mixed-Reality Trampoline Game. In 
Proceedings of the Annual Symposium on Computer-Human Interaction in Play. 
ACM, 19–29. 

[48] Joe Ludwig. 2013. What We Learned Porting Team Fortress 2 to Virtual Reality. 
https://www.gdcvault.com/play/1017798/What-We-Learned-Porting-Team. 

[49] Alireza Mazloumi Gavgani, Frederick R Walker, Deborah M Hodgson, and Eugene 
Nalivaiko. 2018. A comparative study of cybersickness during exposure to virtual 
reality and “classic” motion sickness: are they diferent? Journal of Applied 
Physiology 125, 6 (2018), 1670–1680. 

[50] Ryan P McMahan, Doug A Bowman, David J Zielinski, and Rachael B Brady. 2012. 
Evaluating display fdelity and interaction fdelity in a virtual reality game. IEEE 
transactions on visualization and computer graphics 18, 4 (2012), 626–633. 

[51] Susan Michalak. 2017. Guidelines for Immersive Virtual Reality Expe-
riences. https://software.intel.com/en-us/articles/guidelines-for-immersive-
virtual-reality-experiences. 

[52] Earl F Miller II and Ashton Graybiel. 1970. Motion sickness produced by head 
movement as a function of rotational velocity. Vol. 1101. Naval Aerospace Medical 
Institute, Naval Aerospace Medical Center. 

[53] Diego Monteiro, Hai-Ning Liang, Wenge Xu, Marvin Brucker, Vijayakumar Nan-
jappan, and Yong Yue. 2018. Evaluating enjoyment, presence, and emulator 
sickness in VR games based on frst-and third-person viewing perspectives. Com-
puter Animation and Virtual Worlds 29, 3-4 (2018), e1830. 

[54] Ronald R Mourant and Thara R Thattacherry. 2000. Simulator sickness in a 
virtual environments driving simulator. In Proceedings of the human factors and 
ergonomics society annual meeting, Vol. 44. SAGE Publications Sage CA: Los 
Angeles, CA, 534–537. 

[55] Oculus VR. 2019. Oculus Quest. https://www.oculus.com/. 
[56] Stephen Palmisano, Rebecca Mursic, and Juno Kim. 2017. Vection and cyber-

sickness generated by head-and-display motion in the Oculus Rift. Displays 46 
(2017), 1–8. 

[57] Valeria Ivanova Petkova, Mehrnoush Khoshnevis, and H Henrik Ehrsson. 2011. 
The perspective matters! Multisensory integration in ego-centric reference frames 
determines full-body ownership. Frontiers in psychology 2 (2011), 35. 

[58] Playful. 2016. Lucky’s Tale. https://www.oculus.com/experiences/rift/ 
909129545868758/. 

[59] Polyarc. 2018. Moss. https://www.oculus.com/experiences/quest/ 
1654565391314903/. 

Evin et al. 

[60] Holger T Regenbrecht, Thomas W Schubert, and Frank Friedmann. 1998. Mea-
suring the sense of presence and its relations to fear of heights in virtual en-
vironments. International Journal of Human-Computer Interaction 10, 3 (1998), 
233–249. 

[61] Richard M Ryan and Edward L Deci. 2000. Intrinsic and extrinsic motivations: 
Classic defnitions and new directions. Contemporary educational psychology 25, 
1 (2000), 54–67. 

[62] Mel Slater, John McCarthy, and Francesco Maringelli. 1998. The infuence of 
body movement on subjective presence in virtual environments. Human Factors 
40, 3 (1998), 469–477. 

[63] Mel Slater, Bernhard Spanlang, Maria V Sanchez-Vives, and Olaf Blanke. 2010. 
First person experience of body transfer in virtual reality. PloS one 5, 5 (2010). 

[64] Mel Slater, Martin Usoh, and Anthony Steed. 1995. Taking steps: the infuence 
of a walking technique on presence in virtual reality. ACM Transactions on 
Computer-Human Interaction (TOCHI) 2, 3 (1995), 201–219. 

[65] Sony Interactive Entertainment Japan Studio. 2018. Astro Bot Rescue Mission. 
https://www.playstation.com/en-us/games/astro-bot-rescue-mission-ps4/. 

[66] Richard Stoakley, Matthew J Conway, and Randy Pausch. 1995. Virtual reality 
on a WIM: interactive worlds in miniature. In CHI, Vol. 95. 265–272. 

[67] William Bruce Stone III. 2017. Psychometric evaluation of the Simulator Sick-
ness Questionnaire as a measure of cybersickness. Ph.D. Dissertation. Iowa State 
University. 

[68] Stress Level Zero. 2019. Boneworks VR game. https://store.steampowered.com/ 
app/823500/BONEWORKS/. 

[69] Evan A Suma, Seth Clark, David Krum, Samantha Finkelstein, Mark Bolas, and 
Zachary Warte. 2011. Leveraging change blindness for redirection in virtual 
environments. In 2011 IEEE Virtual Reality Conference. IEEE, 159–166. 

[70] Survios. 2017. Raw Data. https://store.steampowered.com/app/436320/Raw_ 
Data/. 

[71] Tuukka M Takala, Perttu Hämäläinen, Mikael Matveinen, Taru Simonen, and Jari 
Takatalo. 2013. Enhancing spatial perception and user experience in video games 
with volumetric shadows. In Australian Computer-Human Interaction Conference. 
Springer, 91–113. 

[72] Unity Technologies. 2020. Unity 3D. https://unity.com/. 
[73] Martin Usoh, Kevin Arthur, Mary C Whitton, Rui Bastos, Anthony Steed, Mel 

Slater, and Frederick P Brooks Jr. 1999. Walking> walking-in-place> fying, in 
virtual environments. In Proceedings of the 26th annual conference on Computer 
graphics and interactive techniques. ACM Press/Addison-Wesley Publishing Co., 
359–364. 

[74] Valve. 2020. Half-Life: Alyx. https://store.steampowered.com/app/546560/ 
HalfLife_Alyx/. 

[75] Veritan. 2019. Boneworks: Tips to reduce Motion Sickness. https:// 
steamcommunity.com/app/823500/discussions/0/3963662399212243926/. 

[76] Vertigo Games. 2016. Arizona Sunshine. https://store.steampowered.com/app/ 
342180/Arizona_Sunshine/. 

[77] Preston Tunnell Wilson, William Kalescky, Ansel MacLaughlin, and Betsy 
Williams. 2016. VR locomotion: walking> walking in place> arm swinging. In 
Proceedings of the 15th ACM SIGGRAPH Conference on Virtual-Reality Continuum 
and Its Applications in Industry-Volume 1. ACM, 243–249. 

[78] Chadwick A Wingrave, Yonca Haciahmetoglu, and Doug A Bowman. 2006. Over-
coming world in miniature limitations by a scaled and scrolling WIM. In 3D User 
Interfaces (3DUI’06). IEEE, 11–16. 

[79] Fei Wu and Evan Suma Rosenberg. 2019. Combining Dynamic Field of View 
Modifcation with Physical Obstacle Avoidance. In 26th IEEE Conference on Virtual 
Reality and 3D User Interfaces, VR 2019. Institute of Electrical and Electronics 
Engineers Inc., 1882–1883. 

https://www.gdcvault.com/play/1017798/What-We-Learned-Porting-Team
https://software.intel.com/en-us/articles/guidelines-for-immersive-virtual-reality-experiences
https://software.intel.com/en-us/articles/guidelines-for-immersive-virtual-reality-experiences
https://www.oculus.com/
https://www.oculus.com/experiences/rift/909129545868758/
https://www.oculus.com/experiences/rift/909129545868758/
https://www.oculus.com/experiences/quest/1654565391314903/
https://www.oculus.com/experiences/quest/1654565391314903/
https://www.playstation.com/en-us/games/astro-bot-rescue-mission-ps4/
https://store.steampowered.com/app/823500/BONEWORKS/
https://store.steampowered.com/app/823500/BONEWORKS/
https://store.steampowered.com/app/436320/Raw_Data/
https://store.steampowered.com/app/436320/Raw_Data/
https://unity.com/
https://store.steampowered.com/app/546560/HalfLife_Alyx/
https://store.steampowered.com/app/546560/HalfLife_Alyx/
https://steamcommunity.com/app/823500/discussions/0/3963662399212243926/
https://steamcommunity.com/app/823500/discussions/0/3963662399212243926/
https://store.steampowered.com/app/342180/Arizona_Sunshine/
https://store.steampowered.com/app/342180/Arizona_Sunshine/

