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Abstract
Mobile users demand more and more data traffic, yet network resources are limited. This creates
a challenge for network resource management. One way of addressing this challenge is by under-
standing the data usage patterns of mobile users so that resources can be optimally allocated based
on user traffic demand and data usage behavior. However, understanding and characterizing the data
usage patterns of mobile users is a complex task. In this work, we investigate and characterize users’
data usage patterns and behavior in mobile networks. We leverage a dataset (∼113 million records)
collected through a crowd-based mobile network measurement platform –Netradar – across five coun-
tries. Data usage behavior of users over a cellular network is primarily driven by user mobility, the
type of subscription plan marketed by Mobile Network Operators (MNOs), network congestion, and
network coverage. We apply an unsupervised machine learning approach to cluster mobile user types
by considering different factors such as data consumption, network access type, the number of ses-
sions created per user, throughput, and mobility. By defining data usage pattern of mobile users, we
develop a user clustering model and identify three different mobile user groups (clusters). Our cluster-
ing model shows that the data usage patterns are unevenly distributed across the five countries studied,
characterized by a small number of heavy users consuming the highest volume of data. We show how
the types of applications installed by users correlate with data consumption patterns in some coun-
tries. Heavy users tend to install more traffic-demanding apps than users from the other two groups –
regular and light users. Finally, we trained a classification model using the labeled dataset produced
by our aforementioned user clustering method. The model helps classifying mobile users according
to their usage patterns (i.e., heavy, regular, and light) with an accuracy of ∼80% in the test dataset.

1. Introduction
The demand for mobile data traffic is increasing. As mo-

bile technology and network coverage improve over time,
the use of data-intensive applications such as video stream-
ing from mobile devices is growing rapidly. Studies show
that a significant share of traffic generated from mobile de-
vices increasingly consists of multimedia content [1, 2, 3, 4].
As reported by Ericsson [5] in 2018, video application con-
tent alone covered 60% of the mobile data traffic and it is
projected to cover 74% of the traffic by 2024. Moreover, ac-
cording to Cisco’s global mobile data traffic report [6], there
is an increasing demand for mobile data traffic where more
than 75% of mobile data traffic will be multimedia contents
by 2020.

Mobile networks are becoming more heterogeneous to
keep up with the ever-increasing demand for mobile traf-
fic [7]. As the traffic demand, the complexity of the net-
work, and the number of users increase, managing the net-
work resources and understanding the data usage patterns of
mobile users becomes complex. As a result, service and con-
tent providers need to efficiently manage available resources
based on the data usage behavior of their customers. Identi-
fying the data usage patterns of mobile users can be useful in
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various scenarios, such as managing the increasing demand
for mobile data usage [8], understanding urban dynamics [9]
for improved urban planning [10], developing of data plan
products1, as well as enhancing communication and service
quality. It has also been shown that data usage and transfer
patterns of different applications have a significant impact
on the energy consumption of mobile devices [2]. There-
fore, understanding the data usage patterns of mobile users
at various locations and market places is becoming increas-
ingly important.

A number of research articles focus on mobile data us-
age patterns and behavior. The focus of previous work in-
cludes user location and mobility patterns [12, 13], tempo-
ral dynamics of mobile users [14], and quality of experi-
ence [15, 16, 17]. However, most of the previous studies are
limited to a single operator [18]; target a specific city and lo-
cation [19]; study usage behavior targeting application types
accessed by users [20, 21, 22, 23]; or are based on limited
measurement data and user spaces [24].

In this paper, we characterize data usage patterns and be-
haviors of mobile users across five different countries. We
study whether clusters emerge from users’ data usage pat-
terns and user behavior. We also investigate whether it is
possible to build a model that predicts (classifies) such type
of data usage patterns using machine learningmethods. This

1For instance, Telecom Italia introduces unlimited access on chat,
streaming and social media but limited data usage on other services [11].
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paper provides new insight into mobile users’ data usage pat-
terns and solid confirmation on the previous outcomes using
real-world measurement datasets across countries. The con-
tributions of this paper are summarized as follows:

First, we leverage ameasurement dataset (∼113M records)
collected using the Netradar [25] mobile measurement plat-
form from five countries. The dataset covers a wide range of
geographical areas, MNOs, and mobile users. We investi-
gate data usage patterns of mobile users by considering both
data traffic flows and the type of installed applications.

Second, we define the data usage pattern of mobile users
based on user mobility, location, device model, network per-
formance (e.g., throughput and latency), and network tech-
nology coverage. Using this definition, we present a mobile
user clustering model by applying an unsupervised machine
learning algorithm. Using the clustering model, we identify
and study the commonality among groups of mobile users,
including the trend of data consumption and interaction with
their device. We observe that small share of heavy cellular
network users (from 2% to 4%) have the highest data con-
sumption. We also show that the type of apps installed by
mobile users has a relationshipwith the users’ data consump-
tion patterns. For instance, heavy users often install more
apps that generate high data traffic, such as photography, so-
cial media, and video players.

Third, we develop a prediction model that helps classify
mobile users’ data usage patterns and behavior. If the users’
data usage pattern and behavior are predictable, MNOs can
apply different pricing and traffic resource optimizing meth-
ods [26] based on their customer resource demand and data
usage patterns. In-line with this, using the labeled dataset
produced from the user clustering method as input features,
we develop a classification model that helps classify users’
data usage patterns (with 80% accuracy on the test dataset).
As part of our contribution, we will make the dataset avail-
able to the community, upon publication.

The paper is structured as follows. Section 2 presents
the measurement platform and the dataset that we have used
for the analysis. Section 3 presents the unsupervised model
of clustering mobile users based on their data usage behav-
ior. Section 4 presents a supervised based user classification
model. Finally, Section 5 covers related work, and Section 7
concludes the paper.

2. Methodology
In this section, we introduce the Netradar mobile mea-

surement platform, which has been used to collect the dataset.
We also describe the metrics that we have used from the
dataset.
2.1. Measurement Platform

Netradar [25] is a crowdsourced mobile measurement
platform. The platform estimates link capacity of cellular
networks on smartphones, using probe-based measurement
methodologies. The method is a hybrid of Probe GapModel
(PGM) and Probe Rate Model (PRM) [27]. PGM and PRM

utilize packet pair [28] probes to estimate the available band-
width. In this paper, we describe the parts of the measure-
ment platform relevant to our study. The detailed description
of the Netradar measurement platform and its validation are
available [29].

TheNetradar platform passively listens to the ingress and
egress traffic of a device without imposing any synthetic traf-
fic. The measurement application at the client device runs
in the background until it triggers the measurement when a
user starts sending or receiving data. If it observes incoming
or outgoing traffic on the device, then the application starts
sampling the traffic rate of the ingress and egress traffic (e.g.,
on Android using Android traffic Stat API [30]). Currently,
the measurement platform runs on Android mobile devices.

The session starts if there is enough traffic (at least five
IP packets) in either the uplink or downlink direction. The
session ends if the link stays idle for two seconds. Session
duration is defined as the interval between the starting time
of the sampling phase until the traffic stops. The duration
of the session can be in the range from less than a second to
several minutes. The platform does not record sessions of
only a few packets (< 5 IP packets).

The platform also records unconstrained and constrained
speeds of the network. Unconstrained speed is themaximum
speed recorded during the session when users were not lim-
ited by the network. It is the data rate that the user needs
from the network to use mobile apps on his/her device suit-
ably. In contrast, the constrained speed is recorded when the
network is a limiting factor. It reflects the maximum data
rate offered by the network to the user. It is inferred based
on the queuing delay of packets, the available bandwidth and
the latency information [29].

The constrained speed can be null if there is no latency
information or the user never hit the network speed (i.e., con-
strained did not happened at all; e.g., when the server did not
send data fast enough that could possibly congest the net-
work). A given session can have only uplink or downlink
data recorded. For instance, if the user is watching video
from YouTube, most of the sessions are downlink data. For
such cases, there is no need to send much data on the up-
link, or there are very few traffic which is not statistically
sufficient to keep records related to the uplink information.
On the other hand, if a user is uploading a picture to Face-
book for instance, then most traffic flows are in the uplink
direction.

Every session has a unique identifier with its own start
and end time and metadata about the session. For each mea-
surement session the system records the following meta in-
formation: device information, information about the sub-
scriber’s MNO, location and user velocity. The methadata
also contains information about network type (WiFi or cel-
lular) and accessed radio technologies (2G, 3G, 4G) with
detailed radio quality of service (QoS) values. The con-
strained and unconstrained speeds for both downlink and
uplink are also recorded. Besides, every session contains
the average download and upload speed, total upload and
download bytes, latency, signal strength, session length, and
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information about the base station (e.g., cell ID, area code,
radio frequency channel number). Every session has associ-
ated tile information (e.g., country, city, population density),
where each tile is the area coverage of 100m by 100m times.
2.2. Dataset

Table 1
Number of users and sessions created in cellular networks
by country.

Country # of sessions (M) # Users

Finland (FI) 35.1 22795
United Kingdom (UK) 34 20529
Japan (JP) 19.8 8081
Brazil (BR) 17.8 7164
Germany (DE) 6.3 6548

The dataset we use for the analysis is collected using the
Netradar mobile network measurement platform. We use
data from the mobile users devices in five different coun-
tries (Finland, Germany, the United Kingdom, Japan, and
Brazil). Mobile users in the respective countries are identi-
fied based on the network and subscribers Mobile Country
Code (MCC) value. In other words, a user in a given country
has to be a subscriber to one of the Mobile Network Opera-
tors (MNO) in that country and accessing the network within
the same country. For the sake of simplicity, roaming users
are not included. For our analysis, we use a month-long
(July 2018) dataset. The number of measurement sessions
created per country over cellular networks are in the order
of millions. Table 1 summarizes the number of users and
sessions created per country in cellular networks. We per-
formed a detailed analysis of different network factors and
data usage patterns of mobile users across six countries [31].
We showed that the data usage behavior of mobile users de-
pends on different factors such as user mobility, presence of
network congestion, the accessed radio technology type, and
network coverage. In this paper, we use our previous anal-
ysis as a base for feature selection to develop a clustering
model of mobile users’ data usage patterns.

3. Clustering Mobile Users
In this section, we apply the unsupervised K-means clus-

tering method [32] to group mobile users based on their traf-
fic consumption and activity level. First, we present data
processing followed by similarity computation to create user
clustering. Thenwe present the analysis on the types of users
and the app categories they use per cluster.

Say for a set of m users and a maximum limit of a given
time T , usage pattern UP is defined by the tuple UP =
(C, F ,R, P ,D, V ,N,B), where C is the number of times
user runs under congestion (constrained download speeds);
F is the number of times the user runs without congestion
(unconstrained download speeds); R is the percentage of
accessing 4G or 3G network 2; P is the average popula-

2Note that 4G refers to all releases of Long Term Evolution (LTE) radio

tion size of the area where the user was accessing the net-
work; V is the throughput (average constrained and uncon-
strained download speed); D is the average session dura-
tion; N is the number of sessions created by the user; B
is the total data volume transferred (uplink, and downlink
direction) per time interval t. For our case, the time inter-
val t is set to one hour. The usage pattern for a given user
ID i can be defined as: upi = upik|1 ≤ k ≤ T . Therefore,
the usage pattern for a given user ID i at time k can be de-
fined as: upik = (cik, f

i
k, r

i
k, p

i
k, d

i
k, v

i
k, n

i
k, b

i
k). User ID I is a

combination of installation id, device model, device brand
name, subscriber MNO, and network country. The afore-
mentioned eight features are identified and selected based
on the observation from our previous [31] and other related
work [19, 33].
3.1. Data processing

For cluster analysis, we consider a one-month (July 2018)
dataset collected from five countries over cellular networks.
Note that, since September 2018, Android started halting
background processes that stay for longer sessions. There-
fore, we picked July 2018 as it has more datasets and the
measurements were not interrupted by the OS.

The dataset is filtered and prepared as follows: First, for
every user i, the measurement data is grouped by user ID.
The time slot we choose is a one-hour interval. So, uti con-tains a set of all sessions that lay within the time interval of
t for a given user i. Here, the time t we considered is ev-
ery hour across all days per user during the one-month. For
every user, we calculate the hourly total traffic flows (down-
link + uplink), average session duration, number of sessions,
the number of times users get access to 4G and 3G network,
the number of times users run into congestion and without
congestion, the average download and upload speeds that the
user gets when it run into congestion (constrained download
speed). From our observations, the parameters mentioned
above have small variation across different days in the same
hour, as also observed in [19]. Hence a one-hour time slot
for the whole month could represent the traffic of a given
user with better time granularity.

For clustering, we consider only users that have at least
seven days of activemeasurement sessions during themonth.
As a result, for every user, we get enough measurements and
user activities for at least seven different days. This is im-
portant to capture the data usage behavior of users. Note
that, since a user might not have measurements in all of the
time intervals, we assume that missed values are created ei-
ther because users were not using their devices to access
the Internet or there was no active traffic flowing in both in-
gresses and egress directions. Finally, the eight features are
reshaped and transformed into row-vector V (f, ℎ), where f
represents the features and ℎ = {1,… , 24}. Every row rep-
resenting a user have information on the aforementioned fea-
tures at every one-hour interval.
technology. The 3G refers to all other releases of radio technologies prior
to LTE.
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3.2. Similarity computation and clustering
User grouping and clustering are performed based on the

filtered and prepared datasets using Python’s scikit-learn li-
brary [34]. We use the K-means clustering [35] method,
which uses the Euclidean distance to measure the similar-
ity between the mobile users. For a set of m mobile users
U = {u1, u2, u3, ..., um}, as defined above, we apply the Eu-
clidean distance [36] to compute the similarity between met-
rics for every user. As k-means clustering depends on the
distance matrix to group data points, the algorithm works
well when all features are in a common range. This is im-
portant so that features with large scale value do no dominate
small scale features [37]. To ensure this, before computing
the distances, the dataset is normalized so that the mean and
the standard deviation is 0 and 1, respectively.

Since the measurement has multiple features, we applied
dimensionality reduction using Principal Component Analy-
sis (PCA), before performing K-means clustering. Applying
PCA helps to reduce the dimensionality of the feature space
without losing too much information. As shown in [38], ap-
plying PCA before clustering potentially improves the clus-
tering quality. Especially for the K-means-based clustering
method, the PCA can potentially improve the accuracy of the
cluster. We also observe that the quality of the cluster im-
proves when we apply PCA than without PCA.We choose to
use the PCA component size that explains 99% of the vari-
ance.

Let C = c1, c2, c3, ..., ck be a set of clusters where ev-
ery ci is a group of users with ‘similar’ traffic patterns and
demand, and k is the number of clusters. In unsupervised
learning, the number of clusters (i.e., the number of cen-
troids) has to be specified before doing the clustering. To de-
cide on the optimum number of clusters, we use within clus-
ter sum of squares (WCSS) – elbow method and the dendro-
gram structure of hierarchical clustering. Note that, we have
also tested hierarchical clustering and found that K-means is
faster and produces more valid clusters. The validity of the
clusters (as we will discuss in the next paragraph) is mea-
sured in terms of groups of users that have similar data us-
age patterns. Accordingly, we found that K-means has better
cluster results on the dataset than the hierarchical clustering
method.

To measure the quality of the separation of the clusters,
we applied three different stopping criteria. The criteria are
silhouette score (SH) [39], Calinski-Harabasz index (CH) [40],
Davies Bouldin score (DB) [41] and Dunn index (DI) [42].
These scores are among the list of recommended metrics for
choosing the number of clusters as surveyed in [43, 44]. The
silhouette score is a measure of how close each data point is
in a single cluster (cohesion) compared with the other clus-
ters (separation). The silhouette coefficients measure is in
the range between -1 and 1, where the optimal clustering is
with the highest SH score. SH of negative value suggests a
data point is wrongly assigned to the cluster. The Calinski-
Harabasz index is another measure that is used to quantify
how well the clusters at different groups are separated and
how data points in a single cluster are closer to each other.

Table 2
The cluster size (K) with different cluster separation quality
measure values.

K CH SH DB DI

2 1203.99 0.26 2.5 0.015833
3 968.91 0.12 2.58 0.013325
4 822.73 0.12 2.35 0.007417
5 755.61 0.1 2.25 0.013325
6 687.46 0.09 2.2 0.013325

The CH score is higher when clusters are dense and well
separated. The DB index measures the dispersion of data
points within a cluster (intra-cluster distance) in terms of
the dissimilarity measure between two different clusters (the
inter-cluster distance). The DB index values closer to zero
indicate a better partition. The optimal number of cluster-
ing could be found by minimizing the DB index values. The
Dunn index (DI) [42] is a metric is an internal cluster eval-
uation scheme, where the metrics is calculated based on the
clustered data itself. Higher values of the DI score indicate
better clustering. Table 2 shows the score of these values at
different cluster sizes.

To decide the cluster size, we use the combination of
domain knowledge ( e.g., from a previous study [19], WCSS
– elbow method, the dendrogram structure (plot not shown),
and optimizing the aforementioned scores (CH, SH, DB, and
DI). As a result, we choose the cluster size ofK = 3 and have
run theK-means clustering algorithm. The optimumnumber
is chosen after testing each country dataset separately. We
found that the cluster size of three is a more reasonable num-
ber of user groups based on the metrics mentioned above.
The K-means clustering algorithm runs 1000 times indepen-
dently with centroids selection based on K-means++ [45].
Running the algorithm several times with different initializa-
tion of the centroid is essential so that it does not converge
to the local minimum. K-means++ based centroid selection
randomly picks the centroid (of K size) for the first itera-
tion. Then it assigns each data point to the nearest centroid
based on the calculated distance. K-means++ based cen-
troid selection chooses the centroid that minimizes the Sum
of Square (SS) distance between every data point to the class
centroid. The maximum number of iteration for every single
run is set to 600 with the tolerance value of 0.0001.
3.3. Cluster analysis

We run the clustering algorithm over the dataset for each
country separately and identify group of cellular users be-
longing together based on their data usage patterns. Accord-
ingly, we found three distinct group of users and named them
as ‘Heavy’, ‘Regular’, and ‘Light’ users. ‘Heavy’ users can
be characterized as users that consume the highest volume
of data (both in download and upload). They are also who
frequently interact with their devices (based on the number
of sessions created by users). ‘Light’ users are users with a
small amount of download/upload bytes and session number.
‘Regular’ users are found in between the two user groups.
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Table 3
The median data consumption and number of sessions per user group across countries.
The three numbers inside the bracket next to each country name show the number of users
(%) under Heavy, Regular, and Light clusters, respectively. The numbers under the total
Bytes column separated by the pipe represent the download and upload size, respectively.

Country (%) Total Bytes (MB) # Sessions
Heavy (H) Regular (R) Light (L) H R L

FI (3.5, 41.9, 54.6) 309.9 | 18.8 59.9 | 4.4 8.5 | 0.9 389 85 20
DE (2.2, 23, 74.8) 58.2 | 5.1 9.9 | 1.2 2.4 | 0.3 169 32 10
UK (3.1, 27.2, 69.7) 65.2 | 5.8 12.1 | 1.4 2.9 | 0.4 146 32 11
JP (3.1, 32.9, 64) 98.4 | 7.7 14.7 | 1.6 3.4 | 0.4 211 38 11
BR (4.6, 35.8, 59.6) 186.7 | 13.8 29.8 | 2.8 4.8 | 0.7 277 71 21

Figure 1: The median distribution of different metrics per cluster for mobile users in Finland. Note the scale difference in both
X and Y axes.

Identifying a heavy user from light users can be, for instance,
used as an input for optimal resources management based on
demands.

Table 3 summarizes the number of users in each clus-
ter along with total data consumption and sessions created
per every country. It shows that both the number of users
and the data consumption grouped together in one country
varies compared with the similar group (cluster labels) in
another country. For instance, considering the level of data
consumption and session creation heavy users in Finland and
Brazil consume two times more than heavy users in Ger-
many and the UK. For brevity, we discuss the cluster of two
countries (Finland and Brazil) in detail and opt out the detail
discussion of other countries.

Fig. 1 depicts the median total download and upload val-
ues (left column); the unconstrained and constrained data
rates (middle column); the number of sessions and session
duration (the right column) per cluster for users in Finland.

From the figure, we can observe that cluster 1 consists of a
group of users that mostly consume the highest amount of
download (309.9 MB) and upload (18.8 MB) values in all
times of the day. We refer this group of users as heavy users.
Heavy users cover only 3.5% of the total users from our mea-
surement. Note that, the label assignment as ‘heavy’, ‘reg-
ular’, and ‘light’ user is primarily based on the median total
download/upload bytes and the number of sessions created
per clusters from highest to lowest. These group of users ac-
tively engage with their device as can be seen from the num-
ber of sessions created by the user (top right column). These
are also users who get the highest download speed compared
to the other user groups. Moreover, they constantly hit the
maximum network speed of the network (constrained speed)
at all times of the day. In the heavy users group, there are
more than 3.8M measurements collected from 399 unique
users.

Users in cluster 2 can be considered as regular users.

Walelgne E.A. et al.: Page 5 of 12

J

varies compared with the similar group (cluster labels) in

J

varies compared with the similar group (cluster labels) in
another country. For instance, considering the level of dataJanother country. For instance, considering the level of data
consumption and session creation heavy users in Finland andJconsumption and session creation heavy users in Finland and
Brazil consume two times more than heavy users in Ger-JBrazil consume two times more than heavy users in Ger-
many and the UK. For brevity, we discuss the cluster of twoJmany and the UK. For brevity, we discuss the cluster of two
countries (Finland and Brazil) in detail and opt out the detailJcountries (Finland and Brazil) in detail and opt out the detail

ou
rIdentifying a heavy user from light users can be, for instance,

ou
rIdentifying a heavy user from light users can be, for instance,

used as an input for optimal resources management based on

ou
rused as an input for optimal resources management based on

summarizes the number of users in each clus-

ou
rsummarizes the number of users in each clus-

ter along with total data consumption and sessions created

ou
r

ter along with total data consumption and sessions created
per every country. It shows that both the number of usersou

r

per every country. It shows that both the number of users
and the data consumption grouped together in one countryou

r

and the data consumption grouped together in one country
varies compared with the similar group (cluster labels) inou

r

varies compared with the similar group (cluster labels) in
another country. For instance, considering the level of dataou

r

another country. For instance, considering the level of data
consumption and session creation heavy users in Finland andou

r

consumption and session creation heavy users in Finland and

na
l P

re
-p

ro
of

Bytes column separated by the pipe represent the download and upload size, respectively.

na
l P

re
-p

ro
of

Bytes column separated by the pipe represent the download and upload size, respectively.

na
l P

re
-p

ro
of

Total Bytes (MB) # Sessions

na
l P

re
-p

ro
of

Total Bytes (MB) # Sessions
Heavy (H) Regular (R) Light (L) H R L

na
l P

re
-p

ro
of

Heavy (H) Regular (R) Light (L) H R L

na
l P

re
-p

ro
ofFI (3.5, 41.9, 54.6) 309.9 | 18.8 59.9 | 4.4 8.5 | 0.9 389 85

na
l P

re
-p

ro
ofFI (3.5, 41.9, 54.6) 309.9 | 18.8 59.9 | 4.4 8.5 | 0.9 389 85 20

na
l P

re
-p

ro
of20

DE (2.2, 23, 74.8) 58.2 | 5.1 9.9 | 1.2 2.4 | 0.3 169 32

na
l P

re
-p

ro
ofDE (2.2, 23, 74.8) 58.2 | 5.1 9.9 | 1.2 2.4 | 0.3 169 32 10

na
l P

re
-p

ro
of10

UK (3.1, 27.2, 69.7) 65.2 | 5.8 12.1 | 1.4 2.9 | 0.4 146 32

na
l P

re
-p

ro
ofUK (3.1, 27.2, 69.7) 65.2 | 5.8 12.1 | 1.4 2.9 | 0.4 146 32 11

na
l P

re
-p

ro
of11

JP (3.1, 32.9, 64) 98.4 | 7.7 14.7 | 1.6 3.4 | 0.4 211 38

na
l P

re
-p

ro
ofJP (3.1, 32.9, 64) 98.4 | 7.7 14.7 | 1.6 3.4 | 0.4 211 38 11

na
l P

re
-p

ro
of11

BR (4.6, 35.8, 59.6) 186.7 | 13.8 29.8 | 2.8 4.8 | 0.7 277 71

na
l P

re
-p

ro
ofBR (4.6, 35.8, 59.6) 186.7 | 13.8 29.8 | 2.8 4.8 | 0.7 277 71 21

na
l P

re
-p

ro
of21

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

The median distribution of different metrics per cluster for mobile users in Finland. Note the scale difference in bothna
l P

re
-p

ro
of

The median distribution of different metrics per cluster for mobile users in Finland. Note the scale difference in both

Identifying a heavy user from light users can be, for instance,na
l P

re
-p

ro
of

Identifying a heavy user from light users can be, for instance,
used as an input for optimal resources management based onna

l P
re

-p
ro

of
used as an input for optimal resources management based on

Journal Pre-proof



They cover ∼42% of the total users. Most of the time, regu-
lar users do not hit the maximum network speed. In a cluster
2, there are more than 12.3M measurements collected from
more that 4.7K unique users. By considering the total mea-
surement sessions from each cluster, we observe that 86%
of the sessions were collected over LTE networks whereas
the remaining 14% over 3G networks (i.e., 12% (HSPA+),
and 2% of the time over the other 3G network families). We
observed a similar distribution between heavy and regular
users in terms of radio technology they accessed (i.e., 3G
and 4G).

Cluster 3 consists of the majority of mobile users, which
covers ∼55% of the users from the measurement dataset.
These group of users can be considered as light users. Light
users consume lower data volume (in both download and up-
load). They are less engaged with their device as can be seen
from the median number of sessions created per user. There
are more than 6.2M sessions generated from ∼4K unique
users. Considering the total measurement sessions created
by light users, we observe that 69% of the sessions are cre-
ated over LTE network and the rest 31% over 3G networks
(i.e., 27% (HSPA+), and 4% over the other 3G network fam-
ilies).

To understand the reason why light users have accessed
3G network more often than the other two groups, we study
the user mobility and the availability of network coverage.
Users in this group have visited the least number of unique
tile-IDs (in themedian case, 3). Users in Cluster 1 and 2 have
visited 15 and 7 unique tile-IDs in the median case, respec-
tively. This implies that the users accessed the 3G networks,
either because their subscription plan was 3G networks, or
they were living in an area where there is no 4G coverage.
To investigate this further, we cross-checked the number of
users that never get access to the LTE network at least once.
We found that about 15% of users in the light user group have
never gotten access to the LTE network throughout the mea-
surement period, while the rest (85%) have accessed the LTE
network at least once. Focusing on the 15% of the users, we
cross-check the location of the base station. We use Open-
CellID [46] service to map the location based on network
MCC, mobile network code, cell ID, and location area code,
where users were connected to. We observe that in the ar-
eas where these users moved around have 4G radio coverage.
This implies that users were accessing the 3G network due
to their data subscription plan, but not due to the lack of 4G
network coverage.

Fig. 2 shows the three clusters for the measurement data
from Brazil. It shows the median distribution of total down-
load and upload, the number of constrained and unconstrained
speeds, the number of sessions, and session duration per user
at every hour for the three clusters. Each cluster from 1 to 3
has 4.6, 59.7, and 35.7% of users, respectively.

Cluster 1, covering the least number ofmobile users (∼5%
of the users), are ‘heavy users’ with the highest median total
download and upload amount of ∼187 MB and ∼14 MB,
respectively. This group of users mostly accesses 4G net-
works in 89.4% of the cases, and they visited six unique tiles

on average, which is the highest from the other groups. This
indicates that this group of users move more frequently from
place to place than the other groups. They are also those who
mostly hit the network maximum since they have the high-
est number of download constrained speed than the other
groups. We study the type of radio technology accessed by
this group of users. We observe that, from the total mea-
surement sessions collected from these users, 63% of them
were accessing the LTE network. This group has the highest
percentage in terms of accessing to LTE network. The rest
of the sessions were collected over 3G networks (28%).

Regular users (cluster 2) in Brazil cover ∼36% of the to-
tal users from our measurement. They have the second data
consumption value in both total median download (∼30MB)
and upload (∼3 MB). Observing the radio technology dis-
tribution, from the total measurements collected from this
group of users, 60%, and 35% of them have been measured
over LTE and 3G networks, respectively. The majority of
users (60%) are light users, as shown in the figure labeled
with cluster 3. They have a total median download and up-
load of 4.8 MB and 0.7 MB, respectively. Compared to the
other groups, users in this group have accessed the LTE net-
work less frequently. From the total number of sessions cre-
ated by this group, only 44.5% of them were over the LTE
network. In more than 45.8% of the measurement sessions,
there were 3G networks, and in 9% of the cases, the network
technology was unknown due to different reasons (e.g., if the
ITelephony interface is not up [47]).

Similar to users in Finland, the number of light users in
Brazil also covers the highest percentage (60%), compared
with the other clusters. The majority of the sessions (46%)
created by this group of users have accessed 3G networks.
We observe that only 33% of the sessions were accessing
LTE networks. Note that here there are also some sessions
with unknown radio technology. In both Finland and Brazil,
we observe that a significant number of light users have ac-
cessed 3G networks. For instance, Light users in Brazil and
Finland have accessed 3G networks 46% and 45.8%, respec-
tively. When we consider the LTE, the users in Brazil got
33%), and in Finland 44.5%. This difference in the LTE net-
work might be due to the penetration of 4G technologies in
the developed region than the third world countries. We no-
tice that access to the LTE network alone can not be a de-
termining factor for users’ data usage behavior. This is evi-
dent as a large number of users accessing LTE networks are
observed in both light and regular user groups. Generally,
we observe that though the percentage distribution of heavy,
regular, and light users per the respective country has a simi-
lar trend, there is a significant variation on the data consump-
tion, access to the radio technology type, and the number of
sessions created under each the clusters.
3.4. Application category per cluster

Currently, there are more than 2.7 million applications
only in the Google Play store [48]. From this plethora of ap-
plications, users need to make a selective installation based
on their needs and preference. Different users have different
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Figure 2: The median distribution of different metrics per cluster for mobile users in Brazil. Note the scale difference in both X
and Y axis.

preferences on the type of app they want to access. Accord-
ingly, users could spend a different amount of time while
using various apps. The amount of traffic generated and
consumed while accessing different types of apps also vary
from application to application. Google Play has multiple
app categories, where each category consists of numerous
app types. For instance, apps designed for streaming video,
movies, and TV contents are grouped with the entertainment
category. We use the list of installed apps on the users’ de-
vice to analyze which app categories contribute more to each
cluster group. Note that the installed app list does not include
apps that come with the device preinstalled by default. As
a result, the list of installed apps we are focusing on is all
types of app categories that are explicitly installed by users
from the app store. We expect that focusing on the variety
of app categories intentionally installed by the user reflects
the interest and the data usage pattern of smartphone users.

To estimate the influence of the app category per user
within each cluster, we calculate p(ai) – the proportion of a
given app category a being installed by the user i as follows.
p(ai) =

ai
Ai

where, ai is the number of apps installed by user
i for the app category type a and Ai is the total number of
apps installed by user i, irrespective of the app category.

Figures 3 and 4 show different application categories in-
stalled on each users’ device and their proportion values per
cluster for mobile users in Finland and Brazil, respectively.
We can see that heavy users usually install app categories
that consume much data volume including entertainment,
video player, photography, and games. Regular users in Fin-
land focus on entertainment, photography, social media, fi-
nance, music & audio, shopping, food & drinking apps than

the light users’ group. They frequently install apps related
to weather, map & navigation, finance, sports, business, li-
brary & demo than heavy users. Differently, light users use
apps related to education, tools, news & magazine, travel &
local, and business app categories more frequently than the
other two groups. However, when it comes to basic appli-
cations such as productivity, weather, books and references,
which consume relatively smaller amounts of data volume,
we do not observe a significant difference in the number of
apps installed across the different user groups. Compared
to Finnish users, Brazilian heavy user types have installed a
few app categories that generate high data traffic. Despite
this, Brazilian heavy users still install video players, photog-
raphy, and productivity apps more frequently than the other
groups. Regular users in Brazil use communication, shop-
ping, sports, games, education, finance, professionalization,
business, and weather apps more frequently than the other
two groups. However, light users use social, map & naviga-
tion, lifestyle, entertainment, travel & local, books & refer-
ence app categories more often than the other two groups.

The proportion values of installed app categories per clus-
ter in some countries (e.g., FI and DE) show that heavy users
install more traffic demanding apps than regular and light
users. Some of the app categories installed by heavy users in
different countries include social, photography, video play-
ers, music and audio, gaming, and entertainment app cat-
egories. Productivity, news and magazine, tools, maps &
navigation, and communication are app types often install
by regular users than the other. In most cases, the app cat-
egories installed by light users are fewer than the other two
groups. There are only a few cases, such as entertainment
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Figure 3: The proportion value of installed app categories per user within each cluster label for mobile users in Finland. Heavy
users mostly installed apps that demand more traffic than other group of users. Note the log scale difference on the y axis ticks.

and photography app types, where light users installed more
frequently than regular users. We observe that heavy users
in Finland, the UK, and Germany have installed similar app
types more than users in Japan and Brazil. Japan heavy users
have installed apps categories such as photography, busi-
ness, music and audio, gaming, book and reference, libraries
and demo. Heavy users in five countries have photography
as a common app category with the highest proportion value.
Social and video player app categories are among the most
commonly installed apps by heavy users in different coun-
tries (found in at least three countries). App categories in-
stalled in at least two different countries by heavy users in-
clude entertainment, social, video, photography, music and
audio, food and drink, and personalization. For brevity, we
opt out of the detail discussion of other countries.

Considering the type of apps installed by users and the
cluster labels, we can observe that the installed app category
by different user groups across countries is not necessarily
related to the data usage patterns. This could be due to sev-
eral reasons. For instance, users might install the apps and
seldomly access them or never use them on their devices. We
also noticed that the relation between the installed app types
and users’ data consumption patterns depends on the users’
location. For instance, FI and DE heavy users commonly
installed similar app categories (potentially generating more
traffic) than the other countries. These app categories in-
clude Entertainment, Social, Video Player, and Photography.

Takeaway: User grouping (clustering) can be used to
reveal different types of users based on their data traffic con-
sumption and usage patterns. Generally, mobile users’ data
usage patterns and behavior can be categorized into three
distinct user groups – heavy, regular, and light. We have
seen that data usage patterns of mobile users are unevenly
distributed, where few percentages of heavy users consume
the highest volume of the data. The type of apps installed

by mobile users could also be used as a hint and related with
mobile users’ data usage patterns. Although these depend
on users’ locations, we have observed that heavymobile user
groups in some countries have installed high data traffic de-
manding apps more often than the other two groups. We also
observed that there is a significant variance in the amount of
total data consumption and the number of sessions created
across different countries of similar user groups. In other
words, a group of mobile users that have been identified as
heavy users in one country might not necessarily be catego-
rized as heavy users in another country.

4. Mobile User Classification and Prediction
This section presents a classification model that we have

applied to predict the mobile user type based on the labeled
dataset generated from clustering (Section 3). Studies such
as [49] suggest that customers are willing to pay flat-rate
prices rather than being concerned with the detail cost anal-
ysis provided by operators. However, due to finite network
resources, providing a flat-rate for all customers at all times
is still challenging. Moreover, few heavy users might poten-
tially create a bottleneck and become a cause for the poor
experience to the other nearby users, especially during peak
hours.

Usually, MNOs are applying different (both static and
dynamic) pricing and traffic resource optimizingmethods [50].
In addition to the flat-rate data plan, tiered-based data ser-
vices and usage-based data plans are also the common types
of data plan pricing schemes. For instance, operators such as
AT&T propose to apply speed tiers in the upcoming 5G net-
work [51]. These types of data plans can be used for optimal
target pricing towards the users’ traffic demand and data us-
age patterns. To achieve this, users’ data usage patterns and
behavior need to be predictable. If users’ data usage behav-
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Figure 4: The proportion value of installed app categories per user within each cluster for users in Brazil. Compared with users
in FI, the proportion of traffic demanding app types installed by Heavy users in BR are very few. Note the log scale difference on
the y axis ticks.

ior is predictable, MNOs can apply an incentive mechanism
targeting their customers. For instance, operators may lower
the price for heavy users if users can shift their high traf-
fic demanding tasks from peak hours to off-peak hours. We
now develop a model that helps to predict the type of users
in cellular networks based on users’ data usage patterns and
behavior.

Using labeled clustered dataset as an input, we apply
a supervised machine learning algorithm to train a model
that classifies user groups based on their group cluster la-
bels. The prediction model does not consider the installed
app category feature as detailed information about the app
is not easily acquired (e.g., due to privacy), and the app cat-
egory alone might not be precise enough. Since the varia-
tion between the number of users per cluster is very high, we
have an imbalanced dataset. That is, the impact of majority
class labels will overwhelm the classification model. Also,
the minority cluster labels (e.g., clusters with a few numbers
of users) could be missed out, even if the classification ac-
curacy report is higher [52]. For instance, the cluster label
imbalance ratio between heavy and regular users in Finland
is ∼14. As a result, directly performing a general classi-
fication model on the existing clustered dataset could lead
to a spurious mode that does not consider the impact of the
minority class labels. To address this, we first apply the Syn-
theticMinorityOver-Sampling Technique (SMOTE) [53] and
Adaptive Synthetic (ADASYN) [54] methods. These tech-
niques create new synthetic data points based on the obser-
vations of the actual dataset so that all the minority obser-
vations are oversampled and balanced. Note that, the ac-
curacy we found by applying both techniques at a different
time is closely similar. The reported accuracy is based on
the SMOTE.

We take the clustered dataset from Finland as input; first,

we split the dataset into two - testing and training datasets.
The data split is performed with a ratio of 20% and 80% for
the testing and training datasets, respectively. Then we train
the classifier on the training dataset. Note that we perform
the training with different classifier algorithms, such as the
decision tree, gradient boosting classifiers, and random for-
est (RF). We found that the RF classifier method gives a
better classification result than the other tested algorithms (a
detailed analysis is omitted for brevity). By applying an ex-
haustive grid search along with ten-fold cross-validation, we
found the optimal parameter values of the RF classifier. Ac-
cordingly, the model is trained by setting the depth of each
tree in the forest (max_depth) to 32, the minimum number of
data points allowed in a leaf node (min_sample_leaf) to 10,
and the number of trees in the forest (n_estimators) to 500.
The classification model of the RF model has accuracy of
87.5% and 79.9% on the training and the test, respectively.

Table 4 shows the confusion matrix of the three clus-
ter labels for the RF classification model. The recall value
of heavy, regular, and light class label are 91%, 77%, and
73%, respectively. The precision values are 90%, 66%, 84%
for heavy, regular, and light, respectively. The F1- Score,
which is the harmonicmean of precision and recall, is 90.5%,
71.1%, and 78.1%, for heavy, regular, and light class, respec-
tively. The highest F1-score value, especially for heavy user
type, shows that the RF model fairly clarifies the data usage
pattern of mobile users with good precision and recall.

Fig. 5 shows the order of features based on their con-
tribution to predicting the cluster labels. We observe that
the number of times the user download contents over un-
constrained speeds, the number of tiles visited by users, the
number of sessions created per user, and total upload/download
traffic contributes more to the classification model. These
variables have been also played a significant role during our
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r

minority class labels. To address this, we first apply the Syn-
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a supervised machine learning algorithm to train a model
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that classifies user groups based on their group cluster la-
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app category feature as detailed information about the app
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the testing and training datasets, respectively. Then we train
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the classifier on the training dataset. Note that we perform
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the training with different classifier algorithms, such as the
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decision tree, gradient boosting classifiers, and random for-
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decision tree, gradient boosting classifiers, and random for-
est (RF). We found that the RF classifier method gives a
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est (RF). We found that the RF classifier method gives a
better classification result than the other tested algorithms (a
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better classification result than the other tested algorithms (a
detailed analysis is omitted for brevity). By applying an ex-
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haustive grid search along with ten-fold cross-validation, we
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found the optimal parameter values of the RF classifier. Ac-
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cordingly, the model is trained by setting the depth of each
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tree in the forest (
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T a bl e 4
C o nf u si o n  M atri x f or  R F cl a s sifi c ati o n i n  Fi nl a n d.

Pr e di ct e d
A ct u al H e a v y  R e g ul ar Li g ht

H e a v y 1 7 5 3 1 1 0 3 3 1 0 0 4
R e g ul ar 1 4 7 8 1 2 8 5 1 5 1 3 8
Li g ht 1 9 2 2 8 3 9 1 6 2 5 9

Fi g ur e 5: R a n k of i m p ort a nt f e at ur e s fr o m  R F cl a s sifi c ati o n.

cl ust eri n g  m o d el as  w e h a v e s e e n i n S e cti o n 3 .
T a k e a w a y: Pr e di cti n g d at a us a g e p att er ns a n d b e h a vi or

of  m o bil e us ers c a n b e us e d t o o pti m all y t ar g et t o w ar ds us ers’
d at a tr a ffi c d e m a n d a n d us a g e p att er ns. I n t his s e cti o n, us-
i n g t h e l a b els of t h e cl ust ers as i n p ut f e at ur es,  w e d e v el o p a
cl assi fi c ati o n  m o d el t h at h el ps t o cl assif y  m o bil e us ers’ d at a
us a g e p att er ns. Fr o m t h e r a n k of i m p ort a nt f e at ur es t h at h a v e
b e e n us e d f or cl assi fi c ati o n,  w e o bs er v e t h at t h e pr es e n c e or
a bs e n c e of c o n g est e d n et w or k a n d us er  m o bilit y pl a y a r ol e
i n  m o bil e us ers’ d at a us a g e p att er ns.

5.  R el at e d  W o r k

S e v er al st u di es a n al y z e d t h e d at a us a g e p att er ns of  m o-
bil e us ers i n c ell ul ar n et w or k s (s ur v e y e d i n [ 5 5 , 5 6 ]). Pr e-
vi o us  w or k s u c h as [ 5 7 , 5 8 , 5 9 ] st u di e d  m o bil e us ers’ a p p
us a g e b e h a vi or b y c o nsi d eri n g di ff er e nt n et w or k us a g e a n d
a p p r el at e d a cti viti es ( e. g., i nst alli n g, u ni nst alli n g, a n d u p-
d ati n g). S h a fi q et al. [4 ]  m o d el tr a ffi c d y n a mi cs o n  m o bil e
d e vi c es usi n g a  w e e k-l o n g d at as et c oll e ct e d fr o m t h e o p er-
at or’s c or e n et w or k.  T h e y st u d y tr a ffi c d y n a mi cs a n d c h ar-
a ct eristi cs of a p pli c ati o ns o n t hr e e di ff er e nt c ell ul ar d e vi c e
br a n d f a mili es.  T h e y s h o w t h at t h e t y p e of d e vi c e attri b ut es
t o di ff er e nt tr a ffi c b e h a vi or.

Ya n g et al. [3 3 ] c h ar a ct eri z e us er b e h a vi or i n t er ms of
m o bilit y, d at a us a g e, a n d a p pli c ati o n us a g e p att er n b as e d o n
a d at as et c oll e ct e d fr o m 2 G a n d 3 G c or e n et w or k s i n  C hi n a.
Si mil arl y, t h e a ut h ors i n [ 1 4 ] st u d y t h e p att er ns of  m o bil-
it y a n d t e m p or al a cti vit y as  w ell as h o w t h e r a di o r es o ur c es
ar e utili z e d b y di ff er e nt a p pli c ati o ns usi n g a d at as et c oll e ct e d
fr o m 3 G c or e n et w or k s.  T h e a ut h ors s h o w t h at tr a ffi c distri-
b uti o n p er s u bs cri b ers is u n e v e n, s u c h t h at 9 0 % of tr a ffi c l o a d
i n t h e 3 G n et w or k is g e n er at e d b y 1 0 % of t h e s u bs cri b ers.
A st u d y b y  Oli v eir a et al. [1 9 ], t h e cl os est st u d y  wit h o ur
w or k, c h ar a ct eri z es  m o bil e us ers’ d at a us a g e b e h a vi or b as e d

o n t h e d at a c oll e ct e d i n a 3 G n et w or k i n  M e xi c o.  T h e a u-
t h ors pr o fil e  m o bil e us ers i nt o t hr e e cl ass es (li g ht,  m e di u m,
a n d h e a v y us ers) b y usi n g  m etri cs s u c h as t h e n u m b er of s es-
si o ns, tr a ffi c v ol u m e, a n d i nt er- arri v al ti m e.  Ot h er st u di es
s u c h as [ 6 0 , 6 1 ], a n d [6 2 ] st u d y h u m a n  m o bilit y p att er ns
a n d b e h a vi or i n  m o bil e n et w or k s.  T h es e st u di es s h o w t h at
t h e  m o biliti es of  m o bil e us ers h a v e p att er ns o v erti m e of a
d a y a n d l o c ati o n.

F al a ki et al. [2 4 ] st u d y tr a ffi c g e n er at e d fr o m s m art p h o n e
us ers al o n g  wit h us er i nt er a cti o n  wit h t h eir d e vi c es fr o m 2 5 5
us ers.  T h e a ut h ors s h o w t h at us er i nt er a cti o n  wit h t h e d e vi c e
c o ntri b ut es t o hi g h er b att er y c o ns u m pti o n.  Y u et al. [2 2 ]
s h o w t h at us ers’ a p p us a g e b e h a vi or a n d d y n a mi cs i n a gi v e n
l o c ati o n c a n b e pr e di ct e d b y usi n g t h e p oi nt of i nt er est ( P OI)
i nf or m ati o n of t h at l o c ati o n.  A ut h ors i n [6 3 , 2 3 ] st u d y a p pli-
c ati o n us a g e p att er ns of s m art p h o n e us ers a n d di ff er e nti at e
di ff er e nt gr o u ps of  m o bil e us ers.  Z h a o et al. [2 3 ] a p pl y  K-
m e a ns cl ust eri n g t o gr o u p  A n dr oi d  m o bil e us ers a p pli c ati o n
us a g e b e h a vi or a n d s h o w t h at t h er e ar e a  m or e di v ers e s et of
m o bil e a p p us a g e p att er ns c h ar a ct eri z e d b y t h eir a g e, i n c o m e
l e v el, a n d d e m o gr a p hi cs.

C a n n e yt et al. [6 4 ] st u d y  m o bil e us ers’ a p p us a g e b e h a v-
i or b y i n v esti g ati n g us ers’ e n g a g e m e nt p att er ns  wit h t h eir
a p ps.  T h e y us e d at a c oll e ct e d usi n g F l u r r y a p p a n al yti cs
t o ol [6 5 ].  T h e a ut h ors s h o w t h at  m o bil e us ers’ a p p us a g e
a cti vit y a n d disr u pti o n p att er ns ar e c orr el at e d  wit h  m aj or
e v e nts s u c h as s p ort a n d p oliti c al e v e nts.  Z h a n g et al. [6 6 ]
st u d y t h e c h ar a ct eristi cs of c ell ul ar d at a tr a ffi c b as e d o n  H T T P-
b as e d tr a ffi c tr a c es c oll e ct e d fr o m c ell ul ar a n d fi x e d-li n e n et-
w or k s.  T h e y i n v esti g at e di ff er e nt a p pli c ati o ns usi n g p a c k et,
fl o w, a n d s essi o n-l e v el tr a ffi c  m etri cs i n c o m p aris o n  wit h
c ell ul ar a n d  wir e-li n e n et w or k s.  T h e y s h o w t h at c ell ul ar n et-
w or k s h a v e  m ulti pl e s h ort fl o ws t h a n  wir e-li n e n et w or k s.  T h e
a ut h ors cl ust er di ff er e nt a p pli c ati o ns b as e d o n si mil arit y p at-
t er ns o bs er v e d usi n g t h e i nt er- p a c k et g a p, fl o w, a n d s essi o n
si z e as  m etri cs.  T h e y i n di c at e t h at t h e i nt er- p a c k et g a ps b e-
t w e e n di ff er e nt a p pli c ati o ns h a v e a si g ni fi c a nt v ari ati o n a n d
s u g g est a p pli c ati o n d e p e n d e nt b as e d o pti mi z ati o n  m et h o ds.

Oli v eir a et al. [6 7 ] c h ar a ct eri z e t e m p or al d at a us a g e of
m o bil e us ers usi n g a d at as et c oll e ct e d fr o m a l ar g e gr o u p
of p e o pl e a c c essi n g t h e 3 G n et w or k s.  T h e a ut h ors cl assif y
t h e d at a us a g e i nt o si x p att er ns a n d s h o w t h at  m o bil e us ers
c a n b e pr o fil e d i nt o d ail y p e a k a n d n o n- p e a k t e m p or al d at a
us a g e p eri o ds.  Wei et al. [6 8 ] st u d y t h e c h ar a ct eristi cs of
n et w or k tr a ffi c g e n er at e d fr o m h a n d- h el d d e vi c es of us ers
w hil e a c c essi n g c a m p us  Wi- Fi n et w or k s.  T h e y s h o w t h at
t h e a m o u nt of tr a ffi c g e n er at e d b y us ers h as a br o a d er v ari-
ati o n (fr o m  M B t o s e v er al  G Bs), b as e d o n us ers’ h a bit a n d
d e m a n d.  Qi n et al. [6 9 ] a n d  W u et al. [7 0 ] us e a d at as et
c oll e ct e d fr o m c ell ul ar n et w or k o p er at ors i n  C hi n a,  w h er e
t h e d at as ets ar e g e n er at e d fr o m  m o bil e us ers  w hil e a c c essi n g
di ff er e nt s er vi c es.  T h e a ut h ors c h ar a ct eri z e d tr a ffi c p att er ns
a n d a p pli c ati o n us a g e of  m o bil e us ers t o pr o p os e a  m o d el
t h at pr e di cts t h e tr a ffi c d e m a n d of  m o bil e us ers.

D at a us a g e p att er ns a n d us er b e h a vi or i n  m o bil e n et w or k s
h a v e n ot b e e n e x pl or e d v er y  w ell.  M ost pr e vi o us st u di es
ar e eit h er li mit e d t o a p pli c ati o n us a g e p att er n a n d i d e nti fi-

W al el g n e  E. A. et al. : P a g e 1 0 of 1 2
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cation [71, 20, 21, 23]; focus on a single cellular core op-
erator network and area [61, 72]; consider few number of
users [24]; or is specific to application types [71]. Our work
focuses on the clustering ofmobile users’ data usage patterns
and behavior analysis based on ∼113 million data records
collected from end-user devices. It covers the vast geograph-
ical and user-space in five different countries. We study by
considering different network features that could determine
data usage patterns of mobile users. The features include
data traffic consumption, the number of sessions created per
user, network congestion and coverage, user mobility, and
the app types installed by users. Our study considers both
data traffic flows and application types installed by mobile
users.

6. Limitations
The dataset we have used has been collected from only

Android mobile users as the current measurement platform
does not run on other mobile operating systems (MOS). As a
result, mobile users using other platforms such as on iOS and
Windows are not considered in our study. As future work,
it is important to study data usage patterns of mobile users
accessing other than Android MOS and make a comparison
among them. The demography of mobile users is not taken
into consideration since we do not have the information. As
another dimension of a study, it is possible to use the Ne-
tradar measurement platform augmented with demographic
data. It can be possible to conduct data usage patterns with
targeted mobile users of different user groups. For instance,
whether mobile data usage varies by age, income level, and
education status. Since it is a crowd-based measurement,
the measurement might be limited to a certain group of mo-
bile users who are curious and want to monitor their network
performance. However, these groups of users are also essen-
tial as they are most likely active mobile users and could be
affected by the quality of mobile network performance.

7. Conclusion
We studied mobile users’ data usage patterns and behav-

ior. We used a month-long dataset with more than 113 mil-
lion measurement sessions collected from the crowd across
five countries. We defined data usage patterns of mobile
users by considering different factors such as network con-
gestion, type of radio technology users have accessed (3G
and 4G), user mobility, and the total bytes consumed per
user. Using this definition, we applied an unsupervised clus-
teringmodel to identify different types of mobile users based
on their data traffic consumption and usage patterns. Our
clustering model shows that there are three (heavy, regular,
and light) different usage patterns across the five countries
we studied, characterized by a small number of heavy users
consuming the highest volume of data. We showed that there
is a significant variance in the amount of data consumption
and the number of sessions created across the different coun-
tries per similar group. We also showed that in some lo-
cations the type of apps installed by mobile users has a re-

lationship with mobile users’ data usage patterns and user
groups. Finally, by using the clustered dataset as an input,
we trained a classification model that helps classify the data
usage patterns of mobile users with accuracy of ∼80% in the
test dataset. The predictability of user behavior in mobile
networks can be applied for optimal resource management
based on users’ data usage patterns.
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1 List of Acronyms

Mobile Network Operators (MNOs)
Mobile Network Operators (MNO)
quality of service (QoS)
Mobile Country Code (MCC)
mobile operating systems (MOS)
Probe Gap Model (PGM)
Probe Rate Model (PRM)
Synthetic Minority Over-Sampling Technique (SMOTE)
Adaptive Synthetic (ADASYN)
Long Term Evolution (LTE)
Evolved High Speed Packet Access (HSPA+)
within cluster sum of squares (WCSS)
Sum of Square (SS)
Principal Component Analysis (PCA)
random forest (RF)

1Jo
ur

na
l P

re
-p

ro
of

Journal Pre-proof



Ermias Andargie Walelgne is an experienced network and cloud developer at Ericsson and a 
doctoral student at Aalto University, Finland. He is advised by Prof. Jukka Manner and  Prof. Jörg Ott. He received a 
Master’s (2014) degree in Computer Science from the University of Trento, Italy, and a Bachelor’s (2018) degree in 
Computer Science from Hawassa University, Ethiopia. He was a visiting Ph.D. student at Elisa (2017) and TU Munich 
(‘17/‘18/‘19). His research focuses on understanding, characterizing, and modeling the performance of cellular data net- 
works. He has been involved in the Marie Curie ITN project - METRICS research project. 
 

 Alemnew Sheferaw Asrese is a senior developer at Ericsson and a doctoral student at Aalto 
University, Finland. He is advised by Jörg Ott and Pasi Sarolahti. He received Master’s (2014) degree in Computer 
Science from University of Trento, Italy and Bachelor’s (2010) degree in Information Science from Adama University, 
Ethiopia. He was a visiting PhD student at TU Munich (2017), INRIA (2017), Simula Research Labs (2016). His 
research focus is on network measurement and QoE modelling. He has been involved in METRICS ITN, FP7 Leone 
and VENUS-C European research projects 
 
 
 

 Jukka Manner received his MSc. (1999) and PhD. (2004) degrees in computer science from 
the University of Helsinki, Finland. He is a full professor of networking technology at Aalto University, Department of 
Communications and Networking since 2008. His research and teaching focuses on networking, software and 
distributed systems, with a strong focus on wireless and mobile networks, transport protocols, energy efficient ICT and 
cyber security. He has been principal investigator and project manager for over 20 national and international research 
projects. He has authored over 150 publications, including eleven IETF RFCs. 
 
 
 

Author Biography

J

projects. He has authored over 150 publications, including eleven IETF RFCs. 

J

projects. He has authored over 150 publications, including eleven IETF RFCs. ou
r Jukka Manner 

ou
r Jukka Manner received his MSc. (1999) and PhD. (2004) degrees in computer science from 

ou
rreceived his MSc. (1999) and PhD. (2004) degrees in computer science from 

the University of Helsinki, Finland. He is a full professor of networking technology at Aalto University, Department of 

ou
r

the University of Helsinki, Finland. He is a full professor of networking technology at Aalto University, Department of 
Communications and Networking since 2008. His research and teaching focuses on networking, software and 

ou
r

Communications and Networking since 2008. His research and teaching focuses on networking, software and 
distributed systems, with a strong focus on wireless and mobile networks, transport protocols, energy efficient ICT and ou

r

distributed systems, with a strong focus on wireless and mobile networks, transport protocols, energy efficient ICT and 
cyber security. He has been principal investigator and project manager for over 20 national and international research ou

r

cyber security. He has been principal investigator and project manager for over 20 national and international research 
projects. He has authored over 150 publications, including eleven IETF RFCs. ou

r

projects. He has authored over 150 publications, including eleven IETF RFCs. 

na
l P

re
-p

ro
of an experienced network and cloud developer at Ericsson and 

na
l P

re
-p

ro
of an experienced network and cloud developer at Ericsson and 

doctoral student at Aalto University, Finland. He is advised by Prof. Jukka Manner and  Prof. Jörg Ott. He received a 

na
l P

re
-p

ro
ofdoctoral student at Aalto University, Finland. He is advised by Prof. Jukka Manner and  Prof. Jörg Ott. He received a 

Master’s (2014) degree in Computer Science from the University of Trento, Italy, and a Bachelor’s (2018) degree in 

na
l P

re
-p

ro
ofMaster’s (2014) degree in Computer Science from the University of Trento, Italy, and a Bachelor’s (2018) degree in 

Computer Science from Hawassa University, Ethiopia. He was a visiting Ph.D. student at Elisa (2017) and TU Munich 

na
l P

re
-p

ro
ofComputer Science from Hawassa University, Ethiopia. He was a visiting Ph.D. student at Elisa (2017) and TU Munich 

(‘17/‘18/‘19). His research focuses on understanding, characterizing, and modeling the performance of cellular data net- 

na
l P

re
-p

ro
of(‘17/‘18/‘19). His research focuses on understanding, characterizing, and modeling the performance of cellular data net- 

works. He has been involved in the Marie Curie ITN project - METRICS research project. 

na
l P

re
-p

ro
of

works. He has been involved in the Marie Curie ITN project - METRICS research project. 

is a senior developer at 

na
l P

re
-p

ro
of

is a senior developer at Eri

na
l P

re
-p

ro
of

Ericsson and a doctoral student at Aalto 

na
l P

re
-p

ro
of

csson and a doctoral student at Aalto 
University, Finland. He is advised by Jörg Ott and Pasi Sarolahti. He received Master’s (2014) degree in Computer 

na
l P

re
-p

ro
of

University, Finland. He is advised by Jörg Ott and Pasi Sarolahti. He received Master’s (2014) degree in Computer 
Science from University of Trento, Italy and Bachelor’s (2010) degree in Information Science from Adama University, 

na
l P

re
-p

ro
of

Science from University of Trento, Italy and Bachelor’s (2010) degree in Information Science from Adama University, 
Ethiopia. He was a visiting PhD student at TU Munich (2017), INRIA (2017), Simula Research Labs (2016). His 

na
l P

re
-p

ro
of

Ethiopia. He was a visiting PhD student at TU Munich (2017), INRIA (2017), Simula Research Labs (2016). His 
research focus is on network measurement and QoE modelling. He has been involved in METRICS ITN, FP7 Leone 

na
l P

re
-p

ro
of

research focus is on network measurement and QoE modelling. He has been involved in METRICS ITN, FP7 Leone 

Journal Pre-proof



 Vaibhav Bajpai is a senior researcher at TUM, Germany. He received his PhD (2016) and 
Masters (2012) degrees in Computer Science from Jacobs University Bremen, Germany. He is the recipient of the best 
of CCR award (2019), ACM SIG- COMM best paper award (2018), and IEEE COM- SOC award (2017) for the best 
dissertation in net- work and service management. He is interested in future Internet protocols, web and video content 
delivery, network operations and management, and reproducibility of scientific Internet research. 
 
 
 
 

 Jörg Ott holds the Chair for Connected Mobility at Technische Universität München in the 
Faculty of Informatics since August 2015. He is also Adjunct Professor at Aalto University, where he was Professor for 
Networking Technology with a focus on Protocols, Services, and Software from 2005 until 2015.  He is interested in 
understanding, designing, and building Internet-based (mobile) networked systems and services.  His research focus is 
on network and system architectures, protocol design, and applications for mobile systems. 
 

Jo
ur

na
l P

re
-p

ro
of

is a senior researcher at TUM, Germany. He received his PhD (2016) and 

na
l P

re
-p

ro
of

is a senior researcher at TUM, Germany. He received his PhD (2016) and 
Masters (2012) degrees in Computer Science from Jacobs University Bremen, Germany. He is the recipient of the best 

na
l P

re
-p

ro
of

Masters (2012) degrees in Computer Science from Jacobs University Bremen, Germany. He is the recipient of the best 
of CCR award (2019), ACM SIG- COMM best paper award (2018), and IEEE COM- SOC award (2017) for the best 

na
l P

re
-p

ro
of

of CCR award (2019), ACM SIG- COMM best paper award (2018), and IEEE COM- SOC award (2017) for the best 
dissertation in net- work and service management. He is interested in future Internet protocols, web and video content 

na
l P

re
-p

ro
ofdissertation in net- work and service management. He is interested in future Internet protocols, web and video content 

delivery, network operations and management, and reproducibility of scientific Internet research. 

na
l P

re
-p

ro
ofdelivery, network operations and management, and reproducibility of scientific Internet research. 

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

holds the Chair for Connected Mobility at Technische

na
l P

re
-p

ro
of

holds the Chair for Connected Mobility at Technische

na
l P

re
-p

ro
of

He is also Adjunct Professor at Aalto University, where he was

na
l P

re
-p

ro
of

He is also Adjunct Professor at Aalto University, where he was

na
l P

re
-p

ro
of

Services, and Software from 2005 until 2015.

na
l P

re
-p

ro
of

Services, and Software from 2005 until 2015.

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

based (mobile) networked

na
l P

re
-p

ro
of

based (mobile) networked systems and services.

na
l P

re
-p

ro
of

systems and services.

na
l P

re
-p

ro
of

architectures, protocol design, and applications for mobile systems.

na
l P

re
-p

ro
of

architectures, protocol design, and applications for mobile systems.

Journal Pre-proof



  
We have addressed all the comments raised by the reviewers and updated the             
manuscript accordingly. The diff of the paper and the final manuscript is attached to this               
response letter. 
 

Jo
ur

na
l P

re
-p

ro
of

We have addressed all the comments raised by the reviewers and updated the

na
l P

re
-p

ro
of

We have addressed all the comments raised by the reviewers and updated the
manuscript accordingly. The diff of the paper and the final manuscript is attached to this

na
l P

re
-p

ro
of

manuscript accordingly. The diff of the paper and the final manuscript is attached to this

Journal Pre-proof



���������	�����	�������

�����������	�������	������������������������������������������������	������	���	������	������������

���������������������	���������������������	��	���	����������������	�

����������	�������	�����������������������������	�������	������	��������������������������������	���

�������������������������	������

Jo
ur

na
l P

re
-p

ro
of

���������	�������	������������������������������������������������	������	���	������	������������

na
l P

re
-p

ro
of

���������	�������	������������������������������������������������	������	���	������	������������

�������������	�������	������	������������

na
l P

re
-p

ro
of�������������	�������	������	��������������������������������	���

na
l P

re
-p

ro
of��������������������	���

na
l P

re
-p

ro
of

na
l P

re
-p

ro
of

Journal Pre-proof


