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Abstract—Assistive Technology (AT) becomes an interesting field of research in the present era. According to the World Health Organisation (WHO - https://www.who.int), there are approximately 285 million visually impaired people around the world. To address this issue, many researchers are employing new technologies, e.g. Machine Learning (ML), Computer Vision (CV), Image Processing, etc. This paper aims to develop an assistive technology based on Computer Vision, Machine Learning and Tensor Flow to support visually impaired people. The proposed system will allow the users to navigate independently using real-time object detection and identification. Hardware implementation is done to test the performance of the system, and the performance is tracked using a monitoring server. The system is developed on Raspberry Pi 4 and a dedicated server with NVIDIA Titan X graphics where Google coral USB accelerator is used to boost processing power.
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I. INTRODUCTION

Assistive Technology (AT) is used for the betterment of persons with some disability, e.g., blindness and deafness. Visually impaired people suffer from numerous difficulties, such as working on their own, not understanding the changes in their surroundings. In recent years, researches are amalgamating emerging technologies like Artificial Intelligence (AI), Deep Learning to assist the visually impaired people. Physical and social barriers, along with accessibility, make it burdensome for a visually impaired person. Blindness and visual impairment are one of the highest rates in Asia that round 63% of people have a visual impairment [1]. Several assistive devices e.g. earphones, smart cane, goggles, etc have been introduced to aid blind people in last decades. Assistive technologies can enhance the quality of life of a blind person by introducing specific devices, services, systems, processes, and environmental modifications [2]. Recent studies observe the impact of state-of-art assistive technologies such as cane, goggles, wearables, etc. for the visually impaired person [3]. Auditory vision can be a solution for the visually impaired person as many studies illustrate that blind persons do have better sound sense than a sighted person.

Recently, researchers are looking for a way to integrate different technologies with voice commands to assist a blind person in navigating and understanding his/her environment. Smartphones are the most common device in assistive technology development. Voice assistant using a smartphone is the most common option for the visually impaired person. Such technologies have limitations as smartphones need to be focused on a specific thing to know about it. Voice assistant applications are not perfect and cannot answer all the necessary queries. There are many applications of assistive technology for visually impaired people, such as navigation in the road, navigation assistance in a vehicle, etc. In intelligent transport system (ITS), assistive technologies can be merged for visually impaired people to help them navigate through the road [4], [5]. Ghosh et. al. [6] presented a video based system to count the number of vehicles, measure speed where the assistive system for a blind person can be easily implemented. Babir et. al. [7] discussed the advantages of radio over fiber-based vehicle communication systems where real-time data can be easily transferred through the internet, which can be a useful factor in assistive technology to collect real-time data from the environment.

Computer Vision (CV) is gaining popularity for processing digital images nowadays, which is a branch of Artificial Intelligence (AI) and Machine Learning (ML). In this paper, a wearable Computer Vision system based on Internet of Things (IoT) embedded platform is proposed where image classification is implemented by integrating with the voice to assist the visually impaired person. The system is developed and tested in Dhaka, Bangladesh. Visual data are collected through a camera and then processed through Tensor Flow, an open-source framework developed by Google. Image classification, object detection, speech recognition, and voice command for navigation are the main strength of this work.

The remainder of this paper is organised as follows. Section II discusses about the related works to understand the recent development in this area. Section III presents the system overview along with data processing technique. Section IV presents the experimental test and results. Finally, Section V presents the conclusion with future works.

II. RELATED WORK

Computer Vision (CV) is creating an innovative step towards assisting visually impaired people. Leo et. al. [8] discussed the use of Computer vision (CV) that can help
to develop multiple assistive technologies for blind or visually disabled people. Software solutions are becoming more common in assistive technology. Tapu et. al. [9] presented the difficulties in pointing smartphones towards an object to describe the environment. Digital image processing is stepping forward in the development of assistive systems for visually disabled people. Numerous works have been done using image processing or computer vision technology. Roberto and Dan developed a laser-based virtual cane on top of computer vision, which can assist in navigation [10]. Rajalakshmi et. al. [11] discussed about an assistive system using object detection by the tensor flow and ultrasonic sensors. This work is similar to [11], however, in the proposed method, computer vision-based goggles are implemented without any sensor, which is reducing the cost. Moreover, we have considered the hearing problem of the person and integrated a bone conduction earphone with the system. The whole system is based on raspberry pi. Raspberry pi is a well known embedded platform for development projects. Goel et. al. [12] used raspberry pi to develop readers for blind people. The voice vision technology development projects. Goel et. al. [12] used raspberry pi to develop readers for blind people. The voice vision technology development projects.

The high processing unit is used to process the images to sound description to the users [13]. It uses a camera on top of goggles to capture images and map them according to the objects in the image. Navigation is a hurdle for the visually impaired person. Ross [14] developed a system for blind people navigation, and the system was tested to cross a road using an assistive wearable. This work taken to imply CV for image processing, object detection, expression recognition, real-time ID, text to speech conversion and navigation system. The high processing unit is used to process the images with proper efficiency.

### III. METHODOLOGY

#### A. System Overview

The proposed system is a wearable goggle with earphones based on IoT embedded platform using raspberry Pi 4. It has multiple segments includes image collection, image processing, object detection, expression recognition, real-time ID, text to speech conversion, and navigation system. The camera is an essential device in this system, which is responsible for collecting images of the real-time environment. The entire system is based on gogles, which include a camera and earphones. The whole system works depending on the image collected by the camera. Then the collected images are processed through Tensor Flow to identify different objects in the images. In Fig. 2, there are four modes of operation after getting the image data. In describe mode, the system uses local or cloud processing to explain the user about the image. In announcement mode, the system will narrate the object in the images in real-time. In search operation mode, object search and find direction are done by using voice recognition. In the proposed system, to identify the object’s exact position and distance from the user, the system calculates the angle from the user’s current location. In the last mode, real-time identification and expression recognition are made by the system. It has an algorithm to detect new faces and saved it in the database for future reference. After all of these steps, the system generates text and process it for text to speech conversion. Then the speech output is sent to the user through a bone conduction earphone. A prototype is built to test the system and evaluate the performance. Table I shows the prototype system in details.

![Image of the prototype system](image1.png)

**Fig. 1:** Image of the prototype system, which contains a camera, goggles, USB coral, raspberry pi 4 and headphone.

<table>
<thead>
<tr>
<th>Specifications</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Camera</td>
<td>Fixed focus, 720p/30fps</td>
</tr>
<tr>
<td>Goggles</td>
<td>Ordinary glasses</td>
</tr>
<tr>
<td>Processing Unit</td>
<td>Google Coral</td>
</tr>
<tr>
<td>Embedded Platform</td>
<td>Raspberry Pi 4</td>
</tr>
</tbody>
</table>

**Table I: Prototype system details.**

![Flow chart of the proposed system](image2.png)

**Fig. 2:** Flow chart of the proposed system with different modes.
B. Data Collection and Processing

Images of the local environment are used as data for the system in this work. As mentioned earlier, the visual impairment rate in Asia is one of the highest in the world. Based on this, for testing the system, images were taken in Dhaka, Bangladesh. Camera video was taken with a speed of 30 frames per second. After taking the video, images are extracted from the video and then converted into a matrix shape to analyse each pixel. After that, images are levelled to identify objects in the picture. The training pipeline is created by developing a workspace where all the images are annotated. From these annotated images, label mapping is done to detect objects in the images. Label mappings are converted in a tensor flow file format to process them in the system. After developing the training model, the interface graph is exported. Then these graphs are converted into tensor flow lite and fed them into google coral accelerator.

MobileNet is a network designed specifically for the deployment in mobile and embedded vision applications. The idea behind MobileNet was to build a small network with low latency for platforms with limited computational resources. To train the data set, MobileNet open-source data is used along with the locally processed images to increase the data range. The model is built and trained using NVIDIA Titan due to the availability of a GPU for faster training. The model is created using Python 3, and TensorFlow for building the classifier and OpenCV for image processing. The evaluation of each model, especially with respect to the suitability for deployment on an embedded platform, was performed on a Raspberry Pi 4. There is one special reason for using Raspberry pi 4 as it has a dual-band WiFi facility, which helped the system to store real-time images from time to time. These real images are assisting the system in adopting real-life situations more accurately. From ethical perspective, user consent is taken before performing any data collection. European union data policy was used to take consent from users and people in the images.

C. Hardware

The system is developed on raspberry Pi 4 platform. Table I shows the specifications of Raspberry Pi 4. A google is used with an integrated earphone. A camera is placed on top of goggles to capture video and images will be process on the IoT embedded platform based on Raspberry Pi.

Table III: Specifications of Raspberry Pi 4.

<table>
<thead>
<tr>
<th>Specifications</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Processor</td>
<td>64-bit ARM Cortex/A72 CPU</td>
</tr>
<tr>
<td>Memory</td>
<td>Up to 4GB</td>
</tr>
<tr>
<td>Connectivity</td>
<td>Gigabit Ethernet, Dual-band Wi-Fi</td>
</tr>
</tbody>
</table>

As image processing needs a high processing unit, for that purpose, Google coral USB accelerator is used to accelerate the processing operation. TensorFlow model is converted to a tensor flow light model as raspberry pi alone cannot process a large amount of data. To increase the processing power tensor processing unit (TPU) as it can accelerate the system efficiency. NVIDIA Titan X is used as a GPU to train the data set faster. A dedicated server with 32Gb ram along with 4Gb NVIDIA Titan X graphics is used for the faster processing of the system. This server is used to accelerate image processing and object detection. A bone conduction headphone is used to convey the voice command to the user. According to medical practitioner visually impaired person usually have some issue with their hearing as well. A bone conduction headphone is designed for this purpose.

D. Software

The scripts for this system are written in Python. The tensor processing unit is controlled by a Python script. When the data set is large to process, then TPU will be enabled using a script. The data analysis is done through the Python script. As the system will contain multiple modes including, describe mode, identification mode, expression recognition mode, real-time location announcement, and object search. These modes are controlled and enabled by different scripts. CUDA programming is used to run the training set in the GPU. Google voice default api is used for the voice command in Bengali.

IV. EXPERIMENTAL STUDY, RESULT AND ANALYSIS

An experimental study has been done to validate the proposed model. We have consulted with two visually impaired persons who agreed to perform the experiment. We have asked them to use our system for a week. The experiment was tracked to understand the performance improvement by...
the users. The experiment was conducted in different places including, university classroom, university cafeteria, university lobby, office room and an office meeting room. The experiment environments are selected based on room size. The location was United International University, Bangladesh, and office location is ANTT Robotics Limited, Bangladesh. From the experiment, we have collected accuracy data to understand how conveniently our users can identify and roam around the places independently. As mentioned above, as experiment was conducted in different places by the help of two visually impaired persons. From the experiments we have collected image frames from the camera, and tried to calculate the accuracy of the overall system. Table V is containing the data from our experiment. The accuracy is representing the precision of identifying objects in the environment. This accuracy is the determinant about how precisely a visually impaired person can recognise objects within the coverage area of the system. Data column is the number of frame collected processed. The system was tested in different room environment where classroom and office room were quite similar in size. University cafeteria and office meeting room were bit larger than classroom size, where university lobby was the largest environment. From Table V, the system performance is better when the room size is small and it degrades when the size increases. System accuracy is 89% and 87% for classroom and office room respectively, where in university lobby the accuracy is lowest (70%).

<table>
<thead>
<tr>
<th>Location</th>
<th>Data</th>
<th>Minute</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>University Classroom</td>
<td>460</td>
<td>80</td>
<td>89 %</td>
</tr>
<tr>
<td>University Cafeteria</td>
<td>1090</td>
<td>10</td>
<td>85 %</td>
</tr>
<tr>
<td>University Lobby</td>
<td>300</td>
<td>12</td>
<td>70 %</td>
</tr>
<tr>
<td>Office Room</td>
<td>633</td>
<td>15</td>
<td>87 %</td>
</tr>
<tr>
<td>Office Meeting Room</td>
<td>522</td>
<td>7</td>
<td>81 %</td>
</tr>
</tbody>
</table>

V. CONCLUSIONS AND FUTURE WORK

The proposed system has achieved acceptable accuracy level for standard size room environment. The accuracy is near 90% in classroom and office room. A b one conduction earphone is considered in the system, as visually impaired people may also have some problem in their hearing. This system can be developed more efficiently by selecting proper high functioning camera, more processing power for labelling and image processing. As future work, we would like to consider wide angle camera to cover more objects in single frame and connect the system with internet more efficiently to collect images in real time with powerful processing unit.
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