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Abstract—This paper focuses on the secure routing problem in decentralized Internet of Things (IoT). We consider a typical decentralized IoT scenario composed of peer legitimate devices, unauthorized devices (eavesdroppers) and selfish helper jamming devices (jammers), and propose a novel incentive jamming-based secure routing scheme. For a pair of source and destination, we first provide theoretical modeling to reveal how the transmission security performance of a given route is related to the jamming power of jammers in the IoT. Then, we design an incentive mechanism with which the source pays some rewards to stimulate the artificial jamming among selfish jammers, and also develop a two-stage Stackelberg game framework to determine the optimal source rewards and jamming power. Finally, with the help of the theoretical modeling as well as the source rewards and jamming power setting results, we formulate a shortest weighted path-finding problem to identify the optimal route for secure data delivery between the source-destination pair, which can be solved by employing the Dijkstra’s or Bellman-Ford algorithm. We prove that the proposed routing scheme is individually rational, stable, distributed and computationally efficient. Simulation and numerical results are provided to demonstrate the performance of our routing scheme.
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I. INTRODUCTION

THE rapid evolution of communication technologies has spawned the emergence of the Internet of Things (IoT). With the concept of “anything connected anytime” in IoT, billions of physical devices around the world are expected to be connected to the Internet via heterogeneous access technologies circa 2020 [1], [2]. Wireless communication is a critical enabling technology for connecting IoT devices, and there are two types of wireless connectivity: i) centralized connectivity such as cellular systems (e.g., LTE and 5G) and wireless wide-area networks (e.g., LoRaWAN), and ii) decentralized connectivity such as ad hoc, mesh and opportunistic networks. The majority of IoT devices employ short-range communication techniques like Bluetooth Low Energy and Zigbee. Therefore, the decentralized connectivity-based topology formation can play a pivotal role in achieving plug and play characteristics of IoT devices. This paper focuses on decentralized IoT.

Due to the inherent openness of wireless medium, data delivery through wireless communication is vulnerable to eavesdropping attacks by unauthorized devices (eavesdroppers), posing a serious threat to IoT security [3]. Conventionally, cryptography is widely used to protect communication security [4]. However, the secret key distribution and management are costly and complicated to be implemented in decentralized IoT. In addition, the cryptographic-based methods could be broken as the opponent’s computing capability improves greatly, e.g., when quantum computing is available. These trigger an increasing review of physical layer security (PLS) technology recently, which exploits the natural characteristics of wireless channels to provide information-theoretic security, guaranteeing that eavesdroppers can never decode information from the transmitted data regardless of their computational capability [5], [6].

PLS technology has the advantages of low computational complexity, easy implementation in a decentralized manner, and no need to distribute/manage secret key, and thus employing it to protect data delivery security in various wireless communication systems (including IoT) has been attracting considerable academic attention [7]–[11]. To guarantee PLS performance in such systems, diverse mechanisms have been proposed in the literature. For example, the PLS enhancement based on the approaches of diversity, signal processing, and cross-layer optimization can be found in [12], [13] and [14], respectively. The works of [15], [16] indicated that coding schemes can be developed for ensuring PLS performance. Hu
et al. [17] proposed a jamming-based scheme to improve PLS of downlink transmission in IoT. He et al. [18] put forward a link selection policy to optimize PLS-QoS tradeoffs in two-hop relay systems. In addition, the cooperative relaying and jamming strategies for PLS enhancement were comprehensively demonstrated in [19] and the references therein.

A. Motivation and Our Main Contributions

As mentioned before, devices in decentralized IoT usually adopt short-range communication due to the power limitation. Hence, data of a source may need to be forwarded by several intermediate devices to reach its destination when the distance between the source and destination is far. In this context, it is essential to leverage a routing scheme to establish the route (path) for end-to-end data delivery. Fortunately, existing studies on the design of PLS-based schemes mainly focus on either the single-hop (point-to-point) or two-hop relay systems, which are not applicable to the multi-hop decentralized IoT scenario. It is also worth noting that to ensure PLS performance, some mechanisms, such as [17], utilize extra devices to generate artificial jamming, where voluntary participation/cooperation is assumed. However, to generate jamming signals to deteriorate the reception at the eavesdropper, jammers need to consume their own power. Therefore, a jammer may not voluntarily participate in the cooperation unless it gains satisfying rewards to compensate for its power consumption. Such selfishness is more in line with the inherent characteristics of a device in practical IoT scenarios since devices are usually resource-limited. On the other hand, without adequate cooperation, the PLS performance of a mechanism may not achieve a qualified level.

Motivated by the above observations, in this paper, we for the first time propose a lightweight routing solution to secure data delivery in decentralized IoT. Taking into account the inherent selfishness of devices, we introduce an incentive mechanism into the routing design, aiming to facilitate cooperation between the source device and jammers. Specifically, the source provides jammers with rewards (payments) to stimulate them to generate jamming signals, such that the PLS performance of data delivery can be enhanced; while jammers individually compete for the rewards based on their contributions to the PLS enhancement to compensate for the power consumption. We develop a two-stage Stackelberg game-based framework to determine the optimal source rewards and jamming power. With the help of this framework, we formulate a shortest weighted path-finding problem to identify the optimal route for data delivery in the IoT, which can be solved by employing the Bellman-Ford or Dijkstra’s algorithm.

The main contributions of this paper are summarized as follows:

- There is no existing scheme intended for secure data delivery in multi-hop decentralized IoT. To fill this void, this paper is the first to provide a lightweight routing solution, where an incentive mechanism is incorporated to stimulate artificial jamming to guarantee PLS performance.

B. Paper Organization

The remainder of this paper is organized as follows. Section II introduces the system models. Section III analyzes the PLS performance of a general route. We design the incentive mechanism in Section IV and propose the routing scheme in Section V. Simulation results are presented in Section VI. Section VII provides the related work, followed by the conclusion in Section VIII.

II. SYSTEM MODELS

A. Network Model

As illustrated in Fig. 1, we consider a decentralized IoT that consists of arbitrarily distributed legitimate peer devices. The number of devices is \( N \) and each device uses a fixed power \( P \) to transmit a signal. Due to the transmission range limitation, data could be delivered from its source to its destination through multiple hops (links) in the IoT. \( L \) denotes the number of all available legitimate links in the IoT. Without loss of generality, we focus on a pair of source-destination devices,
denoted as $S$ and $D$, respectively. When $S$ wants to transmit a message to $D$, there could be several candidate end-to-end paths (routes) through which the message can be delivered. We use $\Pi = \{l_1, \cdots, l_K\}$ to represent a $K$-hop path composed of $K$ links from $l_1$ to $l_K$, where a link $l_k \in \Pi$ connects two intermediate devices $S_k$ and $D_k$ on path $\Pi$, and $S_1 = S$, $S_k = D_{k-1}$, $D_K = D$. We use $P$ to denote the set of the available paths between $S$ and $D$.

There also exist $M$ unauthorized devices (potential malicious eavesdroppers) which may intercept the transmitted message in a passive way. The set of eavesdroppers is denoted as $E = \{E_i, i = 1, 2, \cdots, M\}$ and their locations are assumed to be known. This assumption is also widely adopted in other works of PLS-based routing design (such as [20], [21]) because it could characterize some practical scenarios. On the one hand, it can model the scenario where legitimate devices suspect the presence of malicious eavesdroppers at specific pre-determined locations (e.g., in military or battlefield applications). On the other hand, it is also applicable to the scenario where all devices are legitimate participants (and thus their locations are available) but some data is not intended for all devices. For example, for premium data, only the devices who have paid for it (legitimate receivers) can receive, while the reception of other devices (“eavesdroppers”) should be denied. An eavesdropper $E_i$ can intercept the transmission of all links on a path. The widely-used randomize-and-forward (RF) relay strategy [22] is adopted to avoid any eavesdropper decoding the message by combining different links’ signals.

To enhance data delivery security, jamming devices (jammers) can be employed to deteriorate the data reception at eavesdroppers by transmitting jamming signals. However, since IoT devices are usually resource-limited, we assume jammers are selfish and thus will not voluntarily generate jamming signals unless they gain satisfying rewards to compensate for their power consumption. To establish a secure route for data delivery, source $S$ recruits a set of jammers denoted as $J = \{J_i, i = 1, 2, \cdots, M\}$, each jammer $J_i$ is placed near the position of eavesdropper $E_i$ correspondingly. The source grants jammers a total of rewards $R$ to stimulate artificial jamming, while jammers compete for the rewards individually based on their contributions to the PLS enhancement. Taking both cost (i.e., power consumption) and return (i.e., rewards) into consideration, each jammer aims to maximize its own utility by making a strategy to determine its jamming power $P_{J_i}$. The source is also interested in maximizing its own utility by deciding an appropriate total of rewards $R$.

### B. Wireless Channel Model

We consider that the wireless channel between any pair of transmitter $X$ and receiver $Y$ is characterized by the large-scale path loss along with the small-scale Rayleigh fading. The path loss exponent is denoted as $\alpha$ (typically between 2 and 6). The channel coefficient between $X$ and $Y$ is denoted as $h_{X,Y}$ and the channel gain $|h_{X,Y}|^2$ is exponentially distributed with mean $\mathbb{E}(|h_{X,Y}|^2) = 1$, where $\mathbb{E}\{\cdot\}$ is the expectation operator. Such a wireless channel model is widely employed in the literature related to the physical layer [22], [23]. Note that for the considered IoT scenario, the artificial jamming signals are regarded as noise by eavesdroppers, and the jamming power at an eavesdropper could be much more dominant than the background noise power (because the source device aims to stimulate artificial jamming for PLS enhancement). Hence, we consider the widely-used interference-limited model and neglect the background noise [22], [23].

The frequently used notations are listed in Table I.

### III. PLS PERFORMANCE MODELING

In this section, we evaluate the PLS performance for a given path in the decentralized IoT under a general configuration, which lays the foundation for the incentive mechanism design in the next section.

We adopt secrecy outage probability (SOP) as the measurement to evaluate the PLS performance of a path in a decentralized IoT. For a transmission through an individual link $l_k$, the event of secrecy outage refers to the case when the SIR (signal-to-interference ratio) at one or more eavesdroppers is above a specified threshold $\gamma_E$, such that the message can be decoded by the eavesdropper(s). The SOP of this link $P_{so}(l_k)$ is defined as the probability the event of secrecy outage happens. Due to the RF relay strategy, we can evaluate the SOP of a path by treating each link on this path independently. Therefore, the SOP of a path $\Pi$, denoted as $P_{so}(\Pi)$, is defined as the probability that no link experiences secrecy outage when a message is delivered through this path.

1The interference-limited model will simplify the routing design greatly. In addition, the PLS performance derived under this model is a lower approximation of the actual one. It implies that the proposed routing scheme actually may implement data delivery more securely.

---

**TABLE I**

**MAIN NOTATIONS.**

<table>
<thead>
<tr>
<th>Notation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>number of peer legitimate devices</td>
</tr>
<tr>
<td>$L$</td>
<td>number of legitimate links</td>
</tr>
<tr>
<td>$E_i, E$</td>
<td>an eavesdropper and the set of eavesdroppers</td>
</tr>
<tr>
<td>$J_i, J$</td>
<td>a jammer and the set of jammers</td>
</tr>
<tr>
<td>$M$</td>
<td>number of jammers (jamming devices)</td>
</tr>
<tr>
<td>$C$</td>
<td>number of hops on a path</td>
</tr>
<tr>
<td>$P$</td>
<td>transmitting power of an legitimate device</td>
</tr>
<tr>
<td>$d_{X,Y}$</td>
<td>distance between $X$ and $Y$</td>
</tr>
<tr>
<td>$h_{X,Y}$</td>
<td>channel coefficient between $X$ and $Y$</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>path-loss exponent</td>
</tr>
<tr>
<td>$\gamma_E$</td>
<td>threshold of SIR for decoding the message at an eavesdropper</td>
</tr>
<tr>
<td>$P_{so}$</td>
<td>secrecy outage probability</td>
</tr>
<tr>
<td>$P_{J_i}$</td>
<td>jamming power (strategy) of $J_i$</td>
</tr>
<tr>
<td>$P_{opt}$</td>
<td>optimal path selected by the source</td>
</tr>
<tr>
<td>$U_{J_i}$</td>
<td>utility function of jammer $J_i$</td>
</tr>
<tr>
<td>$R$</td>
<td>rewards paid by (strategy of) the source</td>
</tr>
<tr>
<td>$U_S$</td>
<td>utility function of the source</td>
</tr>
</tbody>
</table>
It is worth mentioning that in Wyner’s encoding scheme [5],
the transmitter chooses two rates, i.e., the rate of transmitted
codewords and the rate of confidential messages. The rate difference
\( r_c = r_1 - r_s \) reflects the cost for securing the messages against
the eavesdroppers. When the wiretap channel capacity is higher than \( r_c \),
the secrecy outage happens. According to Shannon’s Theorem, the channel capacity is
determined by the corresponding SIR at the receiver. Thus, the
definition of SOP based on the SIR threshold can be easily
mapped to that based on the Wyner’s encoding scheme, where
the conversion between the SIR threshold and code rate is
\( \gamma_E = 2^{r_s} - 1 \). The SIR-based formulation of SOP is also
widely used in other studies, e.g., [22].

Regarding the evaluation of \( P_{so}(\Pi) \), we have the following
lemma.

**Lemma 1:** For a concerned IoT under a general configuration,
i.e., the jamming power \( P_J \) of jammer \( J_i \) is arbitrarily set, the upper bound of SOP of a path \( P_{so}(\Pi) \) is given by

\[
P_{so}(\Pi) = 1 - \exp \left( -P \cdot \sum_{l_k \in \Pi} \omega_k \right), \tag{1}
\]

where \( \omega_k = \frac{1}{\gamma_E} \sum_{i=1}^{M} \frac{d_{i,k}^2}{d_{i,E_i}^2} \) and \( d_{S_k,E_i} \) (resp. \( d_{J_i,E_i} \))
denotes the distance between \( S_k \) (resp. \( J_i \)) and \( E_i \).

**Proof:** We first derive the expression of \( P_{so}(l_k) \), i.e., the
SOP of a link \( l_k \) on path \( \Pi \). For the transmission from \( S_k \) to
\( D_k \), we let \( x_{S_k} \) and \( x_{J_i} \) denote the normalized (unit power)
symbol stream to be transmitted by \( S_k \) and the \( i \)-th jammer
\( J_i \), respectively. \( P \) and \( P_J \) are the transmitting power and
jamming power correspondingly. For an eavesdropper \( E_i \in E \),
let \( y_{E_i} \) denote its received signal. Then we have

\[
y_{E_i} = \sqrt{P h_{S_k,E_i}^2 x_{S_k} + \sum_{J_i \in J} \sqrt{P h_{J_i,E_i} x_{J_i}}} \tag{2}.
\]

According to expression (2) and the definition of SOP,
\( P_{so}(l_k) \) can be formulated as

\[
P_{so}(l_k) = P \left\{ \max_{E_i \in E} \frac{P h_{S_k,E_i}^2 x_{S_k}^2}{(d_{S_k,E_i}^2)} > \gamma_E \right\} \tag{3}
\]

\[
\leq P \left\{ \max_{E_i \in E} \frac{P h_{S_k,E_i}^2 x_{S_k}^2}{(d_{S_k,E_i}^2)} > \gamma_E \right\} = 1 - \exp \left( -P \sum_{l_k \in \Pi} \omega_k \right). \tag{4}
\]

We can see that expression (4) is an upper bound of \( P_{so}(l_k) \),
which means the exact PLS performance can be better than
that in the case of using the upper bound as an approximation.
Such an approximation can be close to the exact SOP in the
considered network scenario because the interference at an eavesdropper caused by its corresponding jammer is
much more dominant than that caused by other jammers.
Moreover, by using this approximation, we can easily measure
the contribution of a jammer to the PLS enhancement when
designing the incentive mechanism, as well as reduce greatly
the computational complexity of the entire routing framework,
as shown in the subsequent sections.

We further convert (4) into (5), shown at the bottom of this
page.

Note that for each eavesdropper \( E_i \), the corresponding
jammer \( J_i \) is placed near the position of \( E_i \). Thus, we have
\( d_{J_i,E_i}^2 \ll d_{S_k,E_i}^2 \) and then \( \frac{P h_{J_i,E_i}^2 x_{J_i}^2}{(d_{S_k,E_i}^2)} \ll 1 \). Following the
approximation that \( 1 + x \approx e^x \) when \( 0 < x \ll 1 \), (5) can be
further transformed as

\[
P_{so}(l_k) = 1 - \prod_{i=1}^{M} \left( 1 - \exp \left( -P \frac{d_{J_i,E_i}^2}{d_{S_k,E_i}^2} \right) \right) \tag{6}
\]

\[
= 1 - \prod_{i=1}^{M} \exp \left( -P \frac{d_{J_i,E_i}^2}{d_{S_k,E_i}^2} \right) \tag{7}
\]

Therefore, the SOP of path \( \Pi \) can be calculated as

\[
P_{so}(\Pi) = 1 - \prod_{l_k \in \Pi} \left\{ 1 - P_{so}(l_k) \right\} \tag{8} = 1 - \exp \left( -P \sum_{l_k \in \Pi} \omega_k \right) \tag{5}
\]

**Remark 1:** It is worth noting that jamming signals also
influence the quality of service (QoS) of legitimate trans-
misions, but we can expect two promising ways to mitigate
or eliminate their impacts. 1) Since legitimate devices and
jammers are cooperators, it is possible for the receiver to
know the characteristics of jamming signals, and thus it can
utilize the technique of interference cancellation to subtract jamming signals from the combined received signal. 2) Several classical spatial domain signal processing methods can be employed for wireless interference management. For example, when directional antennas or multiple antennas are available at a jammer, it can employ beamforming techniques to steer its jamming signal just in the direction of the corresponding eavesdropper; when multiple antennas are available at the legitimate receiver, jamming signals can be nullified by aligning the receive filter’s main lobe in the direction of the transmitter. Regarding the research on the techniques and strategies for QoS performance improvement, please kindly refer to the corresponding literature, e.g., [24]–[28].

IV. INCENTIVE MECHANISM DESIGN

From the theoretical performance modeling in the previous section, we know that a larger jamming power $P_J$ will lead to a lower SOP. However, due to the inherent selfishness of the jammers, they are not willing to generate jamming signals to help establish a secure route, unless they gain satisfying rewards to compensate for their power consumption. To this end, in this section, we design an incentive mechanism based on the game-theoretic approach to stimulate artificial jamming for PLS performance enhancement.

We first give a general introduction to the Stackelberg game. The Stackelberg game, which is also termed as the leader-follower game, is initially proposed by Stackelberg in 1952 based on some economic monopolization phenomena [29]. The Stackelberg game features strategic interactions among rational agents in markets on which some hierarchical competition takes place. In such a hierarchical game, the declaring player can be in a position to enforce its own strategies upon the other players. Thus, the player who holds the strong position and that can impose its own strategy upon the others is called the leader while the players who react to the leader’s declared strategy are called followers. The problem is to find an optimal strategy for the leader, assuming that the followers react in such a rational way that they optimize their objective functions given the leader’s actions [30], [31].

We then provide an overall description of our incentive mechanism. As illustrated in Fig. 2, we model the incentive mechanism as a Stackelberg game, which we term as the PLS-enhancing game. The PLS-enhancing game is composed of two stages: at Stage I, the source device (i.e., the leader) determines the rewards $R$ that is granted to the jammers to maximize its utility; at Stage II, each jammer (i.e., the follower) strategizes its jamming power to maximize its own utility. Thus, both the source and jammers are players in the PLS-enhancing game. The strategy of the source is its rewards $R$ and the strategy of jammer $J_i$ is its jamming power $P_J$. We use $P_J = (P_{J_1}, P_{J_2}, \ldots, P_{J_M})$ to denote the strategy profile containing all jammers’ strategies, and $P_{-J_i}$ to denote the strategy profile excluding $P_{J_i}$, i.e., $P_J = (P_{J_i}, P_{-J_i})$. Note that due to the selfishness of jammers, at Stage II all jammers compete with each other individually for gaining parts of the total rewards from the source. Thus, the competition among jammers can be modeled as a non-cooperative game. We term this game as the Jamming Power Determination (JPD) game.

![Fig. 2. Incentive mechanism design.](image)

Remark 2: It is worth emphasizing that with our incentive mechanism, on the one hand, the source and jammers are cooperators in the sense that the source grants jammers rewards to stimulate artificial jamming for PLS enhancement. On the other hand, jammers are in competition with each other since they compete for the rewards individually. Therefore, the competition behaviors among jammers are modeled as a typical non-cooperative game in the Game Theory. The interplay between the source and jammers, together with the non-cooperative game among jammers, constitute a typical two-stage Stackelberg game.

In Section IV-A, we will design the utility functions for the source and jammers which are reasonable and have provably good properties, completing the PLS-enhancing game formulation, and then we are interested in investigating the following problems:

P1: For given rewards $R$, is there a stable strategy profile in the JPD game, such that no jammer can gain more utility by unilaterally changing its current strategy?

P2: If the result in P1 is yes, is the stable strategy profile unique? If unique, it can be guaranteed that jammers will certainly choose the strategies in this stable strategy profile.

P3: How can the source determine the value of rewards $R$ to maximize its own utility?

It is worth noting that the stable strategy profile in P1 corresponds to the concept of Nash Equilibrium (NE) in Game Theory [31], which can be defined as follow.

Definition 1 (Nash Equilibrium): A strategy profile $P_{J_e}^e = (P_{J_1}^e, P_{J_2}^e, \ldots, P_{J_M}^e)$ is a Nash Equilibrium of the JPD game, if for any jammer $J_i$ and any strategy $P_{J_i} \geq 0$ we have

$$U_{J_i}(P_{J_i}^e, P_{-J_i}^e) \geq U_{J_i}(P_{J_i}, P_{-J_i}^e),$$

where $U_{J_i}$ denotes the utility function of $J_i$.

The existence and uniqueness of NE are of great importance, since they enable the source to predict the behaviors of all jammers and thus decide the optimal value of $R$ in a backward inductive way. That is to say, the result of P3 depends heavily on P1 and P2. The unique NE of the JPD game together with the optimal solution derived in P3 form the solution to the PLS-enhancing game.

A. Utility Function Design

We first design the utility function for jammers. It is reasonable to design that the jammers compete for the total...
rewards from the source based on their contributions to the transmission security performance of a path. In other words, the rewards that a jammer can receive should be proportional to the contribution it makes to the artificial jamming. Note that a jammer is leveraged to generate the jamming signal at its corresponding eavesdropper as revealed in expression (2). Thus, we characterize the contribution of jammer $J_i$ approximately as $P_{J_i} \cdot r_i$, where $r_i$ is the contribution factor given by

$$r_i = d_{J_i,E_i}^{-\alpha}.$$  

(10)

The cost of $J_i$ for artificial jamming is computed as $c \cdot P_{J_i}$, where $c > 0$ is the unit cost of jamming power. Then, the utility function $U_{J_i}$ of jammer $J_i$ is formulated as

$$U_{J_i} = \sum_{j \in J_i} P_{J_j} r_j R - c P_{J_i},$$  

(11)

i.e., rewards minus cost. Since a rational jammer is not willing to participate in the artificial jamming for a negative utility, $J_i$ will set $P_{J_i} = 0$ when $R \leq \sum_{j \in J_i, j \neq J_i} P_{J_j} r_j$. In Section IV-B, we will demonstrate that the designed jammer utility function also has the favorable property of ensuring the existence and uniqueness of NE in the PDE game.

We next design the utility function $U_S$ for the source. A desirable formulation of $U_S$ needs to satisfy the following properties:

1) Since the source stimulates the artificial jamming for PLS enhancement, $U_S$ should be a monotonically decreasing function of $P_{so}(\Pi)$.
2) To ensure the uniqueness of the solution to the PLS-enhancing game, the formulation of $U_S$ should result in a unique optimal value of $R$ for maximizing $U_S$.
3) Since the final goal is to design a secure routing scheme, the formulation of $U_S$ should result in a good computational efficiency in finding the optimal path, i.e., we can employ some efficient path-finding algorithms rather than the exhaustive search method.

With the above observations and being aware of the structure of $P_{so}(\Pi)$ in expression (1), we formulate the source utility function as

$$U_S = \frac{\lambda}{1 - \ln(1 - P_{so}(\Pi))} - R,$$  

(12)

where $\lambda > 1$ is a system parameter. In the following text, we will abbreviate $P_{so}(\Pi)$ as $P_{so}$ if there is no ambiguity.

Computing the first-order derivative of $U_S$ with respect to $P_{so}$, we have

$$\frac{\partial U_S}{\partial P_{so}} = \frac{\lambda}{[1 - \ln(1 - P_{so})]^2(1 - P_{so})} < 0.$$  

(13)

Thus, $U_S$ is a monotonically decreasing function of $P_{so}$, satisfying the property 1). Moreover, we plot the curve of $f(x) = \frac{1}{1 - \ln(1 - x)}$ in Fig. 3. We can find that for a large range of $P_{so}$, $U_S$ decreases almost linearly as $P_{so}$ increases, while when $P_{so}$ is very high, for example, more than 0.9, $U_S$ diminishes sharply. Such a behavior accords with the intuitive desirable requirement of the source utility. It will be demonstrated later that the designed source utility in (12) also satisfies the properties 2) and 3).

### B. Jamming Power Determination

In the PDE game, every jammer individually competes with each other for gaining a part of given total rewards $R$. Therefore, the PDE game is modeled as a non-cooperative game. As a notational convention, we use $G = (\mathcal{J}, \{P_J\}, \{U_{J_i}\})$ to denote the PDE game, where $\mathcal{J}$, $\{P_J\}$ and $\{U_{J_i}\}$ are the sets of players (i.e., jammers), strategy profiles and utility functions, respectively. To achieve its maximal utility, each player will play its best response strategy in the PDE game, which is defined as follow.

**Definition 2: (Best Response Strategy):** Given $P_{-J_i}$, a strategy is the best response strategy of jammer $J_i$, denoted as $b_i(P_{-J_i})$, if it satisfies

$$U_{J_i}(b_i(P_{-J_i}), P_{-J_i}) \geq U_{J_i}(P_{J_i}, P_{-J_i})$$

for all $P_{J_i} \geq 0$.

According to the definition of NE, we know that every jammer plays its best response strategy in an NE. Therefore, the strategy profile which all jammers play in the PDE game will converge to an NE, if it exists. Regarding the existence of an NE in a non-cooperative game, we have the following proposition [32, Theorem 1].

**Proposition 1:** An NE exists in the PDE game $G = (\mathcal{J}, \{P_J\}, \{U_{J_i}\})$, if: i) $\{P_J\}$ is a nonempty, compact and convex subset of the $M$-dimensional Euclidean space $\mathbb{R}^M$; ii) $U_{J_i}$ is concave on $P_{J_i}$ for every $J_i \in \mathcal{J}$.

Since the strategy of player $J_i$ is $P_{J_i} \geq 0$, the strategy space of the PDE game $\{P_J\}$ is a nonempty, compact and convex subset of the $M$-dimensional Euclidean space $\mathbb{R}^M$. Taking the first- and second-order derivatives of $U_{J_i}$ with respect to $P_{J_i}$ yields

$$\frac{\partial^2 U_{J_i}}{\partial P_{J_i}^2} = -2 R r_i \left(\frac{c}{P_{J_i} r_i^2} - \frac{P_{J_i} r_i^2}{\sum_{j \in J \setminus \{J_i\}} P_{J_j} r_j}\right) < 0.$$  

(15)

We see that $U_{J_i}$ is continuous and differentiable on $P_{J_i}$, and the second-order derivative of $U_{P_{J_i}}$ with respect to $P_{J_i}$ is negative. Therefore, $U_{J_i}$ is a concave function of $P_{J_i}$. With the above statements, we prove the following theorem.

**Theorem 1:** There exists at least an NE in the PDE game $G = (\mathcal{J}, \{P_J\}, \{U_{J_i}\})$. 
Next, we check the uniqueness of NE in the JPD game. Let 
\( b(P_J) = (b_1(P_{-J_1}), b_2(P_{-J_2}), \ldots, b_M(P_{-J_M})) \)

which we term as the best response correspondence of the game. By
definition, we know that an NE is actually a fixed point of the
best response correspondence \( b(P_J) \), i.e., \( P_{J^*} = b(P_{J^*}) \).
Therefore, the uniqueness of NE is equivalent to that the
function \( b(P_J) \) has a unique fixed point, and we have the following
proposition [33, Theorem 1].

**Proposition 2:** If the function \( b(P_J) \) is standard, then its
fixed point is unique.

Regarding the standard function, we have the following
definition.

**Definition 3:** Function \( b(P_J) \) is standard if for all \( P_J \geq 0 \),
the following properties are satisfied.

- positivity: \( b(P_J) > 0 \).
- monotonicity.
- scalability: for all \( \beta > 1, \beta b(P_J) > b(\beta P_J) \).

Note that \( U_{J_i} \) is a concave function of \( P_{J_i} \), and thus
the best response strategy \( b_i(P_{-J_i}) \) can be obtained by setting
the first-order derivative of \( U_{J_i} \) with respect to \( P_{J_i} \) to be 0,
which yields

\[
\frac{R r_i}{\sum_{j \in J \setminus \{J_i\}} P_{J_j} r_j} - \frac{R P_{J_i} r_i^2}{(\sum_{j \in J \setminus \{J_i\}} P_{J_j} r_j)^2} - c = 0. \tag{16}
\]

Solving \( P_{J_i} \) in (16), we have

\[
P_{J_i} = \frac{R \sum_{j \in J \setminus \{J_i\}} P_{J_j} r_j}{cr_i} - \frac{1}{r_i} \sum_{j \in J \setminus \{J_i\}} P_{J_j} r_j, \tag{17}
\]

If the right hand side of (17) is positive, it is also the best
response strategy of jammer \( J_i \) due to the concavity of \( U_{J_i} \).
If the right hand side of (17) is less than or equal to 0, then
jammer \( J_i \) will not participate in the artificial jamming by
setting \( P_{J_i} = 0 \). Hence, we can determine the best response
strategy of \( J_i \), as shown in formula (18) at the bottom of this
page.

We see from (18) that for every jammer \( J_i \) which participates
in the artificial jamming, its best response function
\( b_i(P_{-J_i}) \) is always positive and monotonic. As for scalability,
we have

\[
\beta b_i(P_{-J_i}) - b_i(\beta P_{-J_i}) = (\beta - \sqrt{\beta}) \sqrt{\frac{R \sum_{j \in J \setminus \{J_i\}} P_{J_j} r_j}{cr_i}}. \tag{19}
\]

For \( \forall \beta > 1 \) there is \( \beta - \sqrt{\beta} > 0 \). Thus, (19) is positive and
\( \beta b_i(P_{-J_i}) > b_i(\beta P_{-J_i}) \) holds.

In summary, the best response correspondence \( b(P_J) \) is a
standard function. As a result, we prove the following theorem.

**Theorem 2:** The JPD game has a unique NE.

According to Theorem 2, every player will play the strategy
of the unique NE in the JPD game. We provide the following
theorem for the computation of the NE.

Theorem 3: The unique NE for the JPD game is given by

\[
P_{J_i}^{ne} = R \cdot \kappa_i, \tag{20}
\]

where

\[
\kappa_i = \frac{1}{c (M - 1)} \left( \sum_{j=1}^{M} \frac{r_j}{r_i} - M + 1 \right) \left( \sum_{j=1}^{M} \frac{r_j}{r_i} \right)^{-2}, \tag{21}
\]

\([x]^+ \) denotes \( \max\{x, 0\} \).

**Proof:** Note that every jammer plays its best response
strategy in the NE, but a jammer cannot compute its best
response strategy individually by using formula (18) since
it contains the strategies of all other players. Let
\( S_i = \sum_{j \in J \setminus \{J_i\}} P_{J_j}^{ne} r_j \). By some basic algebraic transformations
on expression (16) we know that for the NE \( P_{J_i}^{ne} \), there is

\[
r_i S_i = \frac{c}{R} (S_i + P_{J_i}^{ne} r_i)^2 = \frac{c}{R} \left( \sum_{j \in J} P_{J_j}^{ne} r_j \right)^2
= \frac{c}{R} (S_j + P_{J_j}^{ne} r_j)^2 = r_j S_j, \ \forall J_i, J_j \in J.
\]

Then we have \( S_j = \frac{r_j}{r_i} S_i \) for \( \forall J_j \in J \) and obtain the following system of equations:

\[
\begin{align*}
S_1 &= \frac{r_1}{r_i} S_i \\
S_2 &= \frac{r_2}{r_i} S_i \\
& \vdots \\
S_M &= \frac{r_M}{r_i} S_i
\end{align*} \tag{22}
\]

For (22), by calculating the sum of the left side and the sum
of the right side separately, it yields

\[
S_1 + S_2 + \cdots + S_M = \sum_{j=1}^{M} \frac{r_j}{r_i} S_i + \frac{r_1}{r_i} S_1 + \cdots + \frac{r_M}{r_i} S_M = \sum_{j=1}^{M} \frac{r_j}{r_i} S_i.
\]

Since \( S_j = \sum_{j \in J \setminus \{J_i\}} P_{J_j}^{ne} r_j = S_i + P_{J_i}^{ne} r_i - P_{J_i}^{ne} r_j \), there is

\[
\sum_{i=1}^{M} S_i = M (S_i + P_{J_i}^{ne} r_i) - \sum_{j=1}^{M} P_{J_i}^{ne} r_j
= M (S_i + P_{J_i}^{ne} r_i) - (S_i + P_{J_i}^{ne} r_i)
= (M - 1) (S_i + P_{J_i}^{ne} r_i) = \sum_{j=1}^{M} \frac{r_j}{r_i} S_i, \tag{23}
\]

and thus

\[
S_i = \frac{(M - 1) r_i P_{J_i}^{ne}}{\sum_{j=1}^{M} \frac{r_j}{r_i} - M + 1} \leq \frac{c}{r_i} \sum_{j \in J \setminus \{J_i\}} P_{J_j} r_j, \tag{18}
\]

otherwise.
Substituting (24) into (17) and performing some algebraic operations, we have

\[ P_{j_i}^{ne} = \frac{R(M - 1) \left( \sum_{j=1}^{M} \frac{r_j}{r_j} - M + 1 \right)}{c \cdot \left( \sum_{j=1}^{M} \frac{r_j}{r_j} \right)^2} = R \cdot \kappa_i. \]

Theorem 3 also implies that the JPD game has a unique NE, which is the one computed by formula (20).

**C. Source Utility Maximization**

Based on the above analysis, the source, which serves as the employer in the PLS-enhancing game, is aware that for any given rewards \( R \), there exists a unique NE at which every jammer adopts its jamming power. As a result, the source can maximize its own utility by choosing an optimal value of \( R \).

Regarding the solution to the PLS-enhancing game, we have the following theorem.

**Theorem 4:** There exists a unique Stackelberg Equilibrium \((R^*, P_{j_i}^{ne})\) in the PLS-enhancing game. \( R^* \) is the optimal rewards that maximize the source utility in (12) over \( R \in [0, \infty) \), determined as

\[ R^* = \sqrt{\lambda \Delta} - \Delta, \]

where

\[ \Delta = \frac{\gamma \lambda}{\sum_{l_k \in \Pi} P_{l_k}} \]

and it is abbreviated as \( \Delta \) if there is no ambiguity. \( P_{j_i}^{ne} \) is computed by formula (20) with the source rewards set to be \( R^* \). The maximal utility \( U_S^* \) which can be achieved by the source is given by

\[ U_S^* = \left( \sqrt{\lambda} - \sqrt{\Delta} \right)^2. \]

**Proof:** Substituting (1) into (12), \( U_S \) can be expressed as

\[ U_S(R) = \frac{\lambda}{1 + \sum_{l_k \in \Pi} P_{l_k}} - R. \]  

Further substituting (20) into (28) we have

\[ U_S(R) = \frac{\lambda}{1 + \frac{\gamma \lambda}{\sum_{l_k \in \Pi} P_{l_k}}} - R \]

\[ = \frac{\lambda}{1 + \frac{\gamma \lambda}{R}} - R. \]  

Taking the first- and second-order derivatives of \( U_S(R) \) with respect to \( R \) yields

\[ \frac{\partial U_S}{\partial R} = \frac{\lambda \Delta}{(R + \Delta)^2} - 1, \]

\[ \frac{\partial^2 U_S}{\partial R^2} = -\frac{2\lambda \Delta}{(R + \Delta)^2} < 0. \]

We can see that \( U_S \) is continuous and differentiable on \( R \), and the second-order derivative is always negative. Hence, there exists a unique optimal value of \( R \), termed as \( R^* \), such that \( U_S \) can achieve its maximum. Since \( R^* \) satisfies that \( \left. \frac{\partial U_S}{\partial R} \right|_{R=R^*} = 0 \), by setting (30) to be 0, \( R^* \) can be determined as

\[ R^* = \sqrt{\lambda \Delta} - \Delta. \]

Substituting \( R^* \) into (29), \( U_S^* \) can be determined as

\[ U_S^* = \left( \sqrt{\lambda} - \sqrt{\Delta} \right)^2. \]

**Remark 3:** Now we complete the design of the incentive mechanism. It can be seen that the proposed incentive mechanism is reasonable and shows some desirable properties. It is stable since the optimal strategy profile of the source and jammers is unique. It is implemented easily since the optimal strategies of the source and jammers are all in closed form. The expression of the optimal source utility also has a simple closed form, which will greatly facilitate the routing protocol design, i.e., enabling the route selection to be tractable by employing some efficient path-finding algorithms rather than the exhaustive search method.

**V. ROUTING DESIGN**

In the previous section, we have designed the incentive mechanism for a given path, based on which we further investigate in this section the design of the incentive jamming-based secure routing, abbreviated as IJS.

**A. IJS Routing Algorithm**

As illustrated in Fig. 4, the framework of the IJS routing is composed of two layers. The bottom layer is the incentive mechanism, which formulates the behaviors of the source and jammers for a given path. The top layer is the route selection (path-finding) scheme, where the source selects the optimal end-to-end path that can maximize its utility when employing the incentive mechanism. Therefore, the entire IJS routing determines the optimal path through which the message is delivered, the optimal rewards that the source pays to stimulate artificial jamming, and the jamming power of the recruited jammers.

Note that for a pair of source \( S \) and destination \( D \) in a multi-hop decentralized IoT, there could exist multiple paths
With this important observation, we can assign each candidate weighted path which connects the source and its destination. Optimal route selection is equivalent to finding the "shortest path from a source vertex to all other vertices in a weighted graph. Dijkstra’s algorithm [34], which returns the shortest path from the source to every other vertex in the graph, can be used for this purpose.

We use \( \Pi^{opt} \) to denote the selected optimal path, i.e.,
\[
\Pi^{opt} = \arg \max_{\Pi \in P} U_S(\Pi).
\]
Based on the incentive mechanism and Theorem 4, the route selection problem is equivalent to
\[
\max_{\Pi \in P} \left( \sqrt{X} - \sqrt{\Delta(\Pi)} \right)^2.
\]
Thus, \( \Pi^{opt} \) can be determined as
\[
\Pi^{opt} = \arg \min_{\Pi \in P} \Delta(\Pi).
\]
Substituting expression (26) into (35), we have
\[
\Pi^{opt} = \arg \min_{\Pi \in P} \sum_{l_k \in \Pi} \sum_{i=1}^{M} \frac{d^q_{J_i, E_i}}{\kappa_i \cdot d^q_{S_k, E_i}}
= \arg \min_{\Pi \in P} \sum_{l_k \in \Pi} \Xi_k,
\]
where \( \Xi_k \) is given by
\[
\Xi_k = \sum_{i=1}^{M} \frac{d^q_{J_i, E_i}}{\kappa_i \cdot d^q_{S_k, E_i}}.
\]
From expression (36), we can see that the problem of optimal route selection is equivalent to finding the “shortest weighted path” which connects the source and its destination. With this important observation, we can assign each candidate link \( l_k \) a corresponding weight \( \Xi_k \), and then find the path \( \Pi^{opt} \) which has a minimum sum link weight. This problem can be directly solved by the classical Bellman-Ford algorithm or the Dijkstra’s algorithm [34], which returns the shortest path from a source vertex to all other vertices in a weighted graph.

After finding the shortest weighted path \( \Pi^{opt} \), the IJS routing algorithm should execute remaining key operations, i.e., determining the corresponding rewards \( R \) of the source and jamming power of all jammers for path \( \Pi^{opt} \) based on formulas (25) and (20), respectively. The details of IJS routing algorithm are summarized in Algorithm 1.

We next analyze the favorable properties the IJS routing algorithm possesses. According to the PLS-enhancing game, we know that every jammer which participates in the artificial jamming will have a non-negative utility, the source also pays an optimal value of rewards to maximize its utility. Thus, the IJS routing algorithm is "individually rational." Since the link weight \( \Xi_k \) is non-negative, the Bellman-Ford or Dijkstra’s algorithm ensures a definite shortest weighted path to be found. For this given path, the PLS-enhancing game ensures a unique Stackelberg Equilibrium that determines the rewards of the source and the jamming power of each jammer. Therefore, the IJS routing algorithm ensures the routing convergences to a unique solution and thus is "stable." By exchanging information between neighboring devices, the Bellman-Ford or Dijkstra’s algorithm enables a source device to compute the routing to its destination individually without a centralized control. Thus, the IJS routing algorithm is "distributed."

We use the asymptotic notation \( O \) [35] to measure the computational complexity of the IJS routing algorithm, which mainly consists of three parts, i.e., computing the link weight, finding the shortest path, and computing the rewards and jamming power. According to formula (37), the complexity for computing the link weight is \( O(LM) \). Note that there is \( L \leq N(N - 1)/2 \), and thus the complexity for computing the link weight is \( O(MN^2) \). The computational complexities of Bellman-Ford and Dijkstra’s algorithm are \( O(N^3) \) and \( O(N^2) \), respectively, much lower than that of the exhaustive search method whose complexity is \( O((N - 2)!)) \). According to formulas (25) and (20), the complexity for computing the rewards and jamming power is \( O(M^3) \). Since usually \( M < N \) holds for a general network configuration, we can summarize that the computational complexity of the IJS routing algorithm is \( O(N^3) \). Therefore, the IJS routing algorithm can be computed in polynomial time and thus is "computationally efficient."

The above statements prove the following theorem.

**Theorem 5:** IJS routing algorithm is individually rational, stable, distributed and computationally efficient.

### B. IJS Routing Implementation

It is worth noting that performing the required tasks of the IJS routing is almost the same as that of a classical ad hoc routing, except that the source device needs to interact with jammers. According to the features and requirements of an IoT, the practical implementation of IJS routing can be either in a proactive way (table-driven) like OLSR [36] or a reactive way (on-demand) like AODV [37]. For example, for a static IoT that requires low latency, the IJS routing should be

implemented in a proactive way; for a highly-dynamic IoT that can tolerate large latency, a reactive manner is more efficient. Implementing the tasks of IJS routing needs the knowledge of network topology, which can be available by exchanging location information between neighboring devices or adopting a global positioning system. With the help of the network topology information, the source device can individually compute the route for data delivery, the optimal total rewards, as well as the rewards granted to each jammer. Then, the source can inform every jammer of the total rewards and pay them corresponding rewards through dedicated links, while each jammer individually decides its jamming power. Finally, data is delivered over the computed route, and meanwhile, jammers generate jamming signals to deteriorate the data reception at eavesdroppers. For the details of practical routing implementation, please kindly refer to [34], [38].

VI. SIMULATION RESULTS

In this section, we first conduct Monte Carlo [39] simulations to validate the theoretical analysis for PLS performance, and then present numerical results of the IJS routing performance [40].

A. Validation of PLS Performance Evaluation

We consider a given path consisting of 3 hops in a straight line. The distance of each hop is 5, i.e., \( d_{S,k}, D_k = 5 \) for \( k \in \{1, 2, 3\} \). There exist two eavesdroppers. The line connecting them is normal to and intersects the center of the path. The distance between each eavesdropper to the center of the path is 10, and the distance between each jammer to its corresponding eavesdropper is \( \{2, 3, 4\} \). We set \( P = 10, \alpha = 4, \gamma_E = 1 \) and \( P_{J1} = P_{J2} \). The number of trials in each task of Monte Carlo simulation is set to \( 10^7 \), and the simulated SOP is computed as

\[
\text{Simulated SOP} = 100\% \times \frac{N_{so}}{10^7}, \tag{38}
\]

where \( N_{so} \) denotes the number of times that the event of secrecy outage occurs in each simulation.

We summarize in Fig. 5 the theoretical and simulation results of SOP performance. The theoretical curves are plotted according to Eq. (1) while the simulated results are obtained based on Eq. (38). We can see from Fig. 5 that the simulation results match well with the theoretical ones for all the cases, which verifies the correctness of our PLS performance evaluation for multi-hop decentralized IoT. Fig. 5 shows that as the jamming power increases, the SOP monotonically decreases, indicating that artificial jamming can be employed to improve the PLS performance. Another observation from Fig. 5 is that a shorter distance between the jammer and eavesdropper can lead to a better PLS performance.

B. Routing Performance

Fig. 6 shows how the optimal jamming power varies with the number of jammers in the JPD game, where we set \( R = 1, c = 1 \) and \( \alpha = 4 \). We focus on player (jammer) \( J_1 \) with \( d_{J_1,E_1} = 3 \), and set that \( d_{J_i,E_i} (i \neq 1) \) follows an identical and independent uniform distribution. For each setting of \( d_{J_i,E_i} \), we conduct \( 10^6 \) trials and summarize the average optimal jamming power \( P_{J_i}^{ne} \). We can see from Fig. 6 that when \( d_{J_i,E_i} \sim U(2, 4) \), i.e., \( E \{ d_{J_i,E_i} \} = 3 = d_{J_1,E_1} \), \( P_{J_i}^{ne} \)
number of players increases the portion of rewards that $J_1$ can compete for decreases, and thus it reduces the power (i.e., the cost) to achieve its maximal utility. When $d_{J_1,E_i} \sim \mathcal{U}(1, 3)$, i.e., $\mathbb{E}\{d_{J_1,E_i}\} = 2 < d_{J_1,E_i}$, $P_{J_1}^{ne}$ decreases more fleetly with $M$. It is because not only the number of competitors increases but also their competency is superior to that of $J_1$. When $d_{J_1,E_i} \sim \mathcal{U}(3, 5)$, i.e., $\mathbb{E}\{d_{J_1,E_i}\} = 4 > d_{J_1,E_i}$, the contribution factor of $J_1$ is higher than that of other players, even as the number of players increases, $J_1$ will slightly increase the jamming power to compete for more rewards so as to achieve the maximal utility.

With the same setting as Fig. 6, we focus on jammer $J_1$ and plot Fig. 7 to show how its optimal utility varies with the number of jammers in the JPD game. Fig. 7 shows that as the number of jammers $M$ increases, the optimal utility $U_{J_1}^{ne}$ monotonically decreases for all the cases. It is because the source rewards $R$ (i.e., total rewards) is fixed, an increase in the competitors will lead to a reduction in the rewards granted to each competitor. We can also see from Fig. 7 that the larger $d_{J_1,E_i}$, the more utility $J_1$ can achieve. It is because in the JPD game the rewards granted to a jammer is positively correlated with its contribution factor, while the contribution factor is negatively correlated with the distance between the jammer and the eavesdropper. Another interesting observation is that $U_{J_1}^{ne}$ gradually approaches 0 as $M$ increases. It indicates that when the number of eavesdroppers varies, the source device needs to adjust its rewards to ensure a considerable jammer utility, such that the artificial jamming can be stimulated for PLS performance enhancement.

We then plot Fig. 8 to show how the source utility varies with the source rewards in the PLS-enhancing game, where we set $P = 10$, $\gamma_E = 1$, $\alpha = 4$, $\lambda = 20$, $c = 1$ and $d_{S_k,E_i} = 10$. We can see that for all cases considered here, as the source rewards $R$ increases, the source utility first increases and then decreases. There always exists a unique optimal value of the rewards that maximizes the source utility, which demonstrates that our design of source utility can guarantee the uniqueness of the solution to the PLS-enhancing game. Fig. 8 also shows that a shorter distance between the jammer and the eavesdropper and/or a smaller number of eavesdroppers can lead to a higher source utility. This is due to the reason that the PLS performance is negatively correlated to these two factors.

We further summarize in Fig. 9 and Fig. 10 the behaviors of the optimal source rewards and optimal source utility with the variation of the number of eavesdroppers, respectively. We set $d_{J_1,E_i} = 2$ and other parameters the same as those in Fig. 8. We can observe from Fig. 9 that for most of the cases considered here, the optimal source rewards $R^*$ increases as the number of eavesdroppers, except that for $d_{S_k,E_i} = 10$ and $K = 4$, $R^*$ first increases and then decreases. It implies that the source needs to pay more rewards for artificial jamming to confront more serious eavesdropping situation, unless the situation is too serious so that paying more rewards is not worthy. Fig. 10 shows that the optimal source utility monotonically decreases with the increasing of the number of eavesdroppers for all the cases. We can also see that a longer $d_{S_k,E_i}$ and/or a smaller $K$ can result in a higher $U_G^*$. All the behaviors are in accordance with the intuition that it is impossible for the source to gain more utility when the
We lastly plot Fig. 11 to illustrate the optimal path computed by the IJS routing algorithm. We consider two network cases. In case 1, we focus on a $20 \times 20$ square network area. We randomly and uniformly place 30 legitimate devices and 3 eavesdroppers in the area and also place a jammer close to each eavesdropper. The maximum transmission range of a single hop is set as $7$. In case 2, we focus on a $50 \times 50$ square network area. We randomly and uniformly place 50 legitimate devices and 5 eavesdroppers in the area and also place a jammer close to each eavesdropper. The maximum transmission range of a single hop is set as $10$. In addition, we set $P = 10$, $\gamma_{E} = 1$, $\alpha = 4$, $\lambda = 20$, $c = 1$. Fig. 11(a) and Fig. 11(b) present a snapshot of the network topology for the two cases, respectively, where we plot the optimal path computed by the IJS routing algorithm, as well as two other candidate paths (path 1 and path 2) for comparison.

Table II summarizes the critical metrics of different paths.

We can see clearly that comparing with path 1 and path 2, the optimal path has the minimum sum link weight and enables the source device to achieve the maximal utility and the lowest secrecy outage probability. Comparing the optimal path with path 1 in case 2, an interesting observation is that the optimal path has more hops, but it receives a much higher source utility and a much lower SOP. It is because that the IJS routing algorithm employs expression (37) as the link weight and thus it can take a detour to avoid the positions of eavesdroppers for guaranteeing the PLS performance.

**VII. RELATED WORK**

As far as we know, some initial works have been conducted to explore the secure routing in multi-hop wireless networks [20], [21], [23], [41]–[46]. Specifically, Ren et al. [41] proposed an encryption scheme to achieve multicast security in wireless sensor networks. Wan et al. [42] developed an unobservable secure routing scheme to offer complete unlinkability.
and content unobservability for all types of packets in mobile ad hoc networks, where the group signature and ID-based encryption were jointly applied for route discovery. Saad et al. [20] proposed a secure pathfinding mechanism based on the tree-formation game. With the consideration of energy consumption, Ghaderi et al. [21] explored the routing protocol design which can guarantee the transmission security with the minimum energy cost for multi-hop wireless networks. Later, Yao et al. [23] studied the PLS-based routing in a multi-hop wireless network with the decode-and-forward relaying scheme. In our previous studies [43]–[45], we investigated that how to design the routing protocol which can guarantee the transmission security while ensuring the communication quality of service, and explored the tradeoff issue between the two aspects. More recently, Xu et al. [46] designed a secure routing mechanism for multi-hop cognitive radio networks with the aid of artificial noise.

It is worth noting that this work is distinguishable from the existing ones in the sense that the inherent selfishness of resource-limited IoT devices is considered, and an incentive mechanism intended to stimulate artificial jamming is incorporated into the routing design correspondingly. Such differences clarify the novelty of this work. It is also worth mentioning that except for cryptography and PLS, there exist other techniques, like blockchain [47], that are promising to guarantee IoT security. For a comprehensive survey on current research of IoT security, please kindly refer to [48] and the references therein.

VIII. Conclusion

In this paper, we have designed an incentive jamming-based secure routing scheme for secure data delivery in multi-hop decentralized IoT. First, we evaluated the PLS performance for a general path. With the help of performance evaluation, we next employed a two-stage Stackelberg game to design the incentive mechanism which stimulates artificial jamming for PLS performance enhancement. Based on the incentive mechanism, we further designed the routing algorithm that can find the optimal path by utilizing the Bellman-Ford or Dijkstra’s algorithm. We have demonstrated that the proposed routing algorithm is individually rational, stable, distributed and computationally efficient, and also conducted simulations to evaluate the routing performance.
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