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Abstract—We consider an optimal cache-placement-and-
delivery-policy using Network-level Orthogonal Multipoint Multi-
casting (OMPMC) for wireless networks. The placement of files in
caches of Base Station (BS) is based on a probabilistic model, with
controlled cache placement probabilities. File delivery is based on
multipoint multicast and network-based orthogonal transmission;
all BSs in the network caching a file transmit it synchronously
in dedicated radio resources. If the average signal-to-noise ratio
associated to a file at a requesting user is less than a threshold,
the request is in outage. We derive a closed-form expression for
the outage probability for a network modeled as a Poisson Point
Process. An optimal caching policy is solved from an optimization
problem, and compared to a threshold-based policy, suboptimal
partial solutions, and single-point cache delivery. Simulation
results show that exploiting OMPMC with optimal cache and
bandwidth allocation significantly improves the overall outage
probability as compared to single point delivery.

Index Terms—Wireless caching, cache placement and delivery
policy, multipoint multicast transmission, resource allocation.

I. INTRODUCTION

Wireless caching is a promising technique to cope with data
congestion and traffic escalation issues, and has the capability
to alleviate back-haul traffic and increase data rates [1]–[4].
Caching is based on the idea of storing popular files at the
edge of the network beforehand, and then delivering them
towards the demanding users. The placement phase can be
done proactively at the off-peak time of the network. In the
delivery phase during the peak time, cached files are delivered
according to user requests [3].

To design an optimal cache policy, cache placement and
delivery need to be considered, while to acquire quantitative
insight, a cache deployment model is needed. In [5], a Poisson-
Point-Process (PPP) is used for modeling cache deployment.
A closed-form expression for the average delivery rate and the
outage probability were derived by considering the backhaul
capacity. In [6], the authors exploit the stochastic geometry
and PPP properties to analyze the outage probability for
homogenous and heterogeneous cellular networks. In [7],
[8], the authors utilize PPP to model caching deployment
and use dynamic programming to achieve an optimum cache

placement policy aiming to minimize the total miss probability
in homogeneous and heterogeneous networks, respectively.
In [8], [9], a probabilistic model is used to place the files

in the caches; the files are placed randomly and independently
in different caches according to a file-specific distribution. In
[10], the authors divide bandwidth equally among the users
which are served by the same cache. Each user is served
by its nearest cache, other caches that store the requested
file cause interference. A probabilistic cache placement for a
two-tier heterogeneous network through bandwidth allocation
and multicast beamforming transmission is presented in [11],
whereas in [12], [13], a deterministic cache placement and
multicast beamforming transmission is proposed to obtain
an optimal caching policy. Multicast has a crucial role in
the coded caching scheme of [1], where instead of network
elements, user equipment are caching enabled.
Multipoint multicast transmission has been considered for

digital terrestrial TV broadcasting [14]. The Long-Term-
Evolution (LTE) system also has enabled the multipoint
multicast transmission mode as in the Enhanced-Multimedia-
Broadcast-Multicast-Services (eMBMS) [15], [16]. In [17],
multipoint multicasting was considered in the context of coded
caching. In the scenario considered in [17], the multipoint
transmitters employ separable macro-diversity transmissions,
where a user can separately decode transmissions from Base
Stations (BSs), and transmissions from different BSs give rise
to co-channel interference at the users.
In this paper, we analyze wireless caching in a network

where the delivery phase is based on orthogonal multipoint
multicast transmission. Orthogonal transmission for different
files is utilized, and all caching BSs transmit each specific file
in a resource dedicated for that, using the same transmission
method. A requesting user may receive signals from multiple
serving BSs, summed up non-coherently over the air, with
no interference from BSs in the network that do not cache the
requested file. We model the network deployment by PPP, and
derive a closed-form expression for the outage probability of
the cache policy based on multipoint multicast transmissions.
We device optimal joint placement and delivery policy by



minimizing the overall outage probability.
To the best of our understanding, orthogonal multipoint

multicasting has not been exploited in the context of wireless
caching before. The difference to the multipoint multicast
caching scheme of [17] is that here, we consider caching at
network edge, not at user equipment, and we analyze physical
layer macro diversity transmissions where users cannot sepa-
rate signals from different BSs. Instead, the macro diversity
transmissions combine over the air, such that the average
received power experienced by an individual user is the sum
of the received powers from all the BSs that transmit. Apart
from Inter-symbol and inter-carrier interference arising from
too long delay spreads, the physical layer transmissions on the
network level are free from co-channel interference.

The remainder of this paper is organized as follows. In
Section II, the system model is introduced. In Section III,
the outage probability of orthogonal multipoint multicasting
in a PPP modeled network is computed. The optimization
problem is formulated in Section IV, while simulation results
are presented and discussed in Section V. Finally, Section VI
concludes the paper.

II. SYSTEM MODEL

We consider a cellular network within which the BSs are
equipped by caches. Some files from a predetermined content
library is stored in these caches. Each BS independently stores
files according to a common probabilistic model. In order for
the BSs to deliver requested files, multipoint multicasting is
utilized. For this cache delivery policy, all BSs that caches a
file transmit it towards requesting users in the same space-time
resources. To transmit different files, network-wide orthogonal
resources are reserved. More specifically, user k that request
file n is responded in a specific resource by all BSs that cache
this file while other BSs do not use this resource. Applying
orthogonal transmission for different files guarantees that no
interference occurs during transmission of different files. We
model the network with two independent PPPs, one for the
deployment of BSs, one for the location of the users.

A. File Popularity and Placement

The library is assumed to contain N files. The popularity
of the n-th file, i.e., the probability that this file is requested,
is denoted by fn. The Zipf distribution (see e.g. [18]) is
used to model the popularity of the n-th file in the library;
fn = n−θ/

∑N
j=1 j

−θ for n = 1, · · · , N , where θ denotes
the skewness of the distribution. All files have the same size,
normalized to 1 without loss of generality. A limited storage
capacity is presumed for each BS so that a BS can store
at most L files. A probabilistic cache placement model is
considered as in [8], [9]. The BSs independently and randomly
store files such that file n is cached with caching weight

qn ≤ 1. Considering storage capacity of BSs, we should have∑
n qn = L. The weight qn represents the probability that a

randomly selected BS caches file n. Assuming that the BSs are
distributed according to a PPP Φ with intensity λ, each file in
the library is cached according to a PPP, with an intensity λqn.
We can determine a caching density per storage unit pn = qn

L

such that
∑

n pn = 1 and pn ≤ 1
L . Now, file n in the library

is cached according to a PPP with intensity λeffpn, where
λeff = λL is the effective intensity of single-file cache related
to the PPP of BSs. Note that for any cache delivery method
where files are transmitted from a single cache, and the file
delivery procedures for different files are decoupled, there is
a an effective density of caches of this kind.

B. Orthogonal Multipoint Multicast File Delivery

The users request files from the library according to the file
popularities. An orthogonal multipoint multicast file delivery
scheme is applied. The network operates in discrete time.
During each time period of duration T , there is a realization
of a spatial user file request process, according to the file
popularity and user distribution. The network attempts to fulfill
these requests within the discrete time period.
All BSs that cache a requested file simultaneously transmit

it in dedicated resources. In the radio resources reserved for the
transmission of a given file, there are no other transmissions
in the network than the multicast transmission of this file. The
fraction of radio resources in the network reserved for file n

is wn, and
∑N

n=1 wn = 1. We assume that BSs consume the
same transmission power, with equal power allocation.
For cache delivery, we assume wide band macro-diversity

transmission/reception. Thus each receiver interested in the file
receives the transmission over a multipath channel, which is
the sum of the multipath channels from all the transmitting
BSs. For this, OFDM-based single frequency network trans-
missions of the type applied in Digital Video Broadcasting
[14], with sufficiently long Cyclic Prefix (CP), or macro-
diversity transmissions of 3G-type [19], can be considered.
As a consequence of network-level orthogonality, there is
no co-channel interference in the network. We assume that
the receivers are able to perfectly equalize these multipath
channels, such that there is no Inter-Symbol (ISI) or Inter-
Carrier Interference (ICI). The performance of such a system
is an idealized upper limit of a realistic system. See e.g. [20]
for the effect of CP length on ISI & ICI.
The Signal-to-Noise Ratio (SNR) γk,n of user k requesting

file n using multipoint multicast transmission scheme can thus
be modeled as

γk,n = γ0
∑
j∈Φn

|hj,k|2∥xj − rk∥−β , (1)

where γ0 = Pref/Wσ2
0 is a reference SNR, Pref is the

average received power of a BS transmission measured at a



reference distance, σ2
0 is the noise power spectral efficiency,

and W is the total transmission bandwidth. The channel fading
coefficient between BS j and user k is denoted by hj,k, xj

is the location of BS j and rk of user k, and the set of BSs
caching file n is Φn. A standard distance-dependent path loss
model is applied with path loss exponent β > 2.
We assume ergodic fading across radio resources, and

ergodic capacity achieving coded modulation, such that the
service quality of a user downloading a file is determined
by the average SNR measured during the download, and the
additive-white-Gaussian-noise (AWGN) channel capacity with
this SNR provides an upper bound for the achievable rate of
a user. Transmission rate is selected by the network, based
on the amount of resources allocated to the file. Accordingly,
there is an SNR (or, equivalently, channel gain) threshold for
successful reception; if the SNR of a user is less than this
threshold, the user is in outage. We formulate this in terms of
a spectral efficiency threshold α; file n is successfully received
by user k if the spectral efficiency in the resources reserved for
transmitting the file is sufficient. This translates to the channel
gain threshold

ηn = (2α/wn − 1)/γ0, (2)

for successful reception. The amount resources allocated to a
file affects this threshold - the more resources, the lower SNR
is required for successful reception.

The outage probability for user k requesting file n then
becomes

On,k = Pr
(
wn log2(1+γk,n) ≤ α

)
= Pr

(
γk,n
γ0

≤ ηn

)
. (3)

We assume that all files have the same size B and thus have
the same spectral efficiency threshold α = B

WT for all files.

III. OVERALL SYSTEM OUTAGE PROBABILITY

The overall outage probability of file requests is used as
the system performance metric. This is directly related to the
average number of user requests that can be fulfilled by the
network. Thus, we intend to find the outage probability for a
given probabilistic file placement policy {qn}Nn=1 and resource
allocation policy {wn}Nn=1.

Based on Slivanyak-Mecke theorem [21], we can compute
the SNR for a user located at the origin for stationary and
homogeneous PPPs. For this user, without loss of generality
we can set hj = hj,0, r0 = 0 and On = On,0. Hence, the
outage probability for file n becomes

On = Pr
( ∑

j:cj∈Φn

|hj |2∥xj∥−β

︸ ︷︷ ︸
z

≤ ηn

)
. (4)

Proposition 1. Assume the multipoint multicast system in an
environment with path-loss exponent β, with BSs distributed

according to a PPP with intensity λ, and file n = 1, . . . , N

from a library with popularity fn being cached with prob-
ability qn, and having allocated bandwidth wn. The overall
outage probability is

O
(T )

β =
2

π

N∑
n

fn

∫ +∞

0

{
1

w
cos

(
πλqnw

∫ ∞

0

ξβ/2

ξβ + w2
dξ

)

exp

(
−πλqnw

2

∫ ∞

0

1

ξβ + w2
dξ

)
sin (wηn)

}
dw,

(5)

Proof. To obtain O
(T )

β , the outage probability On is computed
based on the characteristic function of the random variable z

defined as:
ϕz(w) = E

{
eiwz

}
= EΦn

{
E{hj}j

{
e
iw

∑
j:cj∈Φn

|hj |2∥xj∥−β

|Φn

}}
.
(6)

where E{.|.} is conditional expectation. By expanding the
exponential function, we get:

ϕz(w)
a
= EΦn

 ∏
j:cj∈Φn

E
{
eiw|hj |2∥xj∥−β

|Φn

}
b
= EΦn

 ∏
j:cj∈Φn

1 + iw∥xj∥−β

1 + w2∥xj∥−2β


c
= exp

(
2πλqn

∫ ∞

0

iwr−β − w2r−2β

1 + w2r−2β
rdr

)
,

(7)

where (a) follows from the independence of the channel
gains, (b) follows from Rayleigh fading assumption of the
channel coefficient, i.e. |hj |2 ∼ exp(1), and (c) is obtained by
using probability generating functional properties of the point
process Φn, and based on the thinning property of PPP [21].
To find the outage probability On, Gil-Pelaez theorem [22] is
used,

Pr{z < T } =
1

2
− 1

π

∫ +∞

0

1

w
ℑ{e−iwT ϕz(w)}dw, (8)

where ℑ{x} is the imaginary part of x and ϕz(w) is the
characteristic function of z. By substituting (7) into (8),
computing the imaginary part and defining r2 = ξ, we get:

On =
2

π

∫ +∞

0

1

w
sin

(
wηn − πλqnw

∫ ∞

0

ξβ/2

ξβ + w2
dξ

)
exp

(
−πλqnw

2

∫ ∞

0

1

ξβ + w2
dξ

)
dw.

(9)

Taking into account that files are requested according to the
file popularity fn, the overall outage probability becomes

O
(T )

β =
2

π

N∑
n

fn

∫ ∞

0

{
1

w
sin

(
wηn − πλqnw

∫ ∞

0

ξβ/2

ξβ + w2
dξ

)

exp

(
−πλqnw

2

∫ ∞

0

1

ξβ + w2
dξ

)}
dw,

(10)



Finally, by using the fact that the outage probability On equals
zero for ηn < 0, the statement follows.

The overall outage probability is considered as a metric
to quantitatively evaluate the average number of requests
that can be satisfied in the network. For the case when the
path-loss exponent β = 4, which is a typical value for
propagation at moderate and long distances [23], a closed-form
expression can be obtained, which can be used to simplify
further analysis.

Corollary 1. Consider the multipoint multicast system of
Proposition 1, with path-loss exponent β = 4. The overall
outage probability is

O
(T )

4 =
N∑

n=1

fn erfc

(
π2λqn
4
√
2ηn

)
, (11)

where erfc(·) is the complementary error function.

Proof. The proof is not given due to the lack of space.

IV. MULTIPOINT MULTICAST BASED CACHING

We thus consider a scheme where network-level orthogonal
multipoint multicast transmissions are applied for cache deliv-
ery. The transmission resource allocation wn, determining the
cache delivery policy, and the caching density pn, determining
the cache placement policy, can be jointly optimized, to mini-
mize the outage probability. We call the resulting overall cache
policy Orthogonal Multipoint Multicast Caching (OMPMC).

A. Optimal OMPMC

The outage probability can then be minimized, jointly
optimizing over wn and pn. For simplicity, in this paper we
concentrate on OMPMC in a network with path-loss exponent
β = 4. the corresponding optimization problem for this cache
policy can be written as follows

min
{pn}N

n=1,{wn}N
n=1

N∑
n=1

fn erfc

(
π2λeffpn
4
√
2ηn

)
,

s.t.


∑N

n=1 wn = 1,
∑N

n=1 pn = 1,

0 ≤ wn ≤ 1, n = 1, · · · , N,

0 ≤ pn ≤ 1
L , n = 1, · · · , N.

(12)

This is a non-convex optimization problem. We shall exploit
a convex relaxation to find a local optimum solution for this
problem.

B. Threshold-based OMPMC

In addition to optimal OMPMC, we consider a simplified
threshold based policy. For this, a threshold ν ∈ {1, . . . , N} is
determined. For files less popular than file ν, no resources are

allocated, while for other files, the resources will be allocated
equally:

if n > ν, wn = pn = 0,

if n ≤ ν, wn = pn = 1/ν.

Both bandwidth and cache allocation thus follows an on/off
principle. As each BS can cache L files, we have ν ≥ L. The
optimization problem thus becomes a discrete line search over

Fν erfc

(
π2λeff/ν

4
√
2ην

)
+ 1− Fν , (13)

where Fn =
∑ν

n=1 fn, and ην =
σ2
0

P (2αν − 1).

V. SIMULATION RESULTS AND DISCUSSION

We shall compare optimal and suboptimal versions of the
Multipoint Multicast based caching methods, discussed above,
to conventional single-point caching, known in the literature.
We call the jointly optimal scheme Full, and the threshold-
based scheme Threshold.
In (12), the transmission resource allocation wn and the

caching density pn are jointly optimized. Joint optimization
can be compared to suboptimal schemes where one of the
variables is not optimized, but allocated equally among the
files. In the w− only scheme, only wn is optimized, while in
p− only, only pn is optimized over. In addition, to understand
the benefits of multipoint multicast caching, we compare to
single point caching. In [6], [24], each user is served by its
nearest caching BS, and bandwidth is not allocated among
files. Hence, for any file request, all BSs which cache that
file, except the nearest BS, interfere with the desired signal.
For each cache, the whole bandwidth is assigned to transmit
a specific file and consequently, no cache can store more than
one file, so that L = 1. Motivated by the aforementioned
policy, it is natural to investigate a method where bandwidth
is allocated among files, while each user is served only by its
nearest caching BS. This policy is denoted SP. In this case
each BS can simultaneously transmit several files in disjoint
radio resources, so L can be greater than one. Using the outage
probability expression in [24], the overall outage probability
and its corresponding optimization problem can be formulated
and used to obtain the optimum cache policy.
The evaluated cache policies and their corresponding place-

ment and delivery methods are summarized in Table I. The
performance of the caching methods is compared in two
scenarios. In both, there are N = 100 files with Zipf
popularity distribution. Caches with storage capacity L = 10

are distributed according to a PPP with different intensities λ
and resulting effective intensities λeff = Lλ. The path loss
model is based on path loss exponent β = 4. We assume
γ0 = 1, which corresponds approximately to a situation with
reference distance 1 km, BS transmission power 23 dBm,



TABLE I: Cache Policy Methods

Method
Bandwidth
Allocation

Cache
Allocation

Transmission
Scheme

p− only No Yes Network-level
w− only Yes No orthogonal
Threshold On-off On-off multipoint

Full Yes Yes multicast

Network-level
SP Yes Yes orthogonal

nearest cache [6]

101 102 103
10-6

10-5

10-4

10-3

10-2

10-1

100

p-only,  = 1
w-only,  = 1
Threshold,  = 1
Full,  = 1
SP,  = 1
p-only,  = 0.1
w-only,  = 0.1
Threshold,  = 0.1
Full,  = 0.1
SP,  = 0.1

Fig. 1: The overall outage probability as a function of the effective
cache intensity for skewness θ = 2.6.

carrier frequency 2 GHz, the antenna gains at the BS and
user end summing up to 9 dBi, and the user noise figure 9
dB. As the reference distance is 1km, it means that caching
density is computed in units of caches/km2. The amount of
resources as compared to file size is taken to be α = 0.1 and
1. This means that for library size N , there are 10/N and 1/N

time-frequency resources available for transmission for each
bit in the library, respectively. All parameters for simulated
scenarios are the same except the value of skewness. For the
first scenario, it is θ = 2.6 and for the second scenario it is
θ = 0.6.
In Figure 1, the outage probability is plotted as a function

of the effective cache intensity λeff , when the skewness is
θ = 2.6. The Full policy outperforms other cache policies
for all values of effective intensity and for both considered
values of α. For α = 1, only Full and Threshold policies
give reasonable outage probability, the other approaches have
outage probability ∼ one. This result suggests that, when re-
sources are not abundant, neither separately allocating cache or
radio resources across files nor delivery using the nearest cache
are appropriate policies. In addition, the difference between
performance of Full and Threshold is not remarkable for
α = 1. For α = 0.1, the performance of these methods diverge

101 102 103
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0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

p-only,  = 1
w-only,  = 1
Threshold,  = 1
Full,  = 1
SP,  = 1
p-only,  = 0.1
w-only,  = 0.1
Threshold,  = 0.1
Full,  = 0.1
SP,  = 0.1

Fig. 2: The ratio of cached files as a function of the effective cache
intensity for skewness θ = 2.6.

as λeff increases. In contrast, the outage probabilities of
p− only, w− only and Full converge when λeff increases.
The outage probability of SP tends to be independent on the
cache intensity. With increasing cache density, the role of ther-
mal noise is decreasing in this policy. The network becomes
interference limited under the SP policy, and thus scale free.
The distance between a user and its serving BS decreases
as effective cache intensity increases, but this is balanced
by the interference sources becoming closer. The multicast
delivery methods lead to noise-limited performance, and the
noise limitation decreases with increasing cache intensity, as
the received powers grow.
In order to investigate how files are stored by the evaluated

cache policies, we consider the ratio of cached files to the total
number of files. This metric has been sketched in Figure 2
as a function of the effective cache intensity for θ = 2.6.
When α = 1, only the most popular files can be cached with
the Threshold and Full policies. In contrast, for p− only,
w− only and SP methods, almost all files are cached for
any intensity when α = 1. However, this is achieved at the
expense of increase in the outage probability. As α decreases
to 0.1, the ratio of cached files increase for Threshold and
Full policies. As there are more radio resources available, the
network uses radio resources on more files.
In the second scenario, the popularity distribution is less

peaked, with skewness θ = 0.6. The resulting outage prob-
ability is plotted in Figure 3. When α = 1, performance is
constrained by radio resources, only a small fraction of files
are cached. The system is not able to provide acceptable outage
probabilities. As α = 0.1, the outage probability improves
considerably for all policies except SP, which is limited by
co-channel interference. The Full and Threshold policies
outperform others in this scenario as well, with a shrinking
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Fig. 3: The overall outage probability as a function of the effective
cache intensity for skewness θ = 0.6.

margin when λeff increases. The threshold-based policy is
almost indistinguishable from Full.

VI. CONCLUSION

In this paper, we optimized cache placement and delivery for
wireless caching based on network-level orthogonal multipoint
multicast transmissions. We found a closed-form expression
for the overall outage probability in the cache delivery phase.
Based on this we formulated a caching policy that jointly
optimizes power and radio resource allocation to caches in a
multipoint multicast network, as well as a simplified threshold
based method, where files with a popularity below a threshold
are not cached, and all cached files have an equal cache and
radio resource allocation. Numerical results show that caching
with orthogonal multipoint multicast delivery provides consid-
erable improvement over caching with single-point delivery,
especially if cache placement and radio resource allocation
are jointly optimized. The threshold based strategy performs
similarly to a jointly optimized one, except in the situation
when popularity distribution is very skew, radio resources are
abundant and cache density is high. In future work, we shall
extend to caching with a mixture of multipoint multicast and
unicast delivery policies.
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