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Abstract
Reflecting on common empirical concerns in quantitative entrepreneurship research, recent calls for improved rigor and reproducibility in social science research, and recent methodological developments, we discuss new opportunities for further enhancing rigor in quantitative entrepreneurship research. In addition to highlighting common key concerns of editors and reviewers, we review recent methodological guidelines in the social sciences that offer more in-depth discussions of particular empirical issues and approaches. We conclude by offering a set of best practice recommendations for further enhancing rigor in quantitative entrepreneurship research.
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The field of entrepreneurship has come a long way over the past decades as a result of entrepreneurship scholars’ strong dedication to developing its theoretical basis using increasingly sophisticated research methods (Busenitz et al., 2003; Crook et al., 2010; Davidsson, 2016; Wiklund et al., 2011). Nevertheless, there is currently a strong push for more rigor in quantitative entrepreneurship research, which is driven by several recent developments: a growing recognition that the popular empirical approaches in entrepreneurship research have important limitations, a broad concern about the reproducibility of prior findings in social science research, and rapid advances in available research methods that allow for conducting more rigorous studies. In this editorial, we review these important developments and discuss how they create new opportunities for authors, editors, and reviewers to further enhance rigor in quantitative entrepreneurship research.

The need to improve rigor and transparency is not limited to entrepreneurship research. Research practices in many social science fields are increasingly criticized for lacking the rigor and transparency that would allow others to understand and replicate research findings (e.g., Baker, 2016; Gelman, 2018; Hubbard, 2015; McShane et al., 2019; Miguel et al., 2014; Nosek
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et al., 2015). This “replication crisis” has now been broadly acknowledged in economics (Christensen & Miguel, 2018), sociology (Freese, 2007), political science (Laitin & Reich, 2017), and psychology (Lindsay, 2015). The field of business and management is not immune to these concerns (Bergh et al., 2017; Starbuck, 2016). Indeed, many leading journals have begun to revise their editorial policies to ban poor research practices and promote more rigor and transparency (e.g., Antonakis, 2017; Bettis et al., 2016; Chen, 2018; Hahn & Ang, 2017; Lewin et al., 2016; Meyer et al., 2017).

In addition to the push for more rigor and the need to address the identified problems of the prevailing null hypothesis significance testing (NHST) paradigm (e.g., Gigerenzer, 2004; Matthews, 2019; McShane et al., 2019; Nosek et al., 2015; Schwab et al., 2011; Wasserstein et al., 2019), rapid developments in empirical methods and software tools also create new opportunities for quantitative entrepreneurship research. These include novel approaches to causal inference (e.g., rapidly evolving quasi-experimental techniques that use the potential outcomes [PO] framework; (Abadie & Cattaneo, 2018; Imbens & Wooldridge, 2009; Imbens & Rubin, 2015) and causal graphs/directed acyclic graphs [DAGs]; (Pearl, 1995; 2009; 2016; Rohrer, 2018), an increasing application of Bayesian statistics (e.g., Andraszewicz et al., 2015; Gelman et al., 2013; Lohrke et al., 2018; Vandekerckhove et al., 2018), big data and data science methods (e.g., George et al., 2016; Schwab & Zhang, 2019; Tonidandel et al., 2018), machine learning (e.g., Kolkman & van Witteloostuijn, 2019; Mullainathan & Spiess, 2017), and powerful and innovative visualizations (e.g., Ertug et al., 2018; Greve, 2018; Healy, 2018; Levine, 2018). Given these important recent developments, it is clear that many new opportunities have emerged for enhancing rigor in quantitative entrepreneurship research. Doing so is particularly important given the unique challenges of entrepreneurship as a research context. Indeed, designing and implementing rigorous entrepreneurship studies is far from trivial because of the uncertainty, heterogeneity, and disequilibrium in entrepreneurial phenomena and the common focus on the emergence of new ventures with limited reliable data available on them (Davidsson, 2016).

Therefore, we view it as important for ETP as a leading entrepreneurship journal to offer a timely review of these recent developments and support authors, reviewers, and editors in further enhancing rigor in quantitative entrepreneurship research. In this editorial, we seek to offer a comprehensive review of the key issues involved in designing, conducting, and reporting high-quality quantitative entrepreneurship research. By covering this whole spectrum of empirical considerations, we seek to complement prior reviews of quantitative research methods published in ETP (e.g., Chandler & Lyon, 2001; Connelly et al., 2010; Dean et al., 2007) and more focused recent discussions in other leading entrepreneurship journals (e.g., Anderson et al., 2019; Wennberg & Anderson, 2019). In addition to reviewing key concerns, this editorial also points to recent methodological advances and guidelines in the social sciences, thereby serving as a key entry point for quantitative entrepreneurship scholars who wish to learn more about new ways of conducting rigorous research.

Table 1 summarizes our seven key best practice recommendations for further enhancing rigor in quantitative entrepreneurship research; these concern the importance of (1) matching the research design with the research problem; (2) understanding the advantages and limitations of particular sources of data; (3) ensuring that the measures measure what they are supposed to measure; (4) selecting appropriate analytical tool(s) depending on the key considerations of your particular research question and empirical setting; (5) reporting the methods and results in a transparent and reproducible manner and interpreting the results carefully and thoughtfully; (6) developing a robust workflow to facilitate reproducibility and to minimize errors; and (7) continuing to learn about the evolving methods applicable to quantitative entrepreneurship research.
<table>
<thead>
<tr>
<th>Key considerations</th>
<th>More detailed suggestions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Match the research design with the research problem</td>
<td>If the key research design choices, such as the sample and the measures, are not suitable for answering the research problem, it is hard to address the mismatch in a revision. Therefore, the research problem should drive the research design and the choice of the empirical methods. Be clear whether the research is exploratory or hypothesis testing. Consider causal identification already in the research design.</td>
</tr>
<tr>
<td>2. Understand the advantages and limitations of particular sources of data</td>
<td>Whether or not the data are collected by you or by a data provider, the data collection process should be understood and explained. The implications of the limitations for answering the research problem should be carefully considered. Consider novel data sources such as web-scraped data and video data.</td>
</tr>
<tr>
<td>3. Ensure that the measures measure what they are supposed to measure</td>
<td>Careful consideration of the validity of the measures is critical. Be transparent about how measures were constructed, adapted, and validated to ensure the reproducibility of research findings. Consider novel measurement techniques such as text mining.</td>
</tr>
<tr>
<td>4. Select appropriate analytical tool(s) depending on the key considerations of your particular research question and empirical setting</td>
<td>With the increasing availability of specialized statistical tools and the complex nature of entrepreneurial phenomena, it is critical for scholars to carefully consider the key concerns in their particular settings (e.g., the type of measures, potential endogeneity concerns, potential longitudinal data structure, etc.) and choose the methods accordingly. Consider new approaches, such as Bayesian statistics, to overcome the limitations of traditional techniques.</td>
</tr>
<tr>
<td>5. Report the methods and results in a transparent and reproducible manner and interpret the results carefully and thoughtfully</td>
<td>Explain and justify the method choices in a transparent manner so as to enable replication. Employ best practices to probe interaction, mediation, and nonlinear effects. Use online appendices for robustness checks if needed. Interpret the results carefully and thoughtfully, avoiding the term “statistically significant” and considering also practical significance. Use visualizations if possible.</td>
</tr>
<tr>
<td>6. Develop a robust workflow to facilitate reproducibility and to minimize errors</td>
<td>With the increasing complexity and sophistication of entrepreneurship research, a robust reproducible workflow and data access are becoming increasingly important to facilitate error detection and correction, as well as replication.</td>
</tr>
<tr>
<td>7. Continue to learn about the evolving methods applicable to quantitative entrepreneurship research</td>
<td>Invest time and effort in lifelong learning about new methods and their applicability to quantitative entrepreneurship research. Given the rapid pace of methodological development, continuous learning is important for the progress of the field. It is the responsibility of entrepreneurship scholars to be able to conduct rigorous, leading-edge quantitative research on entrepreneurship phenomena.</td>
</tr>
</tbody>
</table>
In the following sections, we start by reviewing frequent concerns in quantitative ETP submissions and continue by discussing the novel opportunities and complexities arising from new data sources and methodological advancements. We close by offering broader suggestions concerning enhanced rigor in the workflow and openness of reporting to facilitate replication and faster knowledge accumulation in quantitative entrepreneurship research.

Enhancing Rigor Across the Research Process

Research Design

Social scientists increasingly recognize that for research to be relevant, it must also be rigorous (Van de Ven & Johnson, 2006; Vermeulen, 2005). Rigor implies that scholars are committed to developing and applying best practices for designing, conducting, and reporting scientific studies to enable faster knowledge accumulation. In the field of entrepreneurship, however, it is often difficult, if not impossible, to design a perfectly rigorous study because of the uncertainty, heterogeneity, and disequilibrium in entrepreneurial phenomena and the common focus on new venturing activities for which reliable data are often unavailable (Davidsson, 2016).

Still, research design problems are an important reason for rejections of ETP manuscripts because they undermine the confidence of the readers toward the rigor of the study and its findings, and because they often cannot be resolved within a normal revision. Among such problems, a mismatch between the research question and the research design is one of the key concerns leading to rejection, and this mismatch has many manifestations. For instance, papers that explain performance or change can rarely be successful if the empirical analysis relies on cross-sectional data. Similarly, papers with empirical measures that are disconnected from the theoretical concepts they are supposed to measure are often rejected in the review process. Sampling problems are common in entrepreneurship research (Short et al., 2010), and challenging to address in a revision. Threats to causality are also increasingly identified as a major concern.

Thus, the most critical task for researchers is to carefully consider the research question and match the research design with the research question. Most of the other empirical choices follow from this task and should be considered early on. For instance, matching the unit of analysis (e.g., entrepreneur- vs. firm-level analysis) in the empirical data collection with the level of theoretical argumentation is straightforward before the data collection, but a mismatch would be difficult to address afterwards. A careful research design anticipates key threats to validity and considers how to eliminate these threats. For instance, when empirically testing one causal explanation, it is important to consider alternative explanations for the association between independent and dependent variables and whether and how they could be ruled out.

Carefully considering these issues before the data are collected tends to be more effective than using post hoc methods to compensate for a poor research design. A carefully designed study indeed often requires less from the data analyses and robustness tests (Aguinis & Vandenberg, 2014; Bettis et al., 2014). That said, it is equally important that authors provide a compelling justification for the chosen research design, discuss the design’s weaknesses in addition to its strengths, and offer sufficient details about the sampling criteria and data collection procedures. Doing so allows reviewers and editors to better understand and appreciate the study’s research design, thereby facilitating its replicability.

In general, papers that fall methodologically short compared to other recent papers tend to face more criticism from reviewers. This means that as the field of entrepreneurship becomes more mature, scholars face ever higher expectations and requirements concerning the rigor of their quantitative hypothesis-testing research. Therefore, it is important for entrepreneurship scholars to continuously enhance their understanding of the latest advances in research methods.
In the sections below, we seek to help scholars make more informed methodological choices by discussing important methods issues in quantitative entrepreneurship research, pointing to recent in-depth discussions of these issues in the literature, and providing a set of best practice recommendations.

**Data Sources**

Obtaining high-quality data on entrepreneurial phenomena is difficult. Reliable secondary data are often lacking for early-stage venturing efforts, while gaining access to primary data is challenging when entrepreneurs are too busy and their ventures are rapidly changing. Recently, however, rapid increases in the availability and breadth of data sources are transforming the field. For instance, while in the review of the preceding decade of entrepreneurship research by Chandler and Lyon (2001), a typical study was based on a cross-sectional survey given the argued unavailability of other sources of data, such arguments are no longer felt justified, and cross-sectional single-respondent survey studies are now rarely accepted without compelling justification. The ongoing big data revolution indeed enables entrepreneurship scholars to assemble large amounts of data from a variety of sources that offer many new possibilities for studying entrepreneurial phenomena (Davidsson, 2016). At the same time, this growth in data sources also creates new challenges for scholars who wish to use them in empirical studies (George et al., 2016; Schwab & Zhang, 2019; Wenzel & Van Quaquebeke, 2018). Consequently, we discuss some key issues related to different data sources for quantitative entrepreneurship research below.

**Survey data.** A popular data source in the field is survey data. Despite the known criticisms of the survey method (e.g., potential nonresponse bias, retrospective bias, common method bias, measurement error, and perceptual nature of data), one of its primary benefits is that surveys allow for the direct measurement of complex, latent constructs through multi-item scales. For many interesting entrepreneurship phenomena, the only way to obtain data is to ask people. Unfortunately, survey sampling frames are often unknown or inaccurate because many entrepreneurial efforts are difficult to detect or will have failed prior to data collection (Davidsson, 2016). Measurement validity is another frequent concern that can be compromised, for instance, when surveys utilize individual respondents to measure firm- or industry-level constructs (Davidsson & Wiklund, 2001). For these reasons, it is important to provide a clear exposition of the survey data collection procedures and clarify how and why particular respondents were selected; what measures were taken to minimize potential biases; and how the multi-item scales were constructed, adapted, and validated (Aguinis et al., 2018). A lack of transparency often causes confusion and negative reactions among reviewers, which is understandable given that survey data are prone to biases and, thus, require careful treatment (Huang et al., 2015). In addition, we observe that submissions all too often rely on a single survey, single respondent design. While this may be unavoidable or acceptable in some cases, we do believe that multi-wave surveys and surveys using multiple informants (e.g., multiple founders from the same venture team) are quickly becoming the new standard, as they help address the limitations of cross-sectional single respondent surveys. There is also increasing recognition of the need to adapt survey research practices for work examining nontraditional contexts (Kriauciu纳斯 et al., 2011)—settings that receive increasing attention from entrepreneurship researchers.

**Archival data.** Entrepreneurship scholars frequently use archival data to test their hypotheses. Examples of archival data include data recorded in official government registers (e.g., linked employer-employee data or tax filings; e.g., Goetz et al., 2015), industry association records (e.g., data on venture capital investments or entry and exit of firms), commercial databases (e.g.,
data on companies and their patents, venture capital (VC) investments, initial public offerings (IPOs), and mergers and acquisitions (M&As) (e.g., Dalle et al., 2017), as well as various scholarly data collection initiatives, such as the Panel Study of Entrepreneurial Dynamics (PSED; Reynolds, 2007), the Global Entrepreneurship Monitor (GEM; Levie et al., 2014; Reynolds et al., 2005), the Kauffman Firm Survey (KFS; Farhat et al., 2018; Farhat & Robb, 2018), and others (e.g., Brown et al., 2017). Compared to primary data, archival data have several potential advantages, including the ability to quickly and unobtrusively collect a large number of repeated measures across different levels of analysis, allowing scholars to draw better causal inferences and employ multilevel research methods (Wennberg, 2005). However, archival data have its own problems. One major weakness is that the available variables are rarely ideal measures (Singleton & Straits, 2017). Typically, multiple sources of archival data need to be merged to address focal research questions, which is not a trivial process and therefore requires care (e.g., Christen, 2019; Tarasconi & Menon, 2017). The messiness of archival data thus requires that authors provide a detailed account of the databases that were used, clarify the sampling criteria and procedures that were used to construct the databases and associated measures (Farhat & Robb, 2018; Zhang & Shaw, 2012; Wennberg, 2005), and discuss the magnitude and implications of missing data (e.g., Enders, 2010; Newman, 2014). Many commercial databases are primarily designed to serve commercial clients who require a snapshot of the current situation, not a comprehensive historical record. Therefore, issues such as backfilling data and updating categories afterward can cause problems when historical data points are reclassified based on current information. Many commercial databases are based on voluntary data provision and may only cover relatively successful firms that have survived for some time, thus leading to potential sample selection biases. Therefore, archival data collected by official government registers (e.g., linked employer–employee data in many countries) can sometimes be valuable for addressing research questions in entrepreneurship, but they also often have important limitations because the data were originally collected for other purposes and their quality can differ depending on the country and the government register. Thus, as with all other data sources, it is crucial that authors understand and explain to readers how the data were produced and the limitations of these procedures (Connelly et al., 2016).

**Website-scraped data.** The big data revolution has created many new ways to collect high-quality data on entrepreneurial phenomena by scraping data from the Internet. Web scraping refers to the automated identification, extraction, and coding of information stored on websites. Compared to traditional data sources, web scraping offers several key advantages, including the ability to quickly and unobtrusively collect large-scale data on entrepreneurial activities that unfold across actors, levels, and time (Braun et al., 2018; Landers et al., 2016). In turn, advances in data science methods and software tools increasingly allow entrepreneurship scholars to leverage web-scraped data to develop and test theories (George et al., 2016; Prüfer & Prüfer, 2019). Recent studies indeed illustrate how applying techniques such as machine learning and text mining to web-scraped data can offer new insights into entrepreneurial phenomena (Kolkman & van Witteloostuijn, 2019; Lee et al., 2017; Obschonka et al., 2017). It is important to note, however, that researchers must be aware of the weaknesses of web-scraped data and be extremely careful in designing and executing theory-driven web-scrapping projects, allowing them to better address ethical concerns and draw more meaningful conclusions (for guidelines, see Braun et al. (2018) and Landers et al. (2016)).

**Video data.** Video data are increasingly used to study the behaviors of entrepreneurs, investors, and other relevant stakeholders. Video recordings offer exciting new possibilities to capture rich data on, for instance, the bodily expressions, emotions, decision-making, and identity
development of entrepreneurs—concepts that can be difficult to capture through other means (Zundel et al., 2018). A growing number of entrepreneurship scholars are discovering the power of video-based research by coding preexisting videos to measure independent or dependent variables and by creating artificial videos that can be used in experiments (e.g., Chen et al., 2009; Ciuchta et al., 2018). Thus, we predict that ETP will receive more submissions that both leverage these unique benefits and address the specific challenges associated with video research (Toraldo et al., 2018).

Experimental data. Experiments can help to overcome the endogeneity problems in entrepreneurship research that are prevalent in research designs based on observational data (Hsu et al., 2017). However, only a small number of ETP submissions currently employ experimental data. We foresee this number to increase because the experimental method offers opportunities to generate better causal evidence on various micro and macro theories in entrepreneurship that can be tested by manipulating independent variables in laboratory as well as field settings (e.g., see special issues by Acs et al. (2010) and Williams et al. (2019)). However, authors must be aware of the key pitfalls in designing, running, and reporting experiments (Chatterji et al., 2016; Hsu et al., 2017; Singleton & Straits, 2017) because reviewers often rightly challenge their construct and external validity when manuscripts do not clearly explain and justify the experimental designs (e.g., Grégoire et al., 2019). For instance, simplified experiments conducted using undergraduate students (or outsourced to MTurk or another service) may not be able to adequately capture the high stakes and emotions that entrepreneurs encounter in real-world situations, so their appropriateness for a particular research problem should be justified carefully (Hsu et al., 2017; Stevenson & Josefy, 2019). Assuming the subjects are appropriate, experiments must also be designed to realistically capture the focal phenomenon. Here, a key limitation is that experiments typically focus on only a few effects, and thus, the results may not be generalizable to the real-world complexities that entrepreneurs must navigate. The experimental vignette methodology can sometimes be used to increase the realism of entrepreneurship experiments (Aguinis & Bradley, 2014). Although not always feasible, field experiments that use randomization in naturally occurring settings can also be a great way to conduct realistic experiments in entrepreneurship research (Chatterji et al., 2016; Harrison & List, 2004; Levitt & List, 2009). Overall, given the multitude of different experimental designs with important tradeoffs, it is important to consider the focal research problem carefully when designing an experimental study.

Triangulating multiple data sources. A growing trend in the field is to employ research designs in which multiple data sources, often quantitative and qualitative, are combined in a single study. These mixed methods approaches (Molina-Azorin et al., 2017) hold much promise for entrepreneurship research because they allow scholars to leverage the strengths, and possibly minimize the weaknesses, of different data sources and thus arrive at more insightful findings than could be produced by one method alone (but it is good to remember that this could also happen across studies in research programs). The field of entrepreneurship, which has witnessed various calls for studying context effects and causal mechanisms, could thus greatly benefit from studies that combine different forms of data to triangulate research findings and pinpoint the mechanisms and contextual boundaries for the results (Jick, 1979; Molina-Azorin et al., 2012). Nevertheless, it is important to be aware of the challenges and limitations of mixed methods research and provide a compelling justification for the chosen approach in addition to clearly reporting how the different techniques were combined (Creswell & Plano Clark, 2011; Turner et al., 2017).

Data transparency. While it is common and understandable for authors to seek publication of multiple papers from the same dataset, we observe that this data overlap is not always accurately
reported in the submitted manuscripts. At ETP, we therefore now require that authors explicitly discuss data overlaps in a separate document that offers a detailed account of how and which variables in the focal study differ from those in prior publications. Including a uniqueness analysis table (Kirkman & Chen, 2011) in a cover letter, which lists the variables of the current and prior studies, along with explanations of their operationalizations, can be an efficient approach to convey this information to the editors. Although using the same or a very similar variable across different studies based on the same dataset can be problematic (e.g., leading to “salami sliced” publications; Antonakis, 2017)—particularly when it concerns the dependent variables—this practice can also be a requirement when prior publications from the same dataset indicate the importance of particular predictors; that is, not including these predictors could severely bias the model estimates so that variable overlap is actually recommended to obtain valid research findings in such situations. It is also better to use a well-defined and validated existing measure rather than develop marginally different variants presenting them as new, as the former approach improves the opportunities for replication, meta-analysis, and overall progress and accumulation of the research.

**Measurement**

Quantitative empirical entrepreneurship research typically tests hypotheses derived from one or several theories. For the proper testing of theories, it is crucial that the focal concepts are clearly defined (e.g., Podsakoff et al., 2016; Singleton & Straits, 2017) and that the construct operationalizations are appropriate such that the measures actually measure what they are supposed to measure (e.g., Borsboom et al., 2004). All too often, there are wide gaps between theoretical arguments and empirical measures, which is often seen as a critical and difficult to address problem leading to rejections of many ETP manuscripts. Below, we discuss some important measurement concerns in quantitative empirical entrepreneurship research.

**Construct validity.** When testing hypotheses concerning relationships between theoretical constructs, construct validity is of central importance. To ensure construct validity, authors should provide clear construct definitions, demonstrate that the study’s empirical indicators reflect their underlying constructs (Edwards, 2003), and ideally, report sufficient tests so that reviewers and readers can independently assess the construct validity (Aguinis et al., 2018; DeVellis, 2016). This is not an easy task for entrepreneurship scholars who frequently study novel phenomena for which validated measures may not always be readily available. Nevertheless, whenever possible, we recommend that authors use multi-item scales rather than single or categorical indicators to measure complex constructs, provide sufficient evidence of scale reliability and dimensionality when multiple indicators are used, and make efforts to validate the focal measures by using alternative operationalizations of the same construct and analyze the convergent validity (Carlson & Herdman, 2012). Indeed, when the study’s findings can be replicated with multiple measures of the focal constructs, this will enhance their perceived validity. In assessing the convergent and discriminant validity of constructs, it is worth noting that many widely used “rules of thumb” and cutoff criteria have been dismissed in the methods literature as “methodological myths” (Lance & Vandenberg, 2009), such as the false notion that a measure is internally consistent when Cronbach’s α exceeds .70 (Guide & Ketokivi, 2015; McNeish, 2018). It is therefore useful to carefully consider the validity of measures in a more substantive fashion.

**Transforming variables.** One area that requires more attention and care relates to the common practice of applying (nonlinear) transformations of variables. The use of transformations can sometimes be appropriate, but submissions often apply transformations without offering a clear...
explanation for why and how the transformation was performed. This is problematic because using transformed variables can severely undermine the validity and interpretation of findings (Becker et al., 2018). It is therefore important for authors to provide a compelling (theoretical) rationale for applying a particular type of transformation, report exactly how the original variables have been transformed, and properly discuss how the transformations may affect the interpretations of the research findings. In addition, the visualized results should be made consistent with the transformations by properly adjusting the scaling of the Y and X axes and recognizing that the relationship is no longer linear when plotting the results or applying back transformations of the variables into their original units of analysis.

**Common method bias.** Method bias can be a concern in survey-based research (Podsakoff et al., 2003). While survey data is often needed when studying particular entrepreneurial phenomena, a single-respondent cross-sectional survey design makes it difficult to remedy potential common methods bias. For instance, the commonly used Harman’s single factor test is generally not sufficient to dismiss the presence of common method bias (Guide & Ketokivi, 2015; Podsakoff et al., 2003). It is advantageous for authors to use more sophisticated techniques, such as the confirmatory factor analysis (CFA) marker technique, which requires the inclusion of appropriate marker variables in the questionnaire (Podsakoff et al., 2012). Overall, post hoc tests can never fully compensate for a poor ex-ante research design (Richardson et al., 2009).

**Control variables.** Entrepreneurial phenomena are typically complex and influenced by a large variety of factors, many of which are not included in the study’s hypothesized model. To avoid omitted variable bias and to rule out alternative explanations, it is therefore important to include theoretically relevant control variables in statistical analyses (Antonakis et al., 2010). Unfortunately, it is common for submissions to either lack sufficient statistical controls or contain a list of control variables without adequate explanations for their inclusion. This can be problematic because adding additional controls could actually bias the model estimates and result in less accurate research findings if they contain measurement error (Aguinis & Vandenberg, 2014; Spector & Brannick, 2011) or if they are outcome variables of the focal independent (i.e., “bad controls,” Angrist & Pischke, 2009, pp. 64–68). We therefore encourage authors to select control variables based on theoretical considerations and offer an explicit justification for why they are included and how their inclusion affected the research findings.

**Novel measurement techniques.** For the field to move forward, it is important that entrepreneurship scholars remain alert to new opportunities for novel construct measurement. Computer-aided text analysis (CATA), topic modeling, and natural language processing (NLP) using machine learning are relatively novel approaches to derive measures from textual content (Banks et al., 2018; Hannigan et al., 2019). Spurred by the ongoing big data revolution, these approaches enable researchers to mine huge amounts of data (e.g., website scraped data) to develop longitudinal measures at relatively low costs (George et al., 2014; 2016). However, there are important concerns in the use of these methods, such as how to validate CATA-based scales and address measurement error (McKenny et al., 2018; Short et al., 2010). The implication is that the authors applying these novel techniques must explicitly discuss potential sources of measurement error, the extent to which measurement error variance is present, and their implications for interpreting the research findings. In some areas of entrepreneurship research, new opportunities could also emerge from new measurement and data collection methods in other fields of science, such as neuroimaging in the analysis of entrepreneurial decision making (e.g., Lahti et al., 2019; Laureiro-Martínez et al., 2015), or other biological measures related to genetics, hormones, and physiology in other domains of entrepreneurship research (c.f., Nofal et al., 2017).
Analyses

In recent years, scholars’ methodological toolkit has expanded tremendously in terms of the types of data analyses that can be performed to test a study’s research hypotheses. Below we highlight several important issues with regard to data analyses that we commonly encounter in manuscripts submitted to ETP. While most of these issues are related to testing null hypotheses using the prevailing frequentist paradigm, the maturation of entrepreneurship theories increasingly warrants the analyses to build on prior findings and to focus on the effect sizes and their uncertainty instead of simply testing whether an effect is different from zero. This paves the way for the increased adoption of Bayesian methods, which we discuss last.

Choice of the analytical method. At the most basic level, an important question is which types of data analyses must be performed to test a particular research hypothesis. Authors often seem to assume that the answer to this question is very straightforward and do not sufficiently explain and justify their analytical method. Here, authors must be forthright by discussing the strengths and limitations of the focal method and presenting theoretical arguments and/or empirical evidence regarding the appropriateness of the chosen method for testing the proposed theory. They may also consider combining different analytical techniques to enable replication of the study’s core findings and thereby generate more insightful findings.

Longitudinal analysis. Entrepreneurial phenomena are often dynamic in nature, suggesting that longitudinal research is needed to unravel these temporal dynamics. Using longitudinal data obviously offers many benefits, as it enables researchers to better handle unobserved heterogeneity, improve causal inference, and explain change (Bliese et al., 2019). Fortunately, however, the increasing availability of big data is opening up many new opportunities for entrepreneurship scholars to collect longitudinal data (Schwab & Zhang, 2019). At the same time, this means that they must familiarize themselves with the unique decisions and challenges associated with conducting and reporting longitudinal data analyses. For instance, the use of longitudinal data alone is not sufficient to control for unobserved heterogeneity, if fixed effects regression or another appropriate longitudinal method is not used. While the Hausman test was previously considered as the key criterion when choosing between random effects versus fixed effects models, it has now been recognized that the theoretical understanding concerning between-unit versus within-unit variance is central and that random effects models (and generalized estimating equations [GEEs]) that mix these two are often not ideal default models (Certo et al., 2017; Dieleman & Templin, 2014). A hybrid model that explicitly separates the between- and within-unit effects is often a preferable approach (Certo et al., 2017; Dieleman & Templin, 2014; Mundlak, 1978; Schunck & Perales, 2017). Other longitudinal methods include dynamic panel data models (i.e., a lagged dependent variable as a covariate) estimated using techniques such as generalized method of moments (GMM; e.g., Bond, 2002; Bun & Sarafidis, 2015); event history models (also called survival analysis or duration models), which may be needed if time to an event is of interest and right censoring presents a problem (e.g., Allison, 2014; Cleves et al., 2016); latent growth curve models, which explicitly model change (instead of only variance; e.g., Bollen & Curran, 2006; McArdle, 2009); and difference-in-differences (DID) models for causal inference (Lechner, 2011). For longitudinal analysis, it is important to explicitly probe the assumptions underlying these methods, test the form and stability of relationships over time (including appropriate temporal lags), address the issues of attrition and missing data, and evaluate the suitability of the study’s research design and dataset for longitudinal analyses (Bergh & Holbein, 1997; Ployhart & Vandenberg, 2010).
Addressing endogeneity. Many manuscripts we receive test hypothesized causal relationships with cross-sectional, nonexperimental data, which is concerning because establishing causality generally not only requires that two variables are correlated but also that the independent variable temporally precedes the dependent variable and that the presumed causal effect cannot be explained by other causes (Antonakis et al., 2010; Kenny, 1979; Shadish et al., 2002). In many submissions, omitted variable bias constitutes an important validity threat as a prime source of endogeneity, which manifests itself when a predictor is correlated with the error term (Antonakis et al., 2010; Hamilton & Nickerson, 2003; Roberts & Whited, 2013). In longitudinal research designs, the use of fixed-effects models controls for time-invariant unobserved heterogeneity and can therefore help address many sources of omitted variable bias. However, in management research aiming for managerial relevance, self-selection-based omitted variable bias is often particularly relevant and requires more attention (Clougherty et al., 2016; Hamilton & Nickerson, 2003). Endogeneity may substantially bias one’s research findings, so it is critical that authors explicitly address endogeneity in their manuscripts from both a theoretical and an empirical standpoint (Ketokivi & McIntosh, 2017). Theoretically, it is important to consider the extent to which focal predictors should be treated as sufficiently exogenous and offer strong arguments for why this is true (or, alternatively, they must refrain from making causal claims in their theorizing). It is also important to identify potential endogeneity concerns and determine how serious the threats are that they cause for the validity of the analysis. Empirically, authors are expected to address the identified endogeneity concerns to the greatest realistic extent by testing for different sources of endogeneity and correcting for endogeneity using appropriate methods, including quasi-experimental techniques (Antonakis et al., 2010; Hamilton & Nickerson, 2003; Roberts & Whited, 2013), such as instrumental variable (IV) estimation (Bascle, 2008; Semadeni et al., 2014), regression discontinuity design (RDD) models (e.g., Calonico et al., 2014; 2019), difference-in-differences (DID) models (e.g., Lechner, 2011), and synthetic control methods (e.g., Abadie et al., 2015), or through structural econometric models (e.g., Low & Meghir, 2017).

This said, a few cautionary notes are in order. First, statistical correction for endogeneity must be performed with great care because researchers often misuse these methods due to a lack of understanding of their assumptions and limitations (Bascle, 2008; Ketokivi & McIntosh, 2017). Indeed, Certo et al. (2016) detailed examination of the use of Heckman models demonstrates that scholars frequently misunderstand when and how to use particular procedures for addressing different types of endogeneity. This is problematic because the appropriateness of certain correction techniques depends on the specific source of endogeneity that must be addressed (e.g., omitted variables, measurement error, simultaneous causality; Roberts & Whited, 2013). The implication is that authors must justify why a specific technique is appropriate for addressing a particular source of endogeneity in the focal study and ensure that it is correctly implemented by performing relevant tests and robustness checks (Bascle, 2008; Semadeni et al., 2014).

Second, alternative econometric methods for causal inference are evolving rapidly (e.g., Abadie & Cattaneo, 2018; Imbens & Wooldridge, 2009), largely building on the potential outcomes (PO) framework (Rubin, 1974; 2005), which focuses on the potential outcomes of a unit of interest under alternative states of a cause (i.e., “counterfactuals”; e.g., Imbens, 2019; Imbens & Rubin, 2015; Morgan & Winship, 2007). This rapid development and the multitude of approaches require care in understanding the assumptions of the alternative techniques and in identifying appropriate technique(s) for a particular problem at hand. For instance, although temporal dependence has traditionally been a key assumption for causal inference, in modern approaches to causal inference, the assumption about the temporal dependence may not be always needed (see, e.g., Imbens & Rubin, 2015; Pearl, 2009, p. 57-59). In models involving matching, propensity score matching (PSM) has been by far the most popular choice. However, PSM has been found to suffer from important limitations (King & Nielsen, 2019), with coarsened
exact matching (CEM) being recommended as a robust alternative (Iacus et al., 2009; 2012; King & Nielsen, 2019). Furthermore, when advocating for the PO framework (Rubin, 1974) for causal inference, structural equation modeling (SEM) has previously been falsely portrayed as an incompatible (and as an inferior approach for causal inference) approach without recognizing their equivalency (Bollen & Pearl, 2013; Pearl, 2012). And although different disciplines have used different notations for seemingly incompatible approaches to causal inference, causal graphs/directed acyclic graphs (DAGs) have been identified as useful tools for identifying the required assumptions for causal inference and thereby helping to unify various approaches to causal inference (Pearl, 1995; 2009; 2016; Pearl & Mackenzie, 2018; Rohrer, 2018).

Third, we must emphasize that post hoc statistical corrections for endogeneity often cannot compensate for a poor ex-ante research design (Shaver, 2019). While appropriate correction techniques may often be helpful for increasing the validity of research findings if they can be implemented appropriately, we strongly believe that entrepreneurship research will gain even more when researchers start to design their studies from day one with a focus on anticipating and overcoming key endogeneity concerns. This means, for instance, that whenever possible, they try to construct true random samples instead of sampling on the dependent variable (i.e., also survey ventures that did not survive) and conduct more experiments in the lab or field. Doing so will help the field to draw more informative inferences about causal relationships without having to resort to post hoc correction techniques that often mask fundamental problems in our research designs.

Finally, although addressing potential endogeneity is an important concern in rigorous entrepreneurship research, it can never be fully solved (i.e., there will always be untested assumptions; Ketokivi & McIntosh, 2017). Therefore, to not limit future quantitative entrepreneurship research to a limited set of questions that can be studied using particular methods (Shaver, 2019), we echo the recommendation of Ketokivi and McIntosh (2017) to consider what can be realistically expected in a study of a particular question. Given the complexity of the focal phenomena in entrepreneurship research and the inherent limitations of empirical methods, improved causal identification requires a cumulative body of empirical research (Shaver, 2019).

Nonlinear models. In many entrepreneurship studies, nonlinear models are used. For instance, when the outcome of interest is a limited dependent variable, such as a binary variable or a count variable that takes on a limited number of discrete values, a nonlinear model is generally needed. Examples include studies that seek to predict the likelihood of new firm survival, the number of opportunities identified by individuals, or the entry mode used by new international ventures. In all these cases, the choices or outcomes cannot be operationalized as a continuous dependent variable. Although a linear probability model (LPM) approach is sometimes considered as an alternative approach to facilitate easier interpretation of the marginal effects for binary outcomes (e.g., Angrist & Pischke, 2009; Greene, 2012; Wooldridge, 2010, pp. 562–565; Wooldridge, 2015, pp. 224-228), models with limited dependent variable models are generally estimated using alternative modeling techniques, such as logit, probit, tobit, Poisson, negative binomial regression, and survival analysis (e.g., Cameron & Trivedi, 2005). However, correctly implementing these methods and interpreting the results requires great care (Wiersema & Bowen, 2009). Consequently, we encourage authors to familiarize themselves with best practices for analyzing and interpreting these nonlinear models. For instance, common pitfalls relate to the improper interpreting of coefficients, modeling interactions, comparing coefficients across groups, and probing measures of model fit (Hoetker, 2007). The interpretation of effects in nonlinear models has been a subject of debate and has led to many alternative approaches (e.g., Ai & Norton, 2003; Angrist & Pischke, 2009; Greene, 2010; Zelner, 2009); therefore, it is important to consider the interpretation carefully (Hoetker, 2007). Although this debate has not resulted in
any unproblematic silver bullet solutions, it is imperative that authors explicitly address the interpretation carefully in their manuscripts, including plotting of the effect sizes and their confidence intervals (see also our related discussion of reporting the effect sizes below).

**Moderation and mediation analyses.** Entrepreneurship researchers currently often go beyond merely examining the main effects of focal predictors by conducting moderator and mediator analyses. While moderation analyses are central for understanding under what conditions a theory’s predictions hold and, thereby, identify the boundaries of the theory (Andersson et al., 2014; Boyd et al., 2012), mediation analyses can be helpful in pinpointing the causal mechanisms that explain why a predictor may influence the criterion (MacKinnon, 2008). With increased attention to causal inference, the methods for causal mediation analysis have also developed rapidly (see, e.g., Hicks & Tingley, 2011; Keele et al., 2015; Tingley et al., 2014). However, there is often confusion about how moderation and mediation effects should be tested and how the results should be interpreted, especially if they are combined in the same model (Aguinis et al., 2017; Edwards & Lambert, 2007). Common issues we observe in submitted manuscripts include inappropriate dichotomization of moderators, not controlling for the main effects in the model, stating that centering helps to alleviate collinearity issues (see Dalal & Zickar, 2012), inaccurate plotting of the interaction effects (see a related discussion below concerning reporting effects), and failure to conduct simple slope tests (e.g., Dawson, 2014). It is also important to recognize that moderation effects require particular attention in fixed-effects and hybrid models (Shaver, 2019), multi-level (Aguinis & Culpepper, 2015; Andersson et al., 2014), and nonlinear models (e.g., Greene, 2010). Care is also needed when hypothesizing and testing U-shaped or inverted U-shaped relationships (Haans et al., 2016). Indeed, we frequently observe that authors do not formally test and plot the precise nature of the proposed relationships or that they inaccurately report or visualize relevant turning points outside the range of their data. We thus encourage authors to be aware of the many intricacies involved in testing moderation and mediation effects and incorporate available best practice recommendations into their manuscripts.

**Multilevel analyses.** Many theories in entrepreneurship specify relationships between constructs operating at different levels of analysis, including the individual, team, firm, regional, and country levels (Davidsson & Wiklund, 2001). These relationships may involve cross-level direct effects (e.g., firm-level entrepreneurial orientation influencing individual-level entrepreneurial behavior) or cross-level moderation effects (e.g., national institutions influencing the relationship between a new venture’s entry strategy and performance) that can be tested using multilevel techniques, including multilevel random coefficient modeling (RCM; e.g., hierarchical linear modeling [HLM]), mixed-effects models (Rabe-Hesketh & Skrondal, 2012), and multilevel structural equation modeling. One of the primary advantages of using these methods is that they explicitly address the nestedness of the data (i.e., observations cannot be assumed to be independent) and enable researchers to disentangle what proportion of the variance in a particular outcome is produced by variables at different levels of analysis. However, despite these potential benefits, multilevel analyses can be challenging because they require that researchers carefully evaluate and report the multilevel properties of their data (Mathieu & Chen, 2011). Additional care is needed when predicting and testing cross-level interactions in multilevel models (Aguinis & Culpepper, 2015; Andersson et al., 2014). Accordingly, authors should familiarize themselves with these issues prior to designing and executing multilevel studies, and they should address them explicitly in manuscripts submitted to ETP. For instance, they are expected to clearly define and empirically identify relevant levels of analyses (e.g., unit membership and its dynamics), probe the suitability of their data for multilevel analyses (e.g., statistical power and intraclass correlation), consider the model assumptions (e.g., random effects assumptions), justify the
modeling techniques used (e.g., HLM versus SEM), and report the multilevel properties of the data (e.g., effect sizes within and between levels). For additional recommendations, see Aguinis et al. (2013).

**Bayesian approaches.** When entrepreneurship theories mature and some empirical studies have established that an effect seems to exist, the natural progress is to build on prior empirical findings to better understand the effect sizes and their uncertainty. Bayesian statistics are particularly suitable for this purpose (e.g., Gelman et al., 2013; Vandekerckhove et al., 2018) and can prove to be increasingly valuable for entrepreneurship research (Lohrke et al., 2018). Bayesian inference allows researchers to quantify empirical evidence for any hypothesis, including the null hypothesis (i.e., X is unrelated to Y), and it enables testing more complex models while combining prior findings with new data, all of which make Bayesian estimation an attractive alternative to traditional significance testing using p values (Zyphur & Oswald, 2015). However, entrepreneurship scholars must also be aware of the potential limitations of Bayesian approaches and recognize that Bayesian statistics must also be used with great care and may not always fit the purpose of a particular study (Gigerenzer & Marewski, 2015). However, the computational issues and difficulty of implementation that have previously prevented wider adoption of the Bayesian approach are no longer barriers given the recent integration of Bayesian tools in frequently used statistical software, such as Stata (Lohrke et al., 2018; McCann & Schwab, 2019).

To conclude, entrepreneurship researchers frequently encounter many separate threats to validity simultaneously, and each threat requires a sophisticated treatment. While each issue can often be addressed in isolation with an appropriate approach, an additional challenge in entrepreneurship research is that the field’s theoretical models have become increasingly complex, encompassing multiple main effects, as well as moderation or mediation effects. This complexity makes it more difficult to address endogeneity, sample selection, and other concerns in one model. For instance, many econometric techniques to address endogeneity are relatively easy to apply when there is one main effect in a linear model, but they are not easy to apply when the hypothesized model includes multiple endogenous variables with interaction effects to be estimated in a nonlinear model. Although many recent methodological advances, such as Stata’s extended regression models (ERM), make it easier to simultaneously address multiple threats to validity (Stata, 2018), it is important that authors carefully prioritize these issues in their own studies. Doing so will help them to make informed choices regarding the main analytical techniques that are most appropriate and may point to possible robustness analyses that should be reported after the main analyses (an issue we will discuss below in more detail). Furthermore, adding complexity to the analysis is not valuable in itself—instead, the simplest feasible analysis approach is generally preferable unless there is a specific reason why it is not appropriate and a more complex analysis approach is needed. Finally, the methods should follow the theoretical progress from identifying a potential mechanism and its effect to a more precise understanding of the effect size and its uncertainty, for which Bayesian approaches can be increasingly valuable.

**Reporting**

Transparency of reporting has become an increasingly recognized aspect of conducting high-quality entrepreneurship and management research that enhances its credibility and reproducibility (Aguinis et al., 2018). As the field matures, it becomes increasingly important to consider effect sizes instead of mere statistical significance (e.g., Edwards & Berry, 2010; Schwab, 2015). Below, we discuss several recurring issues and the associated recommendations related to the reporting practices of manuscripts submitted to ETP.
Statistical significance. Statistical significance and the interpretation of $p$ values have received significant attention in recent years (e.g., Wasserstein & Lazar, 2016; 2019). The $p$ value is defined as “the probability under a specified statistical model that a statistical summary of the data (e.g., the sample mean difference between two compared groups) would be equal to or more extreme than its observed value” (Wasserstein & Lazar, 2016), but it is often misinterpreted (Benjamin & Berger, 2019; Greenland et al., 2016; McShane et al., 2019; Wasserstein et al., 2019). As defined by Wasserstein et al. (2019), while “$p$-values can indicate how incompatible the data are with a specified statistical model” they “do not measure the probability that the studied hypothesis is true, or the probability that the data were produced by random chance alone.” When discussing the statistical significance of the hypothesis tests, the reporting of the exact $p$ values and interpreting them in the focal context is recommended instead of focusing on some particular cut-offs (Betensky, 2019; Wasserstein et al., 2019). The excessive focus on arbitrary significance level thresholds to categorize findings either as significant or not significant has recently raised serious concerns across disciplines, leading to calls to ban the term “statistical significance” altogether (e.g., Amrhein et al., 2019; McShane et al., 2019; Wasserstein et al., 2019). To remove incentives for placing too much emphasis on $p$ values, or even tweaking analyses to obtain a specific required significance level—a major concern known as p-hacking—many journals also in our fields have already started banning asterisks (e.g., Bettis et al., 2016; Meyer et al., 2017). Despite this very serious concern, a small practical benefit for readers of the asterisks as a form of visualization has been the visual guidance that they give readers when assessing the consistency of significance levels across multiple models and variables in many tables. However, echoing the arguments by Bettis et al. (2016), McShane et al. (2019); Wasserstein and Lazar (2016; 2019), and others, we note that $p$ values should not be the only metric of interest in reporting (e.g., effect sizes and their confidence intervals, as discussed below, are increasingly central) and definitely should not be used in a threshold manner as a publication criteria because replication and reporting of nonresults are also important for cumulative and reproducible entrepreneurship research. When conducting multiple hypothesis tests, it might also be appropriate to consider an adjustment for the false discovery rate (FDR; Benjamini & Hochberg, 1995; Benjamini & Yekutieli, 2001). Nevertheless, when reporting significance levels, it is important for authors to focus on exact $p$ values as continuous measures (and clarify whether they are based on two-tailed or one-tailed significance tests, which is often unclear in manuscripts submitted to ETP). Most importantly, whatever the $p$ values, they should not be used to claim that a finding is “statistically significant” or “statistically nonsignificant” but a more thoughtful approach to the interpretation of the findings should be adopted (Anderson, 2019; Wasserstein et al., 2019). $P$ values continue to have value but should not be misused (Greenland, 2019; Krueger & Heck, 2019; Wasserstein & Lazar, 2016).

Effect size. Whereas the $p$ value can indicate how incompatible the data are with a specified statistical model, it does not measure the size of an effect or the importance of a result (Wasserstein & Lazar, 2016). That is, a result with a low $p$ value may have little substantive significance when the predictor only explains a negligible fraction of the variance of a dependent variable. For instance, Combs (2010) notes that the increasing availability of large samples empowers researchers to find ever smaller effects that may have little practical relevance. Furthermore, as the field matures, the relevant questions are no longer binary questions of whether or not, but of how much (e.g., Calin-Jageman & Cumming, 2019; Edwards & Berry, 2010). It is therefore critical that authors report effect sizes, which essentially capture the expected change in a dependent variable that results from a change of an independent variable. Reporting effect sizes and their confidence intervals in their original units facilitates intuitive interpretations (Calin-Jageman & Cumming, 2019; Cumming, 2014). However, also reporting the standardized effect sizes (e.g.,
Cohen’s $d$ or Pearson’s $r$) and their confidence intervals in individual studies facilitates the accumulation of the research and paves the way to a better understanding of the true effect sizes in different contexts (Cumming, 2011; 2014; Schwab, 2015). When reporting and interpreting confidence intervals, it is important to remember that a particular threshold is not any more meaningful in the interpretation of confidence intervals than in the interpretation of $p$ values (e.g., Greenland et al., 2016; Greenland, 2019; Matthews, 2019).

Although the interpretation of the effect size is always context specific and there is no single ideal test, there are multiple approaches that can be used depending on the situation. To understand the effect of a change in the independent variable, marginal effects (especially average marginal effects) are often a helpful way to assess and communicate the effect sizes (e.g., Williams, 2012). This can be fruitfully combined with plotting the marginal effects graphically, which is particularly relevant and informative when interpreting interaction effects in nonlinear models (Greene, 2012, p. 733-741; Hoetker, 2007; Mize, 2019; Wulff, 2015). Other approaches for binary outcomes include the linear probability model (LPM) approach, which is occasionally applied as an easily interpretable approach for binary dependent variables (e.g., Angrist & Pischke, 2009; Cameron & Trivedi, 2005, p. 466-471; Greene, 2012, p. 727; Wooldridge, 2015, p. 224-228), as well as simulation-based approaches (King et al., 2000; Zelner, 2009). As there is no single universal best way to estimate effect sizes, authors should carefully and creatively judge which particular estimate is most appropriate for their particular study (Aguinis et al., 2010; Schwab et al., 2011). This means that submissions should clearly state which particular effect size metrics have been used and report confidence intervals around the effect size estimates if possible (Cumming, 2011; 2014; Schwab, 2015).

In interpreting the effect sizes, we recommend that authors not rely on seemingly random cutoff values to judge the practical significance of their findings but also incorporate qualitative judgments that consider what really matters to practitioners in the specific context of the study (Aguinis et al., 2010; Greenland et al., 2016). Furthermore, when the attention shifts from identifying statistically significant relationships to understanding true effect sizes, alternative approaches such as Bayesian statistics (e.g., Gelman et al., 2013; Vandekerckhove et al., 2018) can prove increasingly valuable for entrepreneurship research (Lohrke et al., 2018).

Visualizations. Entrepreneurial activities are often highly heterogeneous, uncertain, and subject to change over time. Accordingly, it can be very informative to include visualizations of data (Ertug et al., 2018; Greve, 2018; Healy, 2018; Levine, 2018). Graphs enable entrepreneurship scholars to more efficiently communicate the distributional properties of their data and provide more fine-grained insights into the uncertainty of observed effects and outcomes (Schwab, 2018). This means that in addition to standard presentations (e.g., interaction plots), creativity is encouraged to develop novel graphical approaches for evidence presentation (e.g., heat maps). This is particularly valuable and relevant when analyzing big data (Tay et al., 2018). Facilitated by new visualization tools in data science, such as ggplot2 for R, Matplotlib, Seaborn, Plotly, and Bokeh for Python, PROC SGPLOT for SAS and many others, there are increasing opportunities for creating novel insights through better visual presentations in quantitative entrepreneurship research.

Statistical power. Statistical power refers to the likelihood that researchers correctly conclude that the null hypothesis (i.e., the correlation between $X$ and $Y$ is zero; $\rho = 0$) should be rejected (Aguinis & Vandenberg, 2014). Studies in entrepreneurship vary widely in their statistical power, which is determined by a combination of the true population effect, the study’s sample size, analysis technique, and the chosen significance level (i.e., $\alpha$). Few studies, however, explicitly report the statistical power, which is an important consideration in the design phase of research.
(Hoenig & Heisey, 2001). Reporting the statistical power provides insight because power analysis shows how likely it is that a study’s findings can be attributed to either very low or high statistical power. We therefore recommend that authors provide a power analysis and explain if and how the statistical power may have affected the study’s conclusions.

**Missing data.** A pervasive problem faced by any researcher is missing data. Rarely, if ever, are all data fully available for all cases in a dataset. Missing data may occur because of survey non-response, changes in data reporting requirements, technical errors, the merging of partially non-overlapping databases, or random events. Missing data may severely affect research findings because it can easily lead to sample attrition and associated sample selection biases (Aguinis et al., 2018; Certo et al., 2016; Enders, 2010; Newman, 2014). For instance, focusing on a subset of cases with complete data (i.e., listwise deletion) can distort the results when these cases differ systematically from the larger population. Therefore, careful consideration of the magnitude of the issue and appropriate missing data treatment (e.g., multiple imputation [MI] or full information maximum likelihood [FIML]) are needed (Newman, 2014). To facilitate reproducibility, it is critical that authors explicitly report the extent of missing data in their manuscripts, along with explanations for how missing data were handled and may have affected the research findings (Aguinis et al., 2018).

**Outliers and influential cases.** Given the frequently skewed distributions in the data on entrepreneurial phenomena (Davidsson, 2016), it is not uncommon for datasets to have outliers, that is, observations that differ substantially from others. Outliers can have a large impact on the research findings, particularly when moderation or nonlinear relationships are tested, but they can also contain valuable information that contributes to forming new theoretical insights (Crawford et al., 2015). Some of the outliers may result from errors in records, but some might be accurate data points that lie at a distance from other data points. These are often very interesting for entrepreneurship research, which often focuses on such rare events as venture capital backing or IPOs of young firms (Davidsson, 2016). However, not all outliers are equally interesting or influential, indicating that different types of outliers require different types of treatment (Aguinis et al., 2013). It is therefore critical that authors clearly report how they defined, identified, and handled outliers. Providing this information should help readers to better understand the distributional properties of the data and the extent to which research findings might be driven by a few influential observations.

**Robustness analyses.** A common challenge in quantitative entrepreneurship research is that in comparison to textbook examples in econometrics focusing on one main effect, it is more typical that there are multiple (potentially endogenous) independent variables with contingent effects, which requires the interaction effects to be analyzed as well. Therefore, many solutions developed in econometrics are not easily applicable or at least do not solve all the modeling problems simultaneously. Addressing this modeling uncertainty frequently creates a need to run additional alternative models as robustness tests when all the modeling assumptions cannot be satisfied with full certainty in one model (Anderson, 2019). Running multiple alternative models requires both careful consideration of the priority of the concerns (e.g., what is the theoretically best justified main model) as well as consideration of how to interpret the findings from multiple incomplete models. As in other research design choices, the choice of the main model and the robustness models should be based on careful consideration and justification based on what is most appropriate for testing the hypotheses and addressing the focal research problem. We also recommend that authors report their robustness analyses transparently (in an online appendix if more space
is needed), as it facilitates replication and allows editors and reviewers to better grasp the patterns in the data.

**Transparency and attention to detail.** Overall, there is a need for more transparent descriptions of the choices made during the empirical analyses so that readers can better assess the quality of the research (Aguinis et al., 2018). When entrepreneurship scholars embrace greater transparency in their reporting practices, this facilitates better replication and faster knowledge accumulation in the field (Bettis et al., 2016; Shrout & Rodgers, 2018). Accordingly, there is a premium for conscientiousness when authors carefully craft the methods and the results sections of their papers by clearly documenting their empirical efforts, starting from the major choices and continuing down to the smallest details. For instance, if there are obvious typos or other small errors, it is difficult for a reader to believe that the complex analyses have been executed without flaws. Complete and careful reporting of methodological choices is consequently critical for establishing the credibility of the research (Zhang & Shaw, 2012). Sometimes the page limits of the articles do not allow sufficiently detailed descriptions of the methods and robustness analyses. In such situations, online appendices can be a good approach to offer enough detail.10

**Workflow and Data Management**

Addressing the above-discussed issues in quantitative empirical research would be easier if the data were simple and the analyses proceeded linearly without errors, thus leading to final results after one run. In practice, that is probably never the case. For instance, reviewers often come up with one or more additional required control variables, requiring all the steps in the research process to be repeated, which, among other reasons, makes it important for the research to be reproducible.

Rigorous empirical analyses in entrepreneurship research tend to involve combinations of many data sources, derivation of variables from raw data, and the creation of multiple tables and plots of empirical tests (and various diagnostics related to them). When implemented in sophisticated statistical software, such as Stata or R, without careful planning and documentation, the resulting code easily becomes complex and difficult for outsiders to understand, as with almost any software project. Additionally, similar to software programming, errors can occur easily (Wilson et al., 2014). For instance, in empirical projects, this is sometimes manifested in descriptive statistics that do not make sense for an observant reviewer who knows the focal phenomenon, data, and prior research. Therefore, a careful data management workflow and documentation are important to eliminate potential bugs and other problems (Long, 2009; Mitchell, 2010). Two pairs of eyes usually spot more errors than one, so it is advisable to share the code at least among the author team and cross-check the code and analyses to prevent errors from being missed in the final analyses.11

Although data management has generally not been a major topic in current PhD programs, its importance is increasing as the volume and complexity of data grows (Braun et al., 2018; Christen, 2019; Schwab & Zhang, 2019). Data management plans and study preregistrations are also increasingly required by research funding agencies to ensure proper treatment of data, as well as to facilitate open science (Mellor & Nosek, 2018; Nosek et al., 2015). For instance, in economics, many journals are requiring or encouraging the data and analysis codes to be submitted to facilitate replication (Christensen & Miguel, 2018).12 Although it is currently not a requirement at ETP that the data and analysis codes are published, publishing them can be valuable and certainly facilitates replication and the progress in the field (see also, Ethiraj et al., 2017 for argumentation of the benefits for voluntary disclosure of data for replication). At present, analysis codes and data can be made available for replication as online appendices.
Conclusion

As in other areas of research, expectations for rigor in quantitative empirical entrepreneurship research are growing rapidly, not the least because of the across-the-fields recognition of the fallibility of research findings (e.g., Baker, 2016; Camerer et al., 2016; Gelman, 2018; Honig et al., 2018; Miguel et al., 2014; Open Science Collaboration, 2015), insufficient replication and replicability (Bettis et al., 2016), and the growing maturity of the field. Entrepreneurship research, as a multidisciplinary field, has come a long way in establishing its legitimacy, but could still learn from other disciplines that have recently sought to improve their research practices. In this editorial, we have thus sought to push the rigor in our field forward by reviewing the methodological best practices for designing, conducting, and reporting rigorous quantitative entrepreneurship research.

Table 1 offers a synthesis of our seven key recommendations. While setting very strict requirements would risk creating a methodological straitjacket that would not work for some (e.g., novel) areas of entrepreneurship research, the reviewed approaches do offer many opportunities for quantitative entrepreneurship scholars to enhance rigor and transparency. We realize that submitting authors might fear that following our recommendations may lead to excessively long manuscripts and actually increase their chances of rejection, because it will alert editors and reviewers to the methodological limitations of their studies. Here, we would argue that the opposite is true. ETP is indeed strongly committed to enhancing rigor and transparency in the field, as reflected by the recommendations in this editorial and related initiatives, such as the opportunity for authors to publish data files and supplementary materials in online appendices.

Still, an important role of this editorial is to educate reviewers and editors on what is realistic to expect and how critical empirical concerns can be solved. This should facilitate constructive and insightful methodological comments instead of repeating methodological myths or rejecting papers on the basis of unrealistic requirements concerning, for instance, endogeneity. It needs to be remembered that there is no such thing as a perfect empirical study that could “confirm” a hypothesis. Instead, empirical evidence could at best be used to reject a hypothesis (Kuhn, 1962; Popper, 1959; Shadish et al., 2002), and even that is not very realistic with the many assumptions related to statistical analyses (e.g., Greenland et al., 2016). Altogether this makes a thoughtful interpretation, transparency, and replication very important (e.g., Amrhein et al., 2019; Nosek et al., 2015; Shaver, 2019). When tackling new questions of interest in quantitative entrepreneurship research, we need to be realistic, aim for the theoretically best solutions given the limitations and the current understanding of the key concerns, and be transparent to enable reproducibility, learning, and the progress of the field. Causal identification is best achieved by a cumulative body of empirical research with replications focusing not only on the generalizability of the existing findings but also on advancing better-identified tests (Shaver, 2019). As authors, reviewers, and editors of quantitative entrepreneurship research, we also need to continue investing in our methodological learning given the current rapid progress of quantitative methods, which is likely to lead to new knowledge and significant further developments in many areas discussed in this editorial.

For instance, while the American Statistical Association (ASA) had already previously considered but decided not to recommend banning the use of the term “statistically significant,” that step has now been taken (Wasserstein et al., 2019). The use of phrases such as “significant” or “nonsignificant” based on dichotomized p values are now strongly discouraged (Hurlbert et al., 2019; Wasserstein et al., 2019). While there is no agreement on a simple replacement for the expired “p < .05” paradigm, and any one-size-fits-all approach to statistical inference is not an appropriate expectation, there are many clear recommendations offered in the 43 articles of the recent major special issue of the American Statistician and summarized by Wasserstein et al.
(2019) in two sentences, as follows: “Accept uncertainty. Be thoughtful, open, and modest.” Remember “ATOM.” In essence, statistics cannot turn uncertainty into certainty, so we need to accept uncertainty (e.g., visualize the uncertainty in the effect sizes), be thoughtful in our research design, statistical analysis, and interpretation of the results (e.g., be clear whether we are conducting exploratory versus confirmatory research), be open (e.g., embracing open science practices), and be modest (e.g., understand the limits of our work).

In closing, we hope that our broad review of the key empirical concerns and approaches in quantitative entrepreneurship research and of the recent advances in methodological approaches stimulate entrepreneurship scholars to continuously learn and update their empirical toolboxes, enabling enhanced rigor and faster knowledge accumulation in our field.
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Notes
1. These issues are discussed in more detail in the section on statistical significance on page 26.
2. In addition to quantitative deductive or hypothesis-testing research, which forms the majority of the current quantitative entrepreneurship research, inductive or exploratory quantitative research is also on the rise, largely driven by the growth of big data and related methods (Schwab & Zhang, 2019; Wennberg & Anderson, 2019).
3. The experimental research designs used in entrepreneurship research can be classified as within-subject vs. between-subject designs, the latter of which can either be controlled experiments (random assignment of subjects) or quasi-experiments (non-random assignment of subjects; Grant & Wall, 2009; Hsu et al., 2017).
4. For instance, a logarithmic transformation to address the skewness of a dependent variable is rarely an ideal solution (there are usually other better approaches, and the logarithmic transformation should be chosen based on theoretical reasons related to the functional form, not empirical reasons related to the distribution of the variables; (e.g., Wooldridge, 2015).
5. For instance, in Stata, the marginscontplot module (Royston, 2013) and the subsequent marginscontplot2 module facilitate the plotting of marginal effects on the original scale of the transformed independent variables.
6. However, in modern approaches to causal inference, the assumption about the temporal dependence may not always be needed (see, e.g., Imbens & Rubin, 2015; Pearl, 2009, p. 57-59; Wunsch et al., 2010). Regarding quasi-experimental techniques, if regression discontinuity design (RDD) or
instrumental variable (IV) regression or a structural model can be applied appropriately, cross-sectional data can also offer informative results.

7. We thank an autonomous reviewer for highlighting an important further clarification that the \( p \) value is a conditional probability calculated assuming that the null hypothesis is true. If the statistical significance test leads to the rejection of the null hypothesis, this also implies that the \( p \) value can serve no additional purpose because the assumption for its calculation was ruled out. The resulting dilemma is that we do not have a probability statement for the hypothesis of interest (i.e., the effect of interest). This means that without additional analyses, we cannot make probability statements or quantified uncertainty evaluations for the effect of interest. For this reason, it is important to consider other options to obtain this information and to evaluate the uncertainty associated with the hypothesized effects (e.g., graphs of effect distributions and Bayesian statistics), as discussed elsewhere in this paper.

8. For instance, *Administrative Science Quarterly* has recently collected and made available resources for visualization in organizational research: https://asqblog.com/2017/11/29/asq-improving-evidence-presentation-resources-and-tools/ Also, DIME, the impact evaluation unit of the World Bank Research Group, has made available a helpful visual library with the associated Stata code: https://worldbank.github.io/Stata-IE-Visual-Library/

9. For studies seeking to explain extreme performance or underperformance instead of mean performance, quantile regression (e.g., Koenker & Hallock, 2001) may be a useful method instead of or in addition to OLS regression (e.g., Golubov et al., 2015; Hamilton, 2000).

10. The ETP author pages offer instructions on online appendices, including data appendices.

11. Wilson et al. (2014) review best practices for scientific computing, which are valuable especially in research projects involving more complex data wrangling and analyses.

12. For instance, the *American Economic Association* has an explicit policy in their journals (e.g., *American Economic Review*) “…to publish papers only if the data used in the analysis are clearly and precisely documented and are readily available to any researcher for purposes of replication,” unless an exception is requested and granted, for instance, because of proprietary or legally restricted data (American Economic Association, 2018).
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