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A B S T R A C T

We present a spatially hybrid fluid–kinetic neutral model that consists of a fluid model for the hydrogen atoms
in the plasma grid region coupled to a kinetic model for atoms sampled at the plasma–void interfaces and a
fully kinetic model for the hydrogen molecules. The atoms resulting from molecular dissociation are either
treated kinetically (approach 1) or are incorporated in the fluid model (approach 2). For a low-density JET
L-mode case, the hybrid method reduces the maximum fluid–kinetic discrepancies for the divertor strike-point
electron densities and electron temperatures from approximately 150% to approximately 20% for approach 1
and to approximately 40% for approach 2. Although the simulations with purely fluid neutral model become
more accurate for increasing upstream plasma density, we still observe a significant improvement by using
the hybrid approach. When consuming the same CPU time in averaging the electron strike-point densities
and temperatures over multiple iterations as for the simulations with fully kinetic neutrals, hybrid approach 1
reduces the statistical error with on average a factor 2.5. Hybrid approach 2 further increases this factor to
approximately 3.3, at the expense of accuracy.

1. Introduction

To simulate the particle and energy transport in edge plasmas, a
fluid model for the ions and electrons is typically coupled to a kinetic
model for the neutral atoms and molecules. SOLPS-ITER is an example
of a plasma edge code suite [1,2]. It consists of the B2.5 code for a
finite-volume solution of the plasma fluid equations coupled to the
EIRENE code for a Monte Carlo (MC) simulation of the kinetic equation
for the neutral particles [3].

A kinetic treatment for the neutrals facilitates the incorporation of
multiple atomic and molecular processes as well as the treatment of
complex geometries. However, the kinetic MC method comes at a large
computational cost for highly-collisional detached cases. A simulation
of ITER in the (partially) detached regime can, for example, take several
months [4]. For this reason, there is an increased interest in the use of
(partially) fluid models for the neutrals. The increased collisionality of
atoms in the detached regime justifies a fluid description in some parts
of the plasma edge. Therefore, approximate fluid neutral models are in
use since decades, see, e.g., Refs. [5–7].

∗ Corresponding author at: Aalto University, Department of Applied Physics, FI-00076, AALTO, Finland.
E-mail address: niels.horsten@aalto.fi (N. Horsten).

1 See the author list of E. Joffrin et al., Nuclear Fusion 59 (2019) 112021.

Besides the fact that a fluid closure can introduce significant er-
rors, there are two additional shortcomings with the use of a purely
fluid model for the neutrals. Firstly, the fluid neutral approximation
is typically exclusively used in the plasma grid region (green area
in Fig. 1). This implies that the neutral transport in the void regions is
neglected and artificial boundary conditions have to be imposed at the
last simulated flux surfaces in the private-flux (PF) and scrape-off-layer
(SOL) regions. Secondly, whereas the mean free path of the hydrogen
atoms is indeed reduced for detached scenarios due to an increased
number of charge-exchange collisions, it is far from clear if the fluid
limit is also reached for the hydrogen molecules and impurity species.

In this paper, we aim to eliminate these additional shortcomings
by using a spatially hybrid fluid–kinetic model for the hydrogen atoms
coupled to a fully kinetic model for the molecules. Kinetic atoms
are sampled at the plasma–void interfaces and traced across the void
regions to incorporate the neutral transport in the vacuum zones. The
spatially hybrid approach for plasma edge neutrals is introduced in
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Fig. 1. Poloidal cross-section of JET tokamak: the green and blue areas respectively
correspond to the plasma fluid domain and the void regions. The poloidal flux tube
indicated with the pink dashed line (at approximately 5 cm outer target surface length
in the SOL) and the radial location indicated with the yellow dotted line (with a
poloidal distance along the separatrix of approximately 1 m from the outer target)
are used to assess the neutral density profiles in Section 4.2. The relevant target tile
numbers are indicated. In our plasma grid, the step between tiles 5 and 6 is less steep.

Ref. [8]. However, in that paper it is only applied to a simplified
rectangular slab case in the absence of molecules. In this contribution,
we couple the spatially hybrid atom model to a fully kinetic molecule
model and we assess the results for a realistic JET case. The application
of the hybrid 𝛿𝑓 method from Ref. [9], to eliminate the fluid closure
errors within the plasma domain itself, is kept as future research.

2. Model description

The spatially hybrid model is implemented in SOLPS-ITER, in which
the B2.5 part solves the Braginskii equations parallel to the magnetic
field for the electron and ion species [10], superposed with a simple
diffusion model for the turbulent transport perpendicular to the mag-
netic field. Although SOLPS-ITER contains the different electromagnetic
drift contributions [11], including the drift terms is out of the scope
of this paper. The plasma model consists of a continuity and parallel
momentum equation for each individual plasma species, an electron
energy equation, and an (internal) ion energy equation. All electric
currents are set to zero and the potential is set to 3.1𝑇e∕𝑞, with 𝑇e the
electron temperature and 𝑞 the elementary charge.

2.1. Fluid neutral model

In the plasma fluid domain (green area in Fig. 1), we solve a fluid
model for the hydrogen atoms that consists of a continuity and par-
allel momentum equation, solved for the atom density 𝑛a and parallel
velocity 𝑢a∥. The atom transport perpendicular to the magnetic field
is assumed to be governed by the pressure gradient. We assume that
the fluid atoms have the same temperature as the main ions (𝑇i) and
the fluid atom energy transport terms and sources are added to the ion
energy equation. More detailed expressions for the fluid neutral model
equations, as implemented in B2.5, can be found in Ref. [12].

At the plasma grid boundaries, we impose fluid neutral particle,
parallel momentum, and energy fluxes as boundary conditions for the

fluid neutral equations. We assume that the core boundary is far enough
inside the separatrix to set the fluid neutral fluxes to the core to zero. At
the divertor targets and plasma–void interfaces, we obtain the bound-
ary fluxes by taking the particular moments of the assumed underlying
atom particle-velocity distribution. At each boundary (except at the
core boundary), we assume that the velocity distribution of the incident
atoms is a truncated Maxwellian. The velocity-dependent particle flux
vector Γa(𝐯) at a boundary can be written as

Γa(𝐯) = 𝑛a

(

𝑚
2𝜋𝑇i

)3∕2
exp

(

− 𝑚
2𝑇i

‖𝐯 − 𝑢a∥𝐞∥‖2
)

𝐯, for 𝐯 ⋅ 𝝂 ≤ 0, (1)

with 𝐯 the particle-velocity vector, 𝑚 the particle mass, 𝐞∥ the unit
vector parallel to the magnetic field, and 𝝂 the boundary normal point-
ing into the plasma region. It should be noted that all state variables
and the surface normal vector depend on the spatial position, but this
dependence is omitted in the notation. We assume in Eq. (1) that the
fluid atom velocity only has a component parallel to the magnetic field.

The velocity distribution of the recycled/reflected atoms is obtained
by integrating the incident ion distribution (Γi(𝐯)) and fluid atom dis-
tribution multiplied by the reflection kernel over the incident velocity
space (∫𝐯′⋅𝝂≤0 …d𝐯′):

Γa(𝐯) = −∫𝐯′⋅𝝂≤0
𝑅f (𝐯′)𝑅(𝐯′ → 𝐯)(Γi(𝐯′) + Γa(𝐯′))d𝐯′, for 𝐯 ⋅ 𝝂 > 0, (2)

where 𝑅f (𝐯′) is the probability that the incident ion or atom with veloc-
ity 𝐯′ is reflected as an atom and 𝑅(𝐯′ → 𝐯) gives the velocity distribu-
tion of the reflected particle. The reflection kernel properties depend on
the surface material. In this paper, we use the TRIM database [13] for
the reflection properties. Because the recycling sources at the plasma–
void interfaces are treated kinetically and the incident fluid atoms are
assumed to be emitted as kinetic atoms into the void region (see Sec-
tion 2.2), 𝑅f (𝐯′) ≡ 0 at the plasma–void interfaces. The ion distribution
is assumed to be a truncated Maxwellian accelerated by the sheath
potential, i.e.,

Γi(𝐯) =

⎧
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,

0, otherwise,

(3)

with 𝐕i the ion fluid velocity vector at the sheath entrance and
𝛿potsh the sheath coefficient. The scaling factor 𝐶i guarantees that the
zeroth order moment corresponds to the macroscopic particle flux,
i.e., − ∫𝐯⋅𝝂≤0 Γi(𝐯) ⋅ 𝝂d𝐯 = 𝛤i, with 𝛤i the incident ion particle flux
density.

Combining Eqs. (1)–(2) for the incident (𝐯 ⋅ 𝝂 ≤ 0) and reflected (𝐯 ⋅
𝝂 > 0) velocity distributions, respectively, leads to the total estimated
atom velocity distribution at a boundary point. The particle flux density
𝛤a, parallel momentum flux density 𝛤m∥,a, and energy flux density 𝑄a
follow from the particular moments:
[

𝛤a 𝛤m∥,a 𝑄a
]𝑇 = ∫𝐯

[

1 𝑚𝐯 ⋅ 𝐞∥ 𝑚‖𝐯‖2∕2
]𝑇

Γa(𝐯) ⋅ 𝝂d𝐯, (4)

with ∫𝐯 …d𝐯 the integral over the whole velocity space. More details on
the implementation of this kind of boundary conditions can be found
in Ref. [14].

We use the 9-point stencil discretization for all equations. This
becomes in particular essential to account for the isotropic character
of the neutrals, when using a fluid neutral model [15].

2.2. Kinetic neutral model

The fluid plasma and hydrogen atom models are coupled to EIRENE
for the simulation of the MC trajectories of the kinetic atoms and
molecules. Although the hybrid model for hydrogen isotopes could be
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easily coupled to a kinetic model for the neutral impurity species, we
consider a pure deuterium plasma only in this paper.

There are three types of kinetic source strata: (i) atoms and
molecules resulting from ion recycling at the plasma–void interfaces;
(ii) atoms that are sampled at the plasma–void interfaces and sent
directly into the void regions; and (iii) molecules that are created
at the divertor targets. Recycling of ions and fluid atoms incident at
the targets as atoms is incorporated in the boundary condition of the
fluid model (Eq. (2)). Hence, kinetic source type (iii) only contains the
recycling as molecules.

The recycling sources of type (i) are already present in the full
kinetic MC simulation. In SOLPS-ITER, bulk ions are sampled from a
truncated (drifting) Maxwellian distribution with local ion properties
and immediately reflected back into the plasma as an atom or molecule.
The reflected atoms and molecules are also treated kinetically in the
spatially hybrid approach, identically to the fully kinetic simulation.
For source type (ii), the initial particle position is distributed according
to the incident fluid atom flux density, given by − ∫𝐯⋅𝝂≤0 Γa(𝐯)⋅𝝂d𝐯, with
Γa(𝐯) defined as a truncated Maxwellian (Eq. (1)). Then, the particle
velocity is sampled from the local truncated Maxwellian and sent
directly into the void region. Finally, for source type (iii), the source
strength follows from the estimated molecular particle flux density 𝛤m,
given by

𝛤m = −∫𝐯⋅𝝂≤0
(1 − 𝑅f (𝐯))(Γi(𝐯) + Γa(𝐯)) ⋅ 𝝂d𝐯, (5)

with Γi(𝐯) and Γa(𝐯) defined by respectively Eqs. (3) and (1). Molecules
are emitted into the plasma as thermal particles, i.e., with a Maxwellian
energy and cosine angular distribution.

When kinetic atoms hit a solid wall, they are either reflected as fast
atoms or thermally released as molecules, with the probability of fast
reflection 𝑅f (𝐯) determined by the TRIM database. When an atom from
source type (ii) re-enters the plasma region, it is treated kinetically until
it ionizes. This way (and additionally due to a kinetic treatment of the
recycling sources from type (i)), the spatially hybrid method partially
accounts for kinetic effects in the far SOL and PF regions.

2.3. Atomic and molecular interactions

An advantage of the hybrid approach is that the same set of atomic
and molecular interactions is used as in a fully kinetic simulation.
The cross-section and rate-coefficient expressions are taken from the
AMJUEL database [16]. Table 1 gives the set of interactions that we
consider in this paper (dealing with a pure deuterium (D) plasma).
The fluid atom model contains the first four reactions of Table 1 [12].
This way, the standard reactions for D atoms [17] are incorporated in
the fluid description, except for neutral–neutral collisions. The kinetic
treatment of the molecules facilitates taking the same set of molecular
reactions into account in the hybrid approach as in the fully kinetic
simulation. This means that the set of molecular reactions could be
easily extended further. The transport of the molecular ions D+

2 is
neglected and it is assumed that D+

2 immediately reacts at the point
of creation.

By comparing the atom charge-exchange mean free path 𝜆cx to
a typical macroscopic length scale, one obtains a good indicator for
the validity of a fluid approach. Table 2 gives an idea of the charge-
exchange mean-free-path length as a function of the ion temperature.
The ion density (𝑛i) needs to be large enough to justify the use of a fluid
approach in a certain region. If we for example assume a characteristic
length scale of 0.01 m and 𝑇i between 1 and 10 eV, the ion density
needs to be much larger than 1020 m−3 to justify the use of a fluid
approach.

We assess two approaches for the treatment of dissociated
molecules, i.e., atoms resulting from the dissociation reactions in
Table 1: (i) the resulting atoms are treated kinetically and followed
in EIRENE; and (ii) the resulting atoms enter the fluid atom model

Table 1
Overview of considered atomic and molecular interactions, with the corresponding
reaction number in the AMJUEL database.

Reaction Type AMJUEL

D+ + e → D + photon Radiative recombination 2.1.8
D+ + 2e → D + e Three-body recombination 2.1.8
D + e → D+ + 2e Ionization 2.1.5
D + D+ → D+ + D Charge exchange 3.1.8

D2 + e → D+
2 + 2e Ionization 2.2.9

D2 + e → 2D + e Dissociation 2.2.5 g
D2 + D+ → D2 + D+ Elastic 0.3T

D+
2 + e → 2D+ + 2e Dissociative ionization 2.2.11

D+
2 + e → 2D Dissociation 2.2.14

Table 2
Atom charge-exchange mean free path multiplied by the ion density for typical values
of the ion temperature. We assume that the atom has an energy of 3 eV.
𝑇i [eV] 0.1 1 10 100

𝜆cx𝑛i [1019 m−2] 0.16 0.14 0.079 0.037

by means of source contributions. Whereas approach (i) is expected
to have the largest accuracy, the CPU time reduction might be lim-
ited compared to approach (ii), especially for detached cases where
molecules can be the dominant contribution in the recycling sources.

3. Setup of the test case

In this paper, we explore the spatially hybrid method for JET
ITER-like wall L-mode plasmas from Ref. [18]. Beryllium is used for
the main-chamber wall and tungsten for the divertor plasma-facing
components. We consider a low-triangularity magnetic equilibrium (𝛿 ∼
0.2) with inner strike point at the vertical plate and outer strike point
at the horizontal plate, as shown in Fig. 1.

The plasma current and toroidal magnetic field are 2.5 MA and
2.5 T, respectively. The heating power consists of 1.3 MW Ohmic
heating and 1.6 MW neutral-beam power. We assume that 0.7 MW
is radiated in the core. The remaining 2.2 MW is equally distributed
over the ions and electrons and uniformly spread over the core–edge
boundary. We assume an albedo pump coefficient of 0.94 at the pump
surfaces that are indicated in Fig. 1. We impose a fixed plasma density
𝑛core at the core boundary to obtain a plasma that is relevant for a cer-
tain regime. The anomalous plasma diffusion coefficients are radially
varying and determined in Ref. [18] to approximate the measured outer
midplane profiles of 𝑛e (electron density), 𝑇e, and 𝑇i for a low-recycling
case with kinetic neutrals.

To evaluate the improvements of the spatially hybrid approach com-
pared to a purely fluid neutral description, we compare in Section 4 the
simulations with kinetic and hybrid neutral models to B2.5 standalone
simulations with a purely fluid neutral model. When a purely fluid
neutral model is used, the neutral solution is also restricted to the
plasma grid. Plasma and neutral recycling is imposed directly at the
outermost plasma grid surfaces, instead of at the true vessel boundaries.
Hence, 𝑅f (𝐯′) ≢ 0 in Eq. (2) at a plasma–void interface. We assume
complete reflection at the interface in the SOL and an albedo reflection
coefficient of 0.94 at the PF boundary to simulate pumping. Explicit
treatment of the molecules is avoided by assuming that they dissociate
immediately at the surface and are emitted isotropically as (fluid)
atoms with an energy of 3 eV, in agreement with the Franck–Condon
dissociation process. This way, we obtain a completely deterministic
fluid model. As a summary, Table 3 gives an overview of the different
neutral models that we compare in the next section.

We use the random noise averaging technique from Ref. [19], for
which different outputs of interest are averaged over many iterations
to reduce the statistical noise on the results.
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Table 3
Overview of the different neutral models, indicating the treatment of the different types of particles.

Model Atoms from volumetric
recombination

Atoms from target surface
recombination

Atoms at plasma–void
interfaces

Atoms from molecular
dissociation

Molecules

Kinetic Kinetic Kinetic Kinetic Kinetic Kinetic
Fluid Fluid Fluid Fluid (no voids) – 3 eV atoms
Hybrid 1 Fluid Fluid Kinetic Kinetic Kinetic
Hybrid 2 Fluid Fluid Kinetic Fluid Kinetic

4. Results

4.1. Divertor target plasma profiles

For a low-density case (𝑛core = 2.0⋅1019 m−3), there are large discrep-
ancies between simulations with fully kinetic and purely fluid neutrals
due to the relatively large charge-exchange mean free paths in major
parts of the domain. Both hybrid approaches (with atoms resulting from
molecular dissociation treated as kinetic or fluid) significantly reduce
the fluid–kinetic discrepancies for the target plasma profiles (as can be
seen in Fig. 2a–b). The target profiles are plotted as a function of the
distance from the separatrix along the target plate 𝑠 − 𝑠sep (𝑠 − 𝑠sep < 0
for the PF region and 𝑠 − 𝑠sep > 0 for the SOL). As expected, treating
the dissociated atoms kinetically is more accurate. For an increased
density (𝑛core = 4.0 ⋅ 1019 m−3), also the B2.5 standalone simulation
with purely fluid neutrals gives accurate results for 𝑛e, especially at the
inner target (Fig. 2c–d). Nevertheless, the spatially hybrid approach
successfully reduces the fluid–kinetic discrepancies for the electron
temperature.

4.2. Neutral density profiles

Although in general the hybrid approaches improve the atomic and
molecular density profiles compared to a simulation with purely fluid
neutrals, the hybrid-kinetic discrepancies remain larger than for the
target plasma profiles in Fig. 2. Fig. 3a–b show the poloidal neutral pro-
files (𝑛a and 𝑛m for the atomic and molecular density, respectively) of
the pink flux tube in Fig. 1 in the vicinity of the outer target. Especially
for the low-density case, we see a large reduction of the fluid–kinetic
discrepancy for the atomic density (left hand side of Fig. 3a). For both
the low- and high-density cases, the hybrid approaches underestimate
the atomic density near the outer target plate. Hence, it seems that the
fluid description is not valid near the target. We expect that the fluid
models will be more accurate for ITER and DEMO cases with still higher
plasma density and macroscopic length scales, which further increase
the atom collisionality. The larger neutral density in the vicinity of the
target for the simulation with fluid neutrals for 𝑛core = 4.0 ⋅ 1019 m−3,
is due to the additional contribution of 3 eV atoms, which replace the
explicit treatment of the molecules.

The hybrid methods give more accurate results for the upstream
neutral profiles (Fig. 3c–d). As expected, the accuracy increases with
a kinetic treatment of atoms resulting from molecular dissociation.
The increased accuracy of the upstream neutral profiles compared to
a simulation with purely fluid neutrals proves the success of using the
spatially hybrid approach.

The fact that the hybrid-kinetic discrepancy is much smaller for
the plasma state than for the atomic density profiles is confirmed
by running a single fully kinetic EIRENE iteration on the converged
background plasmas obtained by the fluid and hybrid simulations. This
way, we get an increased accuracy for the atomic density solutions (see
Fig. 4). We conclude that a validation of simulations with hybrid neu-
trals with diagnostics that involve the atomic density (e.g., deuterium

Fig. 2. Divertor target plasma profiles: simulations with fully kinetic neutrals (solid
lines), purely fluid neutrals (dashed lines), hybrid neutrals with atoms resulting from
molecular dissociation treated kinetically (hybrid 1 in Table 3) (circular marks), and
hybrid neutrals with atoms resulting from dissociation treated as fluid (hybrid 2 in
Table 3) (pluses). (a)–(b) 𝑛core = 2.0 ⋅ 1019 m−3; (c)–(d) 𝑛core = 4.0 ⋅ 1019 m−3. Figures at
the left hand side correspond to the inner target and figures at the right hand side to
the outer target. The gray lines and numbers indicate the different tile positions (see
Fig. 1), with the gray shaded area corresponding to the step between tile 5 and 6. The
pink dashed lines in the outer target plots indicate the strike-point location of the flux
tube of interest for the neutral profiles in Section 4.2 (see Fig. 1).

line radiation) requires at least an additional fully kinetic iteration on
the converged hybrid plasma solution.
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Fig. 3. Neutral density profiles: simulations with fully kinetic neutrals (solid lines),
purely fluid neutrals (dashed lines), hybrid neutrals with atoms resulting from molecular
dissociation treated kinetically (hybrid 1 in Table 3) (circular marks), and hybrid
neutrals with atoms resulting from dissociation treated as fluid (hybrid 2 in Table 3)
(pluses). (a)–(b) poloidal profiles in the vicinity of the outer target (see pink dashed
line in Fig. 1), as a function of the poloidal distance from the outer target 𝜃; (c)–(d)
radial profiles further upstream (yellow dotted line in Fig. 1), as a function of the
radial distance from the separatrix 𝑟 − 𝑟sep. Left hand side: 𝑛core = 2.0 ⋅ 1019 m−3; right
hand side: 𝑛core = 4.0 ⋅ 1019 m−3.

4.3. Quantification of void, molecular, and kinetic effects on the target
plasma profiles

The discrepancies between the simulations with fully kinetic and
purely fluid neutrals (respectively solid and dashed lines in Fig. 2) can
be originating from four possible effects: (i) the absence of void regions
in fluid neutral simulations (void effects); (ii) no explicit treatment of
molecules in the fluid neutral model; (iii) errors from the fluid limit
approximation, i.e., kinetic effects; and (iv) numerical errors.

Fig. 4. Poloidal atomic density profiles in the vicinity of the outer target (see pink
dashed line in Fig. 1): simulations with fully kinetic neutrals (solid lines), purely
fluid neutrals (dashed lines), hybrid neutrals with atoms resulting from molecular
dissociation treated kinetically (hybrid 1 in Table 3) (circular marks), and hybrid
neutrals with atoms resulting from dissociation treated as fluid (hybrid 2 in Table 3)
(pluses). Blue: original solution from Fig. 3; red: single fully kinetic EIRENE iteration
on converged background plasma state.

The total numerical error consists of a discretization error, finite-
sampling bias, convergence error and statistical error. The sum of
the convergence error and finite-sampling bias is typically inversely
proportional to the number of MC histories 𝑃 [19]. When averaging
the solution over 𝐼 iterations, the statistical error scales with 1∕

√

𝑃𝐼 .
In our simulations, we make 𝑃 and 𝐼 sufficiently large (𝑃 ∼ 100 000
and 𝐼 ∼ 10 000) to make the influence of the convergence error, finite-
sampling bias, and statistical error negligible. Hence, the discretization
error is the dominant numerical error contribution in our simulations.
Although Ref. [20] shows that the discretization error on the grids
typically used for plasma edge simulations could be up to ∼50%, we
study the performance of the hybrid approach on a typical grid used
for many JET simulations [18,21] and leave a grid resolution study for
future research.

For this JET case, the kinetic and void effects on the plasma
state dominate over the molecular effects. We prove this by gradually
excluding the void regions and molecules from the kinetic and hybrid
simulations. Fig. 5 shows the results for the outer target profiles.
The blue solid and dashed lines correspond to the solutions with
respectively fully kinetic and purely fluid neutrals, repeated from
Fig. 2.

To quantify the effects of the void regions (i), we exclude the void
regions from the simulation with fully kinetic neutrals and apply the
same boundary conditions at the artificial walls at the last simulated
flux surfaces as in the fluid neutral model (see Section 3), but with still
an explicit treatment of the molecules. The PF albedo pump coefficient
acts on both the incident atoms and molecules. The solution without
void regions (red solid lines in Fig. 5) even deviates more from the fluid
solution for 𝑛core = 2.0 ⋅ 1019 m−3, proving that there are other effects
that play an important role in causing fluid–kinetic discrepancies.

Subsequently, we assess the molecular effects (ii) by excluding the
molecules from the kinetic simulation without void regions (green solid
lines). Thermally released particles at the wall are emitted isotropically
as atoms with an energy of 3 eV, similar as in the fluid approximation
(see Section 3). We conclude that the molecular effects are limited com-
pared to the magnitude of the fluid–kinetic discrepancies. Because of
the remaining differences between the blue dashed and red solid lines
in Fig. 5, we conclude that the kinetic effects play an important role in
causing fluid–kinetic discrepancies. By excluding the void regions from
a hybrid simulation with exclusively atoms (green circles), we show
that a kinetic treatment of the recycled/reflected neutrals at the PF
and outer SOL boundaries already improves the results. This proves the
importance of a (partially) kinetic treatment for atoms in some regions
of the plasma edge. Similar conclusions are valid for the inner target.
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Fig. 5. Outer target plasma profiles from simulations with different neutral models:
fully kinetic with void regions and molecules (blue solid lines), purely fluid and hence
no void regions and no molecules (blue dashed lines), fully kinetic without void regions
with molecules (red solid lines), fully kinetic without void regions and exclusively atoms
(green solid lines), and hybrid without voids and exclusively atoms (green circles). Left
hand side: 𝑛core = 2.0 ⋅ 1019 m−3; right hand side: 𝑛core = 4.0 ⋅ 1019 m−3.

4.4. Performance assessment

In this section, we compare the statistical errors for a certain CPU
time in the averaging phase for the kinetic and hybrid simulations. For
each simulation, we use a total amount of 100 000 MC particles for each
iteration, distributed over the strata according to their source strengths.
Due to the expected 1∕

√

𝐼 scaling [19], the (relative) statistical error
on a certain output of interest 𝜙 can be written as

𝜖s,𝜙 =
𝐴𝜙
√

𝐼

√

𝐶𝑃𝑈k
𝐶𝑃𝑈1it

, (6)

with 𝐶𝑃𝑈1it∕𝐶𝑃𝑈k the CPU time for a single iteration scaled with the
CPU time for a single iteration for the simulation with fully kinetic
neutrals. 𝐶𝑃𝑈1it∕𝐶𝑃𝑈k is obviously equal to 1 for the simulations
with fully kinetic neutrals. By comparing 𝐴𝜙 for different outputs, we
observe the statistical error reduction for the same computational time.

We conclude that there is a significant statistical error reduction for
both hybrid simulations for the electron density and temperature at the
strike-point location, as shown in Table 4 (subscripts ‘it’ and ‘ot’ denote
the inner and outer target, respectively). As expected, the deterministic
treatment of the atoms resulting from molecular dissociation leads to
the largest statistical error reduction. Finally, it should be noted that the
square of the ratio of 𝐴𝜙 from the simulation with kinetic neutrals and
𝐴𝜙 from a simulation with hybrid neutrals corresponds to the speed-up
in the averaging process of the hybrid approach for the same relative
statistical error on 𝜙 as the simulation with fully kinetic neutrals.

The fact that we use a fixed amount of particles means that there
is solely a redistribution over the strata for the different simulations.
The reduction of the amount of particles at the targets due to a fluid
treatment of recycled atoms is compensated by an increase of particles
sampled at the plasma–void interfaces. For the hybrid approach with
a kinetic treatment of the atoms from dissociation, we observe that
𝐶𝑃𝑈1it∕𝐶𝑃𝑈k ≈ 1.46 for 𝑛core = 2.0 ⋅ 1019 m−3 and 𝐶𝑃𝑈1it∕𝐶𝑃𝑈k ≈ 1
for 𝑛core = 4.0 ⋅ 1019 m−3. Hence, there is even an increase of the
hybrid single-iteration CPU time due to an increased overhead cost
from the additional atom background species and additional strata and

Table 4
Scaling coefficients 𝐴𝜙 for the statistical error [%]: the model names correspond to
Table 3.

𝐴𝑛e,it 𝐴𝑛e,ot 𝐴𝑇e,it 𝐴𝑇e,ot

𝑛core = 2.0 ⋅ 1019 m−3

Kinetic 4.18 5.23 5.39 5.01
Hybrid 1 2.51 1.56 2.25 1.75
Hybrid 2 1.82 1.18 1.60 1.31

𝑛core = 4.0 ⋅ 1019 m−3

Kinetic 1.72 3.07 6.25 9.61
Hybrid 1 1.33 1.45 2.14 1.92
Hybrid 2 1.01 1.07 1.86 1.65

the redistribution of the fixed number of particles over the different
strata. The earlier termination of a particle trajectory by absorbing it in
the fluid model after dissociation leads to a reduction of 𝐶𝑃𝑈1it∕𝐶𝑃𝑈k ,
i.e., 𝐶𝑃𝑈1it∕𝐶𝑃𝑈k ≈ 0.83 for 𝑛core = 2.0⋅1019 m−3 and 𝐶𝑃𝑈1it∕𝐶𝑃𝑈k ≈
0.71 for 𝑛core = 4.0 ⋅ 1019 m−3. We conclude that the reduction of the
CPU cost for the transient phase is fairly limited for a fixed amount
of particles. Also the large share of molecules to the EIRENE compu-
tational cost limits the potential single-iteration CPU-time reduction.
Hence, one can benefit from a (partially) deterministic treatment of the
molecules.

5. Conclusions and outlook

The spatially hybrid fluid–kinetic approach described in this paper
is able to significantly reduce the discrepancies between simulations
with purely fluid and fully kinetic neutrals, at least for a JET L-mode
case. The hybrid approach with a kinetic treatment of the atoms re-
sulting from molecular dissociation (approach 1) reduces the CPU time
in the averaging process, compared to simulations with fully kinetic
neutrals, with on average a factor 7 for a low-density case and 10
for a high-density case for the same statistical error on the electron
strike-point densities and temperatures. When absorbing the atoms
resulting from dissociation in the fluid part (approach 2), these speed-
up factors further increase to 12 and 14 for the low- and high-density
case, respectively, at the expense of accuracy.

For simulations without molecules, we observe a clear reduction of
the fluid–kinetic discrepancies when treating the atoms originating at
the plasma–void interfaces kinetically. Therefore, we expect that the
accuracy of hybrid approach 2 can be increased by treating the atoms
resulting from dissociation of the molecules sampled at the plasma–void
interfaces kinetically. Hence, a combination of approach 1 and 2 could
be the balance between accuracy and computational cost.

As future work, we intend to assess the accuracy and performance
of the spatially hybrid approach in the presence of plasma drifts.
The assumption of dominant atom flow parallel to the magnetic field
might be violated due to charge-exchange collisions with ions that
have a large perpendicular drift velocity component. Finally, we plan
to eliminate the remaining hybrid-kinetic discrepancies by applying a
micro-macro/𝛿𝑓 method [9], or a hybrid method based on fluid–kinetic
transition sources [22]. Also the use of flux limiters can reduce the
fluid–kinetic discrepancies [23].
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Table 5
MDSplus shot numbers for different values of 𝑛core [m−3]. See Table 3 for an overview
of the models.

Model 2.0 ⋅ 1019 4.0 ⋅ 1019

Kinetic 182 012 182 015
Fluid 182 010 182 011
Hybrid 1 182 014 182 016
Hybrid 2 182 013 182 017
Kinetic, no voids 182 026 182 027
Kinetic, no voids, no molecules 182 028 182 029
Hybrid, no voids, no molecules 182 030 182 031

Declaration of competing interest

The authors declare that they have no known competing finan-
cial interests or personal relationships that could have appeared to
influence the work reported in this paper.

Acknowledgments

This work has been carried out within the framework of the EU-
ROfusion Consortium and has received funding from the Euratom
research and training programme 2014–2018 and 2019–2020 under
grant agreement No 633053. The views and opinions expressed herein
do not necessarily reflect those of the European Commission.

Parts of the work are supported by the Research Foundation Flan-
ders (FWO), Belgium under project grant G078316N.

Appendix. MDSplus shot numbers

The simulations are written to the MDSplus server at IPP Garching.
Table 5 gives the different shot numbers.
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