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Autonomous robot twin system for room acoustic measurements

Georg Götz*, Abraham Martinez Ornelas, Sebastian J. Schlecht, and Ville Pulkki
Aalto Acoustics Lab, Department of Signal Processing and Acoustics, Aalto University, Espoo, Finland

Whilst room acoustic measurements can accurately capture the sound field of real rooms, they are usually time consuming and tedious if many positions need to be measured. Therefore, this contribution presents the Autonomous Robot Twin System for Room Acoustic Measurements (ARTSRAM) to autonomously capture large sets of room impulse responses with variable sound source and receiver positions. The proposed implementation of the system consists of two robots, one of which is equipped with a loudspeaker, while the other one is equipped with a microphone array. Each robot contains collision sensors, thus enabling it to move autonomously within the room. The robots move according to a random walk procedure to ensure a big variability between measured positions. A tracking system provides position data matching the respective measurements. After outlining the robot system, this paper presents a validation, in which anechoic responses of the robots are presented and the movement paths resulting from the random walk procedure are investigated. Additionally, the quality of the obtained room impulse responses is demonstrated with a sound field visualization. In summary, the evaluation of the robot system indicates that large sets of diverse and high-quality room impulse responses can be captured with the system in an automated way. Such large sets of measurements will benefit research in the fields of room acoustics and acoustic virtual reality.

0. Introduction

Various physical phenomena interact when sound propagates inside a room. Consequently, the resulting sound field and its spatial variations can be fairly complex [1, 2]. Between any two positions, the combined effects on sound waves can be summarized in terms of a transfer-function. Its time-domain representation is called room-impulse response (RIR).

Knowledge about the sound field in rooms is important for various applications, including acoustic planning in architectural acoustics [3–7], source localization, enhancement, and separation algorithms [8–10], active room compensation systems [11], or six-degrees-of-freedom (6DoF) audio rendering for computer games and virtual / augmented reality (VR/AR) [3, 12]. In general, the sound field inside a room can be reconstructed over large areas if the spatial Nyquist theorem is fulfilled [13], i.e., if the sound field is sampled with a sufficient quantity of measurement points. The theoretically required number of measurements can become large, especially if the sound field consists of high frequencies [13]. Various approaches exist to reduce the required number of measurements with technical means [14–16]. For 6DoF audio rendering, inaccuracies of human hearing can be exploited to reduce the number of required measurements while ensuring a plausible listening experience [17].

RIRs are usually obtained by computing simulations or by conducting room acoustic measurements. Although room simulation algorithms have been extensively studied, current approaches still lack the accuracy and perceptual quality that can be achieved with room acoustic measurements [18]. However, room acoustic measurements require considerable measurement effort, thus making them impractical for collecting large amounts of RIRs.

In principle, room acoustic measurements do not necessarily need to be conducted manually by an experimenter. Instead, they could be automated by using robots to save valuable hours of work. Previous studies demonstrate that room acoustic measurements can be automated with robot systems [5–7, 9, 10, 19]. However, some questions still remain open regarding the flexibility and versatility of the robots, the collection of position-dependent RIRs at room scale, and the system’s autonomy. In this paper, we want to address these questions by proposing a new robot system for RIR measurements. We believe that this is a good opportunity to share design decisions and insights we gained while developing the system. This might help other researchers to speed up the process of building similar systems.
The main objective of this project was to develop a flexible, versatile, and cost-efficient RIR measurement system, utilizing off-the-shelf components. The resulting system should be capable of measuring large quantities of position-dependent RIRs at room-scale in various types of rooms. Therefore, we introduce the Autonomous Robot Twin System for Room Acoustic Measurements (ARTSRAM). The ARTSRAM consists of two robots, one of which is equipped with a loudspeaker, thus acting as a sound source. The other robot is equipped with a first-order microphone array to capture RIRs. Both robots are equipped with collision sensors, thus allowing them to move autonomously within a room without requiring any prior mapping of the room or external control by an experimenter. The robots are moving according to a random walk algorithm [20, 21]. A tracking system provides position data of both robots matching the respective measurements. Investigations of the random walk implementation in a test scenario and simulations indicate a sufficiently uniform coverage of the room. Furthermore, measurements acquired with the ARTSRAM provide reasonable room acoustic information that are exemplarily used in this paper for calculating a sound field visualization of a shoebox-shaped room.

The remainder of this paper is organized as follows. Section 1 reviews prior work on robot systems for room acoustic measurements. Section 2 clarifies the design principles behind the ARTSRAM and highlights how they differ from previous studies. Section 3 introduces the robot system and describes its setup as well as all of the used components. In Section 4, the system is validated from four perspectives. Firstly, anechoic measurements of the utilized mobile loudspeaker are presented. Secondly, they are compared with anechoic measurements of the entire robot system to determine the sound field alterations caused by the robot fixture. Thirdly, we evaluate the proposed random walk procedure in a test measurement and compare the results with simulations. Finally, we use a set of ARTSRAM measurements and demonstrate their validity by calculating a sound field visualization for the measured room. Section 5 discusses the results and Section 6 concludes the paper.

1. Prior Work

Robots have already been used in previous studies for conducting various room acoustic measurement tasks. For example, Witew et al. [5] built a truss-based apparatus to move 32 microphones with an arbitrarily fine resolution along a 5.3 m $\times$ 8 m measurement area. Using this device, they measured large sets of RIRs in an automated way to visualize the sound fields of a concert hall and demonstrate their validity by calculating a sound field visualization for the measured room. Section 5 discusses the results and Section 6 concludes the paper.

2. Design Principles

Although robot systems have previously been used for room acoustic measurements, none of them has met our requirements. In this project, our goal was to develop a system that is flexible regarding different rooms, measures RIRs at room scale, doesn’t require prior path and grid planning, mainly uses off-the-shelf components, and works without external supervision. In this section, we want to highlight why these design principles were important factors during the development of the ARTSRAM.

A desirable property of an RIR measurement robot would be, that it can be used in many different rooms and in an ad hoc way, without setting up large amounts of additional hardware or cables. The installation time of the robot should be low to leverage the full potential of automating the measurements. This is especially important if the system is supposed to be used for different rooms. A measurement system that takes a long time to set up might easily end up being more inefficient than manual measurements by an experimenter when many rooms are measured.

Furthermore, it is important to think about whether the system is supposed to be used on a microscopic or a macroscopic scale. When it is required to cover only a small measurement area, a simple robot arm or turntable might be sufficient. In contrast, RIR measurement over large areas of the room would require robots that are capable of covering bigger distances.

Another important factor that needs to be considered in large-scale measurements is the autonomy of the robot system. In grid-based approaches, robots execute measurements along pre-defined grid points in a room. Such systems can work nicely in regular geometries, but setting up grids and corresponding movement paths for irregular room shapes or rooms with obstacles may be time-
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In this section, we describe the novel Autonomous Robot Twin System for Room Acoustic Measurements (ARTSRAM). The ARTSRAM is capable of measuring room impulse responses (RIRs) with variable sound source and receiver positions. It consists of two independent components. More detailed elaborations on the single components will follow in the subsequent sections.

Figure 1 illustrates the overall structure of the robot system. The base for each robot is an iRobot Create 2 Roomba robot, which is controlled by a Raspberry Pi single-board computer. HTC Vive trackers of the second generation are used for tracking the position of the robots. Although it would be possible to mount several microphone arrays and loudspeakers on each of the robots to enable multi-way RIR measurements, we chose to clearly distinguish between a source and a receiver robot in this paper. The source robot uses a Minirig MRBT-2 portable loudspeaker to play back excitation signals that are recorded by the receiver robot with a Zoom H3-VR first-order microphone array. The resulting RIRs are stored on a microSD card inserted into the receiver robot’s Raspberry Pi.

The entire measurement procedure is implemented in Python. It is controlled by a main measurement script running on a separate measurement laptop. The main measurement script sends commands over a TCP network socket to the Raspberry Pis of the source and receiver robot. Subsequently, the corresponding server scripts running on the Raspberry Pis handle the commands. For example, the server scripts can trigger robot movements or an RIR measurement. The HTC Vive trackers directly communicate with the measurement laptop over another wireless connection, thus allowing the main measurement script to immediately access and store the positions of both robots.

The Python source code of the ARTSRAM is publicly available, c.f. Section 8.

3.2. Robot components in detail

This section provides more detailed descriptions of the single components of the ARTSRAM. Additionally, we aim to explain our motivation behind choosing the components.

3.2.1. Robot base

The iRobot Create 2 Roomba robot is used as a base for the measurement robots. The robot has a circular shape with a diameter of approximately 35 cm and a height of approximately 10 cm. It is equipped with collision and step sensors.

The Roomba robots are connected over serial port to USB connectors with the Raspberry Pis, thus enabling the server scripts running on the Raspberry Pis to trigger movements of the robots or access the robot’s sensor information. Several high-level APIs are available for this purpose, such as the Python package irobot [23], which was also used in this project. Due to the Roomba’s way of construction, the robots can either spin around their center axis or move along straight or curved paths on floor level. This means, the robots can effectively move with three degrees-of-freedom. Collision sensor information is used to prevent the robots from hitting obstacles while exploring the room. The vacuum functionality of the robots is disabled throughout the whole measurement session to ensure a silent measurement environment.
Fig. 1: Block diagram of the proposed implementation of the Autonomous Robot Twin System for Room Acoustic Measurements (ARTSRAM). The ARTSRAM can be used to autonomously measure large sets of room impulse responses (RIRs) for various source-to-receiver combinations. The system can easily be extended with additional loudspeakers and microphone arrays.

Fig. 2: The proposed robot system inside an anechoic chamber.

3.2.2. Additional Fixture

An additional fixture is mounted onto both of the robots to attach the microphone array and loudspeaker at a height of approximately 1.3 m. A picture of the whole apparatus is shown in Figure 2. A circular wooden plate was attached onto the Roomba robot. Additionally, a chicken fence was formed into a cylinder and fixed on the wooden plate. The construction allows a partial disassembly of the robot system for easier transportation. Similar to the mesh floor in an anechoic chamber, a chicken fence has minimal influence on the sound field around the robots. A detailed evaluation of the sound field alterations by the robot fixtures is presented in Section 4.2.

In principle, the currently used fixture could be extended with additional platforms at various heights inside the chicken fence to mount further loudspeakers or microphone arrays. This would allow capturing different RIRs or transfer-functions, for example from floor to ear height. Such a transfer-function could be useful for the auralization of footsteps in acoustic virtual reality scenarios.

3.2.3. Position Tracking

HTC Vive trackers were used to track the position of the robots. They are an affordable and off-the-shelf position tracking solution based on measuring synchronized light sweeps emitted by the corresponding HTC Vive light-houses. The trackers have been used by various scientific projects and have a reportedly high accuracy and precision that can reach the millimetre range [24, 25]. The measurement script accesses the position data over Valve’s OpenVR SDK and its respective Python bindings [26]. Two HTC Vive lighthouses are required for a maximum measurement area of 5 m by 5 m. However, the measurement area could potentially be extended up to 10 m by 10 m with two additional lighthouses.

3.2.4. Microphone array

In order to obtain spatial information about the sound field, the measurement system requires a microphone array consisting of multiple microphone capsules. Consequently, an RIR is measured for every microphone capsule of the
array. This allows transforming the measured RIRs to Ambisonic streams, which encode the sound field around the microphone array with a given resolution that depends on the number of capsules in the array [27, 28]. The resolution can be described by the order of the Ambisonic stream.

For the proposed measurement system, we use the Zoom H3-VR, which is a microphone array that records first-order Ambisonic streams. It can be connected to the Raspberry Pis via USB. In principle, higher-order microphone arrays that capture the sound field with a higher resolution than the HR-VR are available on the market. However, such microphone arrays are usually either unwieldy or hardly portable due to their cabling, thus making them unsuitable for the ARTSRAM.

### 3.3. Room impulse response measurement procedure

Exponential sine sweeps [29] are used for measuring RIRs with the ARTSRAM. After every measurement, the two robots move one after another to new positions in the room. The robots move according to a random walk procedure, in which every robot first spins for a random time span and subsequently drives straight forward for another randomly selected time period. Both time spans should be bounded, such that too short or too long movements are avoided. Time spans corresponding to spins between 15° and 180° and straight movements between 15 cm and half of the length of the longest room dimension prove successful during our tests. If a robot detects an obstacle during the random walk, it will stop its movement and drive backwards for 1 s to 3 s. As we will demonstrate in Section 4.3, good coverage of a measurement area and high variability between the measured positions can be ensured by following this random walk procedure. Furthermore, it does not require any additional path or grid planning before the measurement. A video demonstration of the measurement procedure can be found on the paper’s companion page, c.f. Section 8.

### 4. Validation

In this section, the proposed ARTSRAM is validated from four perspectives. Firstly, anechoic measurements of the utilized mobile loudspeaker are presented. Secondly, they are compared with anechoic measurements of the entire robot system to determine the sound field alterations caused by the robot fixture. Thirdly, the proposed random walk procedure is evaluated with a test measurement and simulations. Lastly, we use ARTSRAM measurements and demonstrate their validity by calculating a sound field visualization for a shoebox-shaped room.

#### 4.1. Loudspeaker measurement

Ideally, a loudspeaker for RIR measurements should be omnidirectional in order to excite the room as evenly as possible [30]. Additionally, its magnitude response should be flat to ensure that all frequencies are excited equally. The Minirig MRBT-2 loudspeaker is a consumer device and therefore not primarily designed to conduct RIR measurements. For this reason, the loudspeaker was measured in an anechoic chamber to evaluate its suitability for the measurement system.

Figure 3 shows 1/3-octave-band-smoothed magnitude responses, measured with a 1/2” GRAS 46AF free-field microphone for five different azimuth angles. Measurements along the median plane of the loudspeaker would lead to similar responses, because the loudspeaker has a circular shape (c.f. Figure 2). The plot illustrates that the magnitude response is reasonably flat for azimuth angles of 0° and 30°. In contrast, the measured response at 60°, 120°, and 180° exhibit strong attenuation of frequencies above 1 kHz due to shadowing effects of the loudspeaker enclosure.

#### 4.2. Anechoic robot twin measurement

Every RIR measurement setup requires at least one loudspeaker and one microphone. Adding additional components to the RIR measurement setup always comes at the cost of potentially disturbing the sound field that is supposed to be measured. In order to determine whether the Roomba robot and the additional fixture disturb the sound field, we conducted an RIR measurement with the entire system inside an anechoic chamber. In other words, we measured the anechoic response from the source robot to the receiver robot. Every disturbance caused by the robot fixtures or the utilized hardware would appear in this measurement as additional reflections in the time domain or as deviations from the loudspeaker response in the frequency domain. In the following, we will refer to this measurement as the twin measurement.

Figure 4a depicts the RIR that was obtained during the twin measurement. A clear direct sound peak is visible. Additionally, the response exhibits smaller ripples during the millisecond following the direct sound peak. These ripples are most likely caused by the loudspeaker itself, because they also appear in the loudspeaker’s impulse response. The robots were placed 1 m apart and the distance from the microphone or loudspeaker to the wooden plate is approximately 1.1 m. Therefore, potential reflec-
4.3 Random walk test

As outlined in Section 3.3, the robots move according to a random walk procedure. The motivation behind this was to ensure a big variability between measured positions without requiring a manually defined measurement grid. The literature on random walks is extensive and scenarios with limited complexity can be described analytically [20–22]. However, our proposed random walk exhibits a higher complexity, because the measurement area is limited by walls and collisions with obstacles trigger interruptions to the standard walk. Therefore, we want to avoid an overly-mathematical derivation of a measurement point distribution at this point and present a more empirical evaluation instead. More precisely, in this section, we present results from a test measurement and from simulations of the random walk procedure. This evaluation should help to balance the pros and cons of our chosen approach compared to a grid-based measurement procedure.

A test measurement session was conducted in an exemplary room to evaluate the movements of the robots. Inside this room, a rectangular measurement area of approximately 6 m × 4 m was delimited with wooden planks on the floor. The session comprised 340 individual RIR measurements and took 4 hours to complete. During the random walk, the time spans for spinning and moving straight were randomly sampled from the intervals \(0.3 s \leq t_{\text{spin}} \leq 4 s\) and \(1 s \leq t_{\text{move,straight}} \leq 20 s\) respectively. These time intervals approximately correspond to spins between 15° and 180° and to straight movements between 0.15 m and 3 m. Therefore, the robots could potentially move very accurately, but they were also able to traverse half of the longest measurement area dimension within one random walk step.

Figure 5 depicts the resulting movement paths of both robots. Initially, both robots were placed as close to each other as possible. From this position, they began their random walk and moved into different directions. The plots suggest that the robots cover the room fairly equally. No part of the room was entirely skipped. Only some portions close to the measurement area’s borders were not reached by the random walk.

We ran additional simulations to investigate the random walk’s coverage of the measurement area for different numbers of steps. During the simulations, the number of measurement positions or random walk steps was varied between 150 and 5000. A random walk of 150 steps means that each of the robots moves 150 times. For every number of steps, 100 runs of the proposed random walk procedure were simulated with the same parameters and the same measurement area dimensions as in the exemplary measurement.

Table 1 summarizes the calculated statistics from the simulations. To quantify the coverage of the random walk,
The measurement area was divided into 150 uniform cells of 40 cm × 40 cm. The “percent visited” value quantifies how many of the 150 cells were visited by each of the robots after the random walk with a certain number of steps is completed. A cell counts as visited, if a measurement was conducted in it. Differences between runs are accounted for by calculating the mean and standard deviation over all 100 simulated runs. The randomization of the measurement procedure means that more measurements need to be conducted than would be required if the approach was grid-based. In fact, the random walk only visits about half of the cells during 150 steps, whereas a grid-based procedure would visit all of them. However, the coverage gets significantly better already for double the number of steps. After 600 steps, more than 95% of the cells were visited at least once by both the source and the receiver.

Another important observation is that random walks with fewer steps exhibited higher inter-run variability of the distributions than random walks with more steps. To illustrate this, Figure 6 shows PDFs of multiple runs. While the PDFs vary considerably among different runs of the 340 step walk, the PDFs of individual runs coincide better for a random walk with 5000 steps. This has practical implications, because it means that the measurement position distributions for runs with few steps are less predictable and reproducible. In other words, the distribution of our measurement, which is just one exemplary run of a 340 step random walk, could look somewhat different if we repeated it. For a higher number of steps, we could in contrast be more confident that the distribution converges to some average distribution.

4.4. Sound field visualization

The following section evaluates the validity of ARTSRAM-based RIR measurements by using them to visualize a sound field inside a room. A set of 330 RIRs was measured with the ARTSRAM inside the same shoebox-shaped room that was used during the evaluation of the random walk in Section 4.3. The room has a size of 7.85 m × 5.35 m × 3.15 m and the measurement area was again restricted with wooden planks on the floor. During the measurement session, the source robot remained static, while the receiver robot was exploring the room according to the proposed random walk procedure. The measurement session took 3 hours. It is 1 hour shorter than the session in the previous section, because only one of the robots moved.

Figure 7 shows multiple snapshots of the sound field recorded in the room. The visualization is based on a directional analysis of the sound energy propagating through the room. At every receiver position, direction-of-arrivals (DOAs) were calculated for multiple time windows along the entire RIR. The DOA estimation was based on the sound intensity vector calculated from
shows a second-order reflection that is caused by the first-order reflections at the walls of the room can be observed in the room. Secondly, distinct wave fronts originating from first-order reflections propagating from the sound source into the mirror rooms. An animation of these wave fronts is available on the companion page of this paper, c.f. Section 8.

The plots in Figure 7 are based on 330 first-order Ambisonic RIRs measured at the receiver positions depicted in Figure 7f. The grey dots in the figure correspond to sound energy contributions at the positions in the room, which were calculated with the previously outlined procedure. They propagate along rays between the (image-) sources and the receiver, thus rendering the different snapshots over time. The superposition of these energy contributions at one time instance yields the depicted wave fronts, which are indicated by the dashed auxiliary lines. Dots outside the room are contributions in the mirror rooms. They are depicted to illustrate the reflection formation process via image-sources and the notional continuation of the wave propagation into the mirror rooms. An animation of these sound field plots is available on the companion page of this paper, c.f. Section 8.

Although the measurement grid is non-uniform, the measurements reproduce many of the acoustic phenomena that can be expected from a theoretical point of view. Firstly, Figure 7a shows the direct sound as a spherical wave front propagating from the sound source into the room. Secondly, distinct wave fronts originating from first-order reflections at the walls of the room can be observed in Figures 7b – 7d. Lastly, the visualization in Figure 7e shows a second-order reflection that is caused by the first-order reflection depicted in Figure 7d. For clarity reasons, the second-order reflection was plotted while it is still in the mirror room, i.e., before the reflection happened.

5. Discussion

The aim of this paper was to develop a flexible, versatile, scalable, and autonomous robot system for capturing large sets of RIRs with variable sound source and receiver positions. During the development process, the design principles highlighted in Section 2 played a major role in choosing the components of the system. Keeping this in mind, the results of the previous validation section should be interpreted accordingly.

The anechoic loudspeaker measurement outlined in Section 4.1 illustrates that the Minirig loudspeaker deviates considerably from an ideal omni-directional loudspeaker. Nevertheless, its frequency response is sufficiently flat for sound radiating towards directions between 0° and 30° off the loudspeaker’s main axis. This applies for directions along the horizontal and median plane in the same way, because the loudspeaker is circular. Although the Minirig loudspeaker is certainly not ideal for RIR measurements, we assume that it is still a good choice, because comparable mobile loudspeakers with similar dimensions will most likely not perform significantly better. Omnidirectional loudspeakers can be heavy and usually require a large amount of cabling and additional hardware. Obviously, this means that such loudspeakers cannot be used in a system like ours, for which mobility has been a crucial design principle. Additionally, the loudspeaker directivity of the Minirig is probably less problematic for the use case of acoustic virtual reality rendering, because usual sources in such scenes (human voice, many instruments, gunshots or other FX) exhibit similarly directive sound radiation patterns. In this case, it would be necessary to measure multiple source orientations for every measurement position. Such an extension of the random walk procedure would be very time-efficient, because spins of the robots can be performed quickly.

Section 4.2 explored how the sound field is influenced by the fixture that is mounted on the robots. The results suggest that the fixture does not disturb the sound field considerably. To the greatest extent, reflections can be avoided.
by placing the loudspeaker and microphone on a mesh construction, such as the proposed chicken fence. Only minor disturbances are caused by the robot base itself.

The results of Section 4.3 indicate that a high coverage of the room and a big variability in measured positions can be achieved with the proposed random walk procedure. As a consequence, large and diverse sets of RIRs can be captured, without requiring the ARTSRAM to measure positions along a predefined grid. In comparison to a grid-based approach, the random walk procedure requires a higher number of measurement steps to reach a comparable coverage. Approximately four times more measurements were required for the simulated scenario of Section 4.3. However, grid-based measurement procedures are less flexible, because they require additional grid and path planning as well as positioning efforts. We believe that the increased amount of measurements in the random walk are more tolerable than the additional efforts of grid-based approaches in the long run. Once the random walk measurement is running, additional measurements can be easily accommodated. Furthermore, additional measurements are less problematic because a session continues autonomously without any need for supervision and could potentially run over night or during weekends.

Section 4.4 demonstrated the validity of ARTSRAM-based RIRs measurements and their corresponding position data. It was exemplarily shown that such measurements can be used to visualize the sound field inside a room and reproduce well known acoustic phenomena, such as specular reflections. Another interesting perspective in this context is the question whether the sound field can theoretically be reconstructed from a irregular sampling with a distribution like in Section 4.3. The theoretical limit of sound field reconstruction is given by the Nyquist theorem [13]. If high frequency contents are supposed to be considered, the amount of required measurements may become very large. Taking into account the increased number of measurements due to the random walk procedure, the measurement time to reach a sufficient resolution may exceed what is feasible to measure with our proposed system. However, promising approaches exist for reconstructing sound fields with fewer measurements [14–16]. An irregular, as opposed to a uniform sampling, may be beneficial in terms of reconstructing the sound field because of a lower coherence between measurements [14]. Datasets obtained with the ARTSRAM might be valuable to accelerate further developments of sound field reconstruction algorithms, especially for data-heavy approaches such as [15].

6. Conclusions

In this paper, we proposed the Autonomous Robot Twin System for Room Acoustic Measurements (ARTSRAM). It consists of two autonomous robots equipped with elec-
troacoustic transducers and position-tracking devices. The robots are programmed to perform random walks in rooms for large-scale room acoustic measurements. For example, the ARTSRAM can be used to capture large sets of RIRs in an automated way, including the corresponding position data of the sound source and receiver. Collision sensors make the robots autonomous and ensure a high flexibility and versatility, because the system can be used in various rooms without big installation efforts.

Although the components of the system were chosen according to our best knowledge, some non-ideal properties had to be accepted in order to ensure a high mobility of the robots. For example, currently the robots are equipped with a microphone array of only first order and mobile loudspeakers with a considerable directivity. However, we assume that the system’s flexibility and the achievable acquisition speed of RIRs compensate for the minor shortcomings of the incorporated components. The modular structure of the robot system easily allows replacing its components as soon as better alternatives become available.

Our evaluation indicates that the proposed system is capable of measuring large, diverse, and high-quality RIR data sets in an automated way. The acoustic disturbance caused by the custom-made robot fixture was shown to be negligible. Furthermore, the implemented random-walk procedure exhibited a good coverage of an exemplary measurement area. Finally, it was shown that ARTSRAM-based RIR measurements and their corresponding position data are capable of accurately capturing acoustic phenomena, such as specular reflections. Therefore, the ARTSRAM can be seen as a valid tool to obtain position- dynamic RIR measurements for future research in the fields of room acoustics and acoustic virtual reality.
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8. Companion page and source code

A companion page for this paper can be found at:

http://research.spa.aalto.fi/publications/papers/artsram

It includes a video demonstration of a measurement session with the ARTSRAM and an animation of the sound field visualization depicted in Figure 7.

The source code of the ARTSRAM implementation can be found at:

https://github.com/georg-goetz/ARTSRAM
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