Low-Scaling GW with Benchmark Accuracy and Application to Phosphorene Nanosheets

Jan Wilhelm,* Patrick Seewald, and Dorothea Golze

1. INTRODUCTION

The GW approximation to many-body perturbation theory has become the method of choice for the calculation of photo-emission spectra of materials and molecules and more recently also of systems of many states. The extension of GW to the Bethe-Salpeter equation has been extensively applied for the accurate computation of absorption spectra in materials science and chemistry and lately also to ground- and excited-state geometry optimizations. Recent GW trends include the application to deep core excitations and comprehensive benchmarking and the development of computationally efficient schemes for large-scale calculations of systems with high accuracy is achieved by using minimax grids with 30 grid points and the resolution of the identity with the truncated Coulomb metric. We apply the low-scaling GW algorithm with improved accuracy to phosphorene nanosheets of increasing size. We find that their fundamental gap is strongly size-dependent varying from 4.0 eV (1.8 nm × 1.3 nm, 88 atoms) to 2.4 eV (6.9 nm × 4.8 nm, 990 atoms) at the evGW₆@PBE level.
Scaling reduction is a particularly promising approach when aiming at applications to nanostructured systems, which require very large system sizes with 1000 atoms and more. Different approaches have been explored for the reduction of the scaling with respect to the system size. A linear scaling algorithm was devised within the framework of stochastic GW. While the stochastic schemes have been successfully applied to silicon, the application to molecules seems to be more challenging. Several cubic-scaling algorithms were developed, which are based on or at least inspired by the space-time method proposed by Rojas, Godby, and Needs in 1995. Variants of the space-time method have been implemented in a plane-wave/projector-augmented-wave (PAW) GW code and also with localized basis sets using Gaussian and Slater-type orbitals.

In our recent work, we devised a low-scaling GW algorithm in a Gaussian basis with formal $O(N^3)$ complexity, which has been optimized for massively parallel execution. Sparse linear algebra was exploited by using the resolution-of-the-identity (RI) approach with an overlap metric to refactor the four-center electron repulsion integrals. We showed that our algorithm effectively scales $O(N^3)$, and we applied it to quasi-one-dimensional systems (graphene nanoribbons) with more than 1700 atoms and 5700 electrons. An important property of low-scaling algorithms is the crossover point. The latter refers to the system size, where the low-scaling algorithm, which has usually a larger computational prefactor, becomes computationally more efficient than the canonical scheme. We demonstrated that the crossover point is already at around 150 atoms.

Another challenge for low-scaling GW algorithms is reaching high numerical accuracy. The GW100 benchmark has set the accuracy standards for molecules. Using identical basis sets, it was demonstrated that it is possible to match GW excitations of the highest occupied molecular orbital (HOMO) and lowest unoccupied molecular orbital (LUMO) within $<10$ meV between two GW implementations based on numerically very different techniques. For our previous low-scaling algorithm, we found that the GW100 mean absolute deviation (MAD) with respect to the canonical reference implementation in FHI-aims is 35 meV for ionization potentials and 27 meV for electron affinities. In addition, a couple of outliers with deviations in the range of 200 meV were observed; see ref 19 (Supporting Information) and ref 2 for a comparison of the accuracy of different implementations.

The goal of this work is to increase the accuracy of the low-scaling GW algorithm toward benchmark accuracy, i.e., MADs of less than 10 meV for the GW100 test, while retaining high computational efficiency. Furthermore, we aim to increase the reliability of our algorithm by reducing the number of outliers. High accuracy is achieved by a twofold approach. The first is an increase and dedicated optimization of the minimax time and frequency grids, which can be directly transferred to other implementations of the space-time method. Second, we replace the overlap RI metric by the truncated Coulomb metric (RI-tC). In this work, the RI-tC approach is explored in the context of GW for the first time.

The remainder of this article is organized as follows: In Section 2, the GW space-time method is introduced in a real-space grid formulation for nonperiodic systems. The RI-tC approach is discussed in Section 3. Combining both the GW space-time method and the RI-tC within a Gaussian basis, we arrive at our low-scaling GW algorithm (Section 4). Implementation details and computational details are given in Sections 5 and 6, respectively. Convergence tests of the minimax grid and the RI-tC are reported in Section 7, including benchmark studies for the GW100 test set. We demonstrate that our low-scaling algorithm is accurate not only for frontier orbitals but also for semicore and unbound states by comparing to highly accurate contour-deformation results from the FHI-aims code in Section 8. We apply our new low-scaling scheme to compute fundamental gaps of phosphorene nanosheets, which show potential as novel two-dimensional semiconductors, in Section 9. Finally, we discuss the computational efficiency of our implementation in Section 10 and draw conclusions in Section 11.

2. GW SPACE-TIME METHOD IN A REAL-SPACE FORMULATION

The GW space-time method was proposed by Rojas, Godby, and Needs in 1995, enabling the computation of GW quasiparticle (QP) energies at $O(N^3)$ complexity. The approach by Rojas et al. targets the application to solids employing a real-space grid in combination with a plane-wave basis. Fast Fourier transforms are used to change the representation from the real-space grid to plane waves, introducing a large computational prefactor. To keep the computational cost tractable, the original space-time approach is typically used together with soft pseudopotentials. This implies that deep valence or semicore states are not included in the calculation of the density response functions, making the application to materials with, e.g., localized d electrons difficult.

The GW space-time method was adapted to the PAW methodology by Liu et al. in 2016, enabling the inclusion of more localized states in the density response function. The PAW implementation in VASP allows the efficient treatment of molecules and large supercells with high accuracy. However, the large computational prefactor due to the fast Fourier transforms between real and reciprocal space remains, similarly as in the original method.

Fast Fourier transforms can be circumvented by replacing the real-space grid and the plane-waves basis by a localized basis, which was first explored in our work from 2018 and very recently also by Förster and Visscher. In our work from 2018, we used a Gaussian basis in combination with a local metric (overlap) for the RI factorization of the four-center Coulomb integrals. The low-scaling GW algorithm developed by Förster and Visscher employs Slater-type functions. Unlike in our approach, sparsity is introduced by a local RI scheme (pairatomic density fitting) instead of a local metric. We elaborate on the difference, advantages, and disadvantages in Section 3.3.

An alternative reformulation of the space-time method was proposed by Duchemin and Blase, combining a real-space grid with a Gaussian basis instead of plane waves. The real-space grid is specifically optimized for the respective molecule by the separable resolution of the identity. In ref 57, the described approach was only applied to the random phase approximation (RPA), but the extension to GW is straightforward.

The aforementioned space-time algorithms differ in the choice of the basis and the associated numerical techniques. However, the time and frequency treatments are identical. To introduce the basic equations, we start with a generic reformulation of the GW space-time algorithm for nonperiodic systems projecting all quantities on real-space grids. Note that these generic expressions differ from the original work by Rojas et al., where only some quantities are computed on real-space grids, e.g., the polarizability, and others, e.g., the
dielectric function, in a plane-wave basis. In Sections 3 and 4, we will project these generic expressions into a Gaussian basis. We start from a self-consistent Kohn–Sham density functional theory (KS-DFT) calculation. The total energy of a many-electron system in KS-DFT is obtained by solving the eigenvalue problem

\[ (h^0(r) + v_c(r))\psi_n(r) = \epsilon_n\psi_n(r) \]  

\( h^0(r) \) contains the external and the Hartree potential as well as the kinetic energy, while the exchange-correlation potential \( v^\nu(r) \) accounts for electron–electron interaction beyond the Hartree interaction. In the GW space-time method, we use molecular orbitals (MOs) \( \psi_n(r) \) and eigenvalues \( \epsilon_n \) for computing the single-particle Green’s function in imaginary time as

\[
G(r, r', \omega) = \begin{cases} 
\sum_{\text{occ}} \psi_i(r)\psi_j(r') \exp(\epsilon_i\omega), & \omega > 0 \\
-\sum_{\text{virt}} \psi_i(r)\psi_j(r') \exp(\epsilon_i\omega), & \omega < 0 
\end{cases}
\]  

The irreducible polarizability is computed as

\[ \chi^0(r, r', \omega) = -iG(r, r', \omega)G(r, r', -\omega) \]  

We proceed by a Fourier transform to imaginary time to evaluate the dielectric function and its inverse as

\[ \epsilon(r, r', \omega) = \delta(r, r') - \int d\mathbf{r}'' v(r, r'')\chi^0(r'', r', \omega) \]  

\[ \epsilon^{-1}(r, r', \omega) = \delta(r, r') + \int d\mathbf{r}'' v(r, r'')\chi^0(r'', r', \omega) + \ldots \]  

with the bare Coulomb interaction \( v(r, r') = 1/|r-r'| \) and using \((1-x)^{-1} = 1 + x + x^2 + \ldots \) for \( |x| < 1 \) in eq 5. The screened Coulomb interaction \( W(r, r', \omega) \) is then given by

\[ W(r, r', \omega) = \int d\mathbf{r}'' \epsilon^{-1}(r', r'', \omega)v(r'', r') \]  

Note that eqs 4–6 are not implemented in real-space in any of the discussed space-time algorithms because the computational cost of eqs 4–6 quickly grows as \( N_{\text{grid}}^3 \) with the number of real-space grid points \( N_{\text{grid}} \), which prohibits the application to large systems. In the original space-time method,\(^6\) eqs 4 and 6 are formulated in plane-waves with a diagonal Coulomb operator \( V_{GW} = \delta_{\mu\nu}/|\mathbf{G}|^2 \) such that the scaling of eqs 4 and 6 is reduced to \( O(N^2) \).

We continue the algorithm by a Fourier transform of \( W(\mathbf{r}, \mathbf{r}', \omega) \) from eq 6 to imaginary time to evaluate the self-energy as

\[ \Sigma(r, r', \omega) = iG(r, r', \omega)W(r, r', \omega) \]  

After Fourier transforming \( \Sigma(\mathbf{r}, \mathbf{r}', \omega) \) to imaginary frequency \( \omega \), we use analytic continuation to obtain \( \Sigma(\mathbf{r}) \) such that the \( G_{0\omega}W_{\omega} \) QP energies can be evaluated as

\[ \epsilon_n^{GW} = \epsilon_n + \text{Re} \sum_{\omega} (\epsilon_n^{GW}) - \epsilon_n^{xc} \]  

where \( \epsilon_n^{xc} \) and \( \Sigma(\epsilon) \) are \( (n, n) \)-diagonal matrix elements in the MO basis \( \psi_n \) of the respective quantities,

\[ \Sigma(\epsilon) = \int d\mathbf{r} dr' \psi_i^*(\mathbf{r})\Sigma(r, r', \epsilon)\psi_j(\mathbf{r}') \]  

In this work, we will also use eigenvalue-self-consistent GW\(_0\) \( (\text{evGW}\_0) \) where \( \epsilon_n^{GW} \) are used to recompute \( G(\mathbf{r}, \mathbf{r}') \) from eq 2. \( \Sigma(\mathbf{r}) \) follows from eq 7 using \( W(\mathbf{r}) \) from \( G_0W_0 \). The QP energy is recomputed from eq 8 in evGW\(_0\) this cycle is repeated until the QP energies are converged.

The scaling of the different steps is summarized in Figure 1. In a canonical implementation, the evaluation of the polarizability

\[
\chi^0(\mathbf{r}, \mathbf{r}', \omega) = \begin{cases} 
\sum_{\text{occ}} \psi_i(\mathbf{r})\psi_j(\mathbf{r}') \exp(\epsilon_i\omega), & \omega > 0 \\
-\sum_{\text{virt}} \psi_i(\mathbf{r})\psi_j(\mathbf{r}') \exp(\epsilon_i\omega), & \omega < 0 
\end{cases}
\]

\[ O(N_{\text{grid}}^2N_{\text{occ}}N_{\text{virt}}) = O(N^4) \]  

\[ O(N_{\text{grid}}^2) = O(N^2) \]  

Figure 1. Computation of the irreducible polarizability (a) in an ordinary \( O(N^4) \) implementation and (b) in the GW space-time method.\(^6\) Most in GW algorithms, this step dominates the computational cost of the whole GW calculation. In (a), the computational cost increases as \( N^4 \) with the system size \( N \) since the following quantities each increase linearly with \( N \): the number of real-space grid points \( N_{\text{grid}} \), the number of occupied molecular orbitals \( N_{\text{occ}} \), and the number of virtual molecular orbitals \( N_{\text{virt}} \). In (b), we repeat eqs 2 and 3. Calculating the irreducible polarizability in imaginary frequency is reduced to \( O(N^2) \) scaling.

is the computational bottleneck and scales with \( O(N^3) \); see Figure 1a. The space-time method decouples the summation over occupied and virtual states in the polarizability by expressing \( G \) in the time instead of the frequency domain; see eq 2. This reduces the scaling to at most cubic, as shown in Figure 1b.

3. RESOLUTION OF THE IDENTITY (RI) USING THE TRUNCATED COULOMB METRIC

3.1. RI for Four-Center Coulomb Integrals. Before reformulating the GW space-time method from Section 2 in a Gaussian basis, we focus on four-center Coulomb integrals (4c-CIs) that are of central importance in GW calculations with localized basis sets. These 4c-CIs, in Mulliken notation, are defined as

\[ (\mu \nu \lambda \sigma) := \int d\mathbf{r} dr' \phi_\mu(\mathbf{r})\phi_\nu(\mathbf{r})\phi_\lambda(\mathbf{r})\phi_\sigma(\mathbf{r}) \frac{1}{|\mathbf{r} - \mathbf{r}'|} \]
where $\phi_\mu$, $\phi_\nu$, $\phi_\rho$, and $\phi_\sigma$ are atomic-orbital (AO) Gaussian basis functions. Using the RI approximation with a predefined metric

$$m : \mathbb{R}^3 \times \mathbb{R}^3 \to [0, \infty)$$

(12)

the 4c-CIs are factorized into two- and three-center integrals

$$\langle \mu \nu | \sigma \tau \rangle_{RI} = \sum_{PQRS} (\mu | P \rangle M_{PQ}^{-1} V_{QR} M_{RS}^{-1} (\sigma | \tau \rangle)_m$$

(13)

$P$, $Q$, $R$, and $S$ refer to indices of auxiliary RI Gaussian basis functions. $M$ denotes the representation of the metric $m$ in the auxiliary RI basis $\{\phi_p\}$,

$$M_{PQ} = \int \text{d}r \text{d}r' \phi_P(r) m(r, r') \phi_Q(r')$$

(14)

The three-center integrals are given by

$$\langle \mu | P \rangle_{m} \equiv \langle P | \mu \rangle_{m} = \int \text{d}r \text{d}r' \phi_P(r) \phi_\mu(r) m(r, r') \phi_\nu(r')$$

(15)

The bare Coulomb interaction $1/|r - r'|$ from eq 11 is contained in the Coulomb matrix element $V_{QR}$ in eq 13 which is given by

$$V_{QR} = \int \text{d}r \text{d}r' \phi_P(r) \frac{1}{|r - r'|} \phi_Q(r')$$

(16)

We compute the two-center integrals in eqs 15 and 16 with a solid-harmonic-based analytical integration scheme and the three-center integrals from eq 15 with the analytical Obara-Saika recurrence scheme. Both schemes are applicable to general interaction potentials \(g(|r_i - r_j|)\), which includes the overlap, Coulomb, and truncated Coulomb potential discussed in Section 3.2. The calculation of the integrals starts in both schemes from integrals over primitive \(s\)-functions. The analytical expressions for the \(s\)-type integrals are given in ref 66 for the overlap and Coulomb potentials and in ref 67 for the truncated Coulomb potential. Prescreening of the two- and three-center integrals is applied dependent on the metric. For the truncated Coulomb metric, the integrals are screened based on the exponents, the distance between the Gaussian centers, and the truncation radius. In addition, computed three-center integrals, which are sufficiently close to zero, are filtered out before calculating the GW quantities.

### 3.2. Truncated Coulomb Metric as a Convenient Choice in Low-Scaling Methods

The first key ingredient to reduce the scaling is the decoupling of the occupied and virtual MOs in the polarizability by working in the time domain. The second ingredient, when working in a localized basis set, is the choice of the RI metric. In our previous implementation of low-scaling GW calculations, we employed the overlap metric

$$m_0(r, r') = \delta(r - r')$$

(17)

for computing the integrals in eqs 14 and 15, where $\delta$ is the Dirac distribution. The overlap metric is local in the sense that the RI basis functions $\phi_\mu$ do not overlap with AO basis function products $\phi_\rho \phi_\sigma$, so there is enough distance between their centers. This leads to vanishing three-center overlap matrix elements $\langle \mu | P \rangle_{m}$ and increasing computational efficiency due to sparsity, as illustrated in Figure 2.

In contrast, the Coulomb metric

$$m_C(r, r') = \frac{1}{|r - r'|}$$

(18)

couples RI basis functions $\phi_\rho$ and AO basis function pairs $\phi_\mu \phi_\nu$ in eq 15 over effectively infinite distances due to the slow polynomial decay of $1/|r - r'|$ as illustrated in Figure 2. With the Coulomb metric, no sparsity can be gained, hampering its usage in low-scaling GW algorithms. In canonical O(N²) algorithms, each AO product $\phi_\mu \phi_\nu$ is transformed to the delocalized molecular orbital basis set $\{\psi_i\}$, losing all sparsity anyway. In such a conventional algorithm, where sparsity cannot be exploited, the Coulomb metric is the optimal choice because the RI factorization given in eq 13 converges much quicker with respect to the RI basis set size. The Coulomb metric yields thus generally higher accuracy than the overlap metric.

In this work, we improve our previous low-scaling GW implementation by replacing the overlap metric by the truncated Coulomb metric

$$m_{tr}(r, r') = \begin{cases} 
\frac{1}{|r - r'|} & \text{if } |r - r'| < r_c \\
0 & \text{else}
\end{cases}$$

(19)

where the Coulomb interaction is cut after a distance $r_c$. In the limit of a large cutoff radius $r_c$, the truncated Coulomb metric turns into the Coulomb metric

$$\lim_{r_c \to \infty} m_{tr}(r, r') = \frac{1}{|r - r'|}.$$

For a small cutoff radius $r_c$, calculations based on the truncated Coulomb metric are equivalent to calculations based on the overlap metric. The truncated Coulomb metric combines the attractive features of the Coulomb metric and the overlap metric: high accuracy due to the near-sighted Coulomb operator and preservation of sparsity due to the locality of $m_{tr}(r, r')$.

Another approach for truncating the Coulomb operator is the use of complementary error functions as in standard range-separated hybrid functionals. The benefits of a local Coulomb metric have already been exploited for low-scaling scaled-opposite spin MP² and low-scaling RPA² reporting similar accuracy as for the respective conventional-scaling schemes.

The RI factorization in eq 13 is exact in the limit of a complete RI basis, independent of the chosen RI metric. Therefore, truncating the Coulomb operator with a finite $r_c$ does not affect...
the accuracy of the GW algorithm as long as the RI basis is sufficiently large.

We note that in plane-wave implementations, RI with different metrics is not discussed. The reason is that the Coulomb matrix, the truncated Coulomb matrix, and the overlap matrix are diagonal in the plane-wave basis. As a consequence, RI factorizations as in eq 13 are identical for the three different metrics when using plane-wave basis functions. We added a more detailed explanation in the Supporting Information (SI) to facilitate the discussion between plane-wave and localized-basis-set communities.

3.3. Global vs Local RI. The sums over the RI basis functions in the RI factorization of the 4c Coulomb integrals in eq 13 can either run over the whole RI basis (“global RI”) or only over a subset of the RI basis (“local RI”). In their recent work, Förster and Visscher combined the GW space-time method with the pair-atomic RI (PARI) approach. PARI, also known as pair-atomic density fitting (PADF) or RI-LVL, is a local RI approach, which employs the Coulomb metric. Locality is introduced by expanding each AO pair \( \phi_\mu \phi_\nu \), where \( \phi_\mu \) is centered at atom \( A \) and \( \phi_\nu \) at atom \( B \), only in the subset of RI basis functions with centers at \( A \) and \( B \).

The scaling with PARI is the same as with global RI, if a local RI metric (overlap, truncated Coulomb) is employed for the Coulomb matrix, the truncated Coulomb matrix, and the overlap matrix are diagonal in the plane-wave basis. As a consequence, RI factorizations as in eq 13 are identical for the overlap matrix. The truncated Coulomb matrix, and the overlap matrix are diagonal in the plane-wave basis. As a consequence, RI factorizations as in eq 13 are identical for the overlap matrix. The truncated Coulomb matrix, and the overlap matrix are diagonal in the plane-wave basis. As a consequence, RI factorizations as in eq 13 are identical for the overlap matrix (PADF) or RI-LVL, is a local RI approach, which employs the Coulomb metric. Locality is introduced by expanding each AO pair \( \phi_\mu \phi_\nu \), where \( \phi_\mu \) is centered at atom \( A \) and \( \phi_\nu \) at atom \( B \), only in the subset of RI basis functions with centers at \( A \) and \( B \).

The scaling with PARI is the same as with global RI, if a local RI metric (overlap, truncated Coulomb) is employed for the Coulomb matrix, the truncated Coulomb matrix, and the overlap matrix are diagonal in the plane-wave basis. As a consequence, RI factorizations as in eq 13 are identical for the overlap matrix. The truncated Coulomb matrix, and the overlap matrix are diagonal in the plane-wave basis. As a consequence, RI factorizations as in eq 13 are identical for the overlap matrix (PADF) or RI-LVL, is a local RI approach, which employs the Coulomb metric. Locality is introduced by expanding each AO pair \( \phi_\mu \phi_\nu \), where \( \phi_\mu \) is centered at atom \( A \) and \( \phi_\nu \) at atom \( B \), only in the subset of RI basis functions with centers at \( A \) and \( B \).

The scaling with PARI is the same as with global RI, if a local RI metric (overlap, truncated Coulomb) is employed for the Coulomb matrix, the truncated Coulomb matrix, and the overlap matrix are diagonal in the plane-wave basis. As a consequence, RI factorizations as in eq 13 are identical for the overlap matrix. The truncated Coulomb matrix, and the overlap matrix are diagonal in the plane-wave basis. As a consequence, RI factorizations as in eq 13 are identical for the overlap matrix (PADF) or RI-LVL, is a local RI approach, which employs the Coulomb metric. Locality is introduced by expanding each AO pair \( \phi_\mu \phi_\nu \), where \( \phi_\mu \) is centered at atom \( A \) and \( \phi_\nu \) at atom \( B \), only in the subset of RI basis functions with centers at \( A \) and \( B \).


\[
G(n)(\text{i}r) = \begin{cases} 
\sum_{n} C_{n\mu} C_{n\nu} \exp(e_n r), & \text{if } n > 0 \\
-\sum_{n} C_{n\mu} C_{n\nu} \exp(e_n r), & \text{if } n < 0 
\end{cases}
\]

Next, we use \( G(r, r', \text{i}t) = \sum_{\mu} \phi_\mu(r)G_{\mu\mu}(\text{i}t)\phi_\mu(r') \) and eq 3, \( \chi^0(r, r', \text{i}t) = -iG(r, r', \text{i}t)G(r, r', -\text{i}t) \), to obtain the irreducible polarizability \( \chi^0(\text{i}t) \) in the Gaussian auxiliary basis \( (\phi_\mu) \).

\[
\chi^0_{PQ}(\text{i}t) := \langle \phi_P \chi^0 \phi_Q \rangle_m
\]

where \( \phi_P \) and \( \phi_Q \) are centered on nearby atoms, which is illustrated in Figure 2. In this work, we use the local truncated Coulomb metric \( m_{\text{rCT}} \), defined in eq 19. The computational complexity for the evaluation of \( \chi^0_{PQ}(\text{i}t) \) reduces with a local metric to \( O(N^3) \).

A detailed analysis of the computational complexity of eq 22 is shown in Figure 3. First, the multiplication of the three-center integrals with the Green’s function \( G \) is computed, which yields the tensors \( X \) and \( Y \). The evaluation of \( \chi^0_{PQ}(\text{i}t) \) is the computationally most expensive step and scales \( O(N^4) \) with the conventional Coulomb metric (eq 18). However, when employing a local RI metric, the three-center tensors \( (\mu\nu\mu') \) vanish unless the Gaussian functions \( \phi_\mu \), \( \phi_\nu \), and \( \phi_{\mu'} \) are centered on nearby atoms, which is illustrated in Figure 2. In this work, we use the local truncated Coulomb metric \( m_{\text{rCT}} \), defined in eq 19. The computational complexity for the evaluation of \( \chi^0_{PQ}(\text{i}t) \) reduces with a local metric to \( O(N^3) \).

4. GW SPACE-TIME METHOD IN A GAUSSIAN BASIS USING RI WITH THE TRUNCATED COULOMB METRIC

In the following, we present our low-scaling GW algorithm, which is a variant of the space-time method introduced in Section 2 and rationalize where the RI factorization from eq 13 enters the algorithm.

4.1. Low-Scaling Algorithm. The MOs \( \{\psi_n\} \) are expanded in Gaussian-type orbitals (GTOs) \( \{\phi_\mu\} \)

\[
\psi_n(r) = \sum_\mu C_{n\mu} \phi_\mu(r)
\]

where \( C_{n\mu} \) are the MO coefficients. The single-particle Green’s function \( G(\text{i}t) \) given in eq 2 is then projected in the GTO basis

\[
\tilde{\chi}^0(\text{i}t) = M^{-1} \chi^0(\text{i}t) M^{-1}
\]
(a) Nonlocal RI metric ($m = \text{Coulomb}$)
\[
X_{\mu\sigma P} = \sum_{\chi} (\Delta\chi P)_{m} G_{\mu\chi}(i\tau) \quad O(N^2)
\]
\[
Y_{\mu\sigma Q} = \sum_{\nu} (\mu\nu Q)_{m} G_{\nu\sigma}(-i\tau) \quad O(N^2)
\]
\[
\bar{X}_{\mu P Q}(i\tau) = -i \sum_{\sigma} X_{\mu\sigma P} Y_{\sigma\mu Q} \quad O(N^4)
\]

(b) Local RI metric ($m = \text{overlap or truncated Coulomb}$)
\[
X_{\mu P} = \sum_{\chi} (\Delta\chi P)_{m} G_{\mu\chi}(i\tau) \quad O(N^2)
\]
\[
Y_{\mu Q} = \sum_{\nu} (\mu\nu Q)_{m} G_{\nu\sigma}(-i\tau) \quad O(N^2)
\]
\[
\bar{X}_{\mu P Q}(i\tau) = -i \sum_{\sigma} X_{\mu\sigma P} Y_{\sigma\mu Q} \quad O(N^2)
\]

Legend:  
- Green indices (e.g., $\lambda\sigma$) are sparse  
- underlined indices contribute to scaling  
(e.g., $\mu\sigma P$, $\mu\sigma Q$) $\Rightarrow$ $O(N^4)$ scaling

Figure 3. Scaling of the imaginary-time density response computation in a localized basis (eq 22) together with (a) a nonlocal and (b) a local RI metric, $\hat{X}_{PQ}(i\tau)$ is computed in two steps. First the two tensors $X$ and $Y$ are computed followed by a tensor contraction. The green color indicates sparse indices. The sparse index pair, e.g., $\lambda\sigma$, or sparse index triple, e.g., $\lambda\sigma P$, has together a scaling of $O(N)$. Underlined indices contribute to the scaling.

\[
\mathbf{W}^c(i\omega) = ||\mathbf{e}|| e^{-i\omega L} - 1||L^T\]  
where the symmetric, positive definite $\mathbf{e}(i\omega)$ is inverted efficiently by Cholesky decomposition.

A cosine transform converts $\mathbf{W}^c(i\omega)$ (eq 26) back to the imaginary time domain. Computing the quasiparticle energy for an orbital $\psi_r$, requires the corresponding diagonal matrix element of the self-energy, 
\[
\Sigma_r(i\tau) = \left(\left\{\psi_r^\dagger \Sigma(i\tau) \right\} \psi_r^\dagger\right) = \Sigma^x_r + \Sigma^x_r(i\tau) \quad (27)
\]
Its correlation part is obtained as 
\[
\Sigma^x_r(i\tau) = i \sum_{i'\sigma} \sum_{\mu} G_{\mu\sigma}(i\tau)(\nu\mu P)_{m} \sum_{Q} \tilde{W}_{\mu P Q}(i\tau)(Q \nu\sigma n)_{m} \quad (28)
\]
where $\tilde{W}_{\mu P Q}(i\tau) = M^-1\mathbf{W}^c(i\tau)M^{-1}$, and the exchange part is computed as 
\[
\Sigma^x_r = -i \sum_{i'\sigma} \sum_{\nu} D_{\nu\sigma}(\nu\mu P)_{m} \sum_{Q} \tilde{W}_{\nu P Q}(i\tau)(Q \nu\sigma n)_{m} \quad (29)
\]
where 
\[
D_{\nu\sigma} = \sum_{\nu} C_{\nu\sigma} C_{\nu\sigma}^\dagger \quad \mathbf{V} = M^-1\mathbf{V}M^{-1} \quad (30)
\]

To compute quasiparticle energies, $\Sigma^x_r(i\tau)$ is transformed to imaginary frequencies by a sine and cosine transform. The self-energy is evaluated on the real frequency axis $\Sigma^x_r(\epsilon)$ by analytic continuation of $\Sigma^x_r(i\omega)$. The $G_0W_0$ energies $e_{\epsilon}^G$ are obtained by solving the QP equation
\[
e_{\epsilon}^G = e_{\epsilon} + \Sigma^x + \text{Re} \Sigma^x(\epsilon\mu) - \nu_x \quad (31)
\]

iteratively for $\epsilon_{\epsilon}^G$ via Newton–Raphson.

The calculation of the polarizability $\chi_{P Q}(i\omega)$ (eq 22) remains the computational bottleneck at $O(N^2)$ complexity, even for the largest systems studied in this work. The subsequent steps in eqs 23–26 scale cubically but have a much smaller computational prefactor. The calculation of the correlation self-energy from eq 28 scales as $O(N^4)$ for every QP level $n$ and is generally computationally less demanding than the calculation of $X_{P Q}(i\tau)$.

4.2. Tracing back Four-Center Coulomb Integrals and RI Factorizations. While the full derivation of the algorithm presented in Section 4.1 is too lengthy, we demonstrate in the following that the three-center integrals $(\mu\nu P)_m$ and the metric matrix $\mathbf{O}$ originate indeed from the RI factorization of the 4c-Clfs introduced in eq 13. We will rationalize that the 4c-Cls can be fully recovered with the consequence that our algorithm is exact in the limit of a complete RI basis set.

For the exchange part of the self-energy, the 4c-Cls can be directly obtained by inserting eq 31 into eq 29 and using eq 13, which yields the familiar expression for the exchange self-energy, $\Sigma^x = -\sum_m \text{Tr}(n\nu n\mu)$. The RI factorization of the 4c-Cls is less obvious for the correlation part $\Sigma^x$ of the self-energy and the intermediate steps. We exemplarily show for the matrix elements $W_{P Q}$ where the 4c-Cls occur. To this end, we use the Taylor expansion $(1 - x)^{-1} = 1 + x + x^2 + ...$ to express the inverse of the dielectric function from eq 24 as
\[
e^{-1}(i\omega) = 1 + L_T^0(i\omega) L + (L_T^0(i\omega) L)^2 + ... \quad (32)
\]
We can then rewrite eq 26 as
\[
W^c(i\omega) = L[L^T_0(i\omega) L + (L^T_0(i\omega) L)^2 + ...]L^T \quad (33)
\]
After inserting eqs 23 and 25 into eq 33, we obtain
\[
W^c(i\omega) = VM^{-1} \chi^0(i\omega) M^T V + VM^{-1} \chi^0(i\omega) M^{-1} V + ... \quad (34)
\]
With eq 22, we recover the RI expression (eq 13) in the quadratic term:
\[
[\chi^0(i\omega) M^{-1} \chi^0(i\omega)]_{\nu\sigma} = 
\begin{align*}
- & \sum_{\mu\nu} \sum_{\nu\sigma} FT[G_{\nu\sigma}(\nu\mu P)]_{m} \sum_{Q} \tilde{W}_{\mu P Q}(i\tau)(Q \nu\sigma n)_{m} \\
& \times M_{\nu\sigma}^{-1} V_{\nu\sigma} M_{\nu\sigma}^{-1} FT[G_{\nu\sigma}(\nu\mu P)]_{m} \sum_{Q} \tilde{W}_{\mu P Q}(i\tau)(Q \nu\sigma n)_{m} \\
= & \sum_{\mu\nu} \sum_{\nu\sigma} FT[G_{\nu\sigma}(\nu\mu P)]_{m} \sum_{Q} \tilde{W}_{\mu P Q}(i\tau)(Q \nu\sigma n)_{m} \\
& \times FT[G_{\nu\sigma}(\nu\mu P)]_{m} \sum_{Q} \tilde{W}_{\mu P Q}(i\tau)(Q \nu\sigma n)_{m} \\
= & \sum_{\mu\nu} \sum_{\nu\sigma} FT[G_{\nu\sigma}(\nu\mu P)]_{m} \sum_{Q} \tilde{W}_{\mu P Q}(i\tau)(Q \nu\sigma n)_{m} \times FT[G_{\nu\sigma}(\nu\mu P)]_{m} \sum_{Q} \tilde{W}_{\mu P Q}(i\tau)(Q \nu\sigma n)_{m} \\
\end{align*}
\]

The RI expression can be found in a similar fashion for all higher orders in $W^c_{PQ}$ and ultimately also for the expression of the self-energy in eq 28.

5. IMPLEMENTATION DETAILS

We have implemented the low-scaling $GW$ algorithm outlined in Section 4.1 in the open-source software package CP2K, which is available from github.91 The parallelization of the algorithm is mostly based on the standard message passing interface (MPI). OpenMP threading in a hybrid MPI+OpenMP approach is also supported. All steps of the algorithm have been optimized for massively parallel execution on more than 10 000 CPU cores. Most optimization efforts were dedicated to the computationally most expensive step, the calculation of $W_{P Q}(i\tau)$, using the
concepts outlined in ref 27 and the DBCSR library for sparse matrix–tensor operations.29 DBCSR is also employed for sparse matrix–matrix operations in eqs 28 and 29.

The proper choice and optimization of the imaginary-time and imaginary-frequency grids are crucial for computational efficiency and accuracy. We employ the minimax time \( \{ \tau_j \} \) and frequency \( \{ \omega_k \} \) grids with \( N \) grid points as pioneered by Kaltak et al.93 and Liu et al.94 For minimax, the a priori known analytical structure of \( \chi, W \), and \( \Sigma \) is used to construct grids that minimize the \( L^\infty \) norm of the error between the exact integration and the numerical procedure. Following this procedure, optimal grids can be constructed for the Fourier transforms of the respective functions \( f \).

\[
f(\omega_k) = \sum_{j=1}^{N} \chi_{j} \exp(i\omega_k \tau_j) f(i\tau_j)
\]

(37)

\[
f(i\tau_j) = \sum_{k=1}^{N} \xi_{jk} \exp(-i\tau \omega_k) f(i\omega_k)
\]

(38)

For simplicity, we compute the weights \( \chi_{jk} \) and \( \xi_{jk} \) during the program execution from \( L^2 \) minimization.25

Minimax grids are constructed by the Remez algorithm, which requires higher numerical precision than the standard double precision used in electronic-structure calculations. The minimax grids are therefore not optimized during run-time, but computed with quadruple precision and pre-tabulated.94 For details on generating minimax grids, we refer to the comprehensive literature.66,93 Note that minimax grids were recently also developed for finite-temperature GW.95

In our previous work,19 we employed 12 minimax points. To achieve higher accuracy, we have now computed minimax grids with 26, 28, 30, 32, and 34 points in imaginary time and imaginary frequency for different ranges.93 These grids are freely available on github11 for usage with other codes implementing the space-time method. As we demonstrate in Section 7, benchmark accuracy is already obtained with 30 minimax points. Since the convergence of the Remez algorithm is increasingly difficult with the number of points, the generation of grids with more than 34 points has not been attempted.

6. COMPUTATIONAL DETAILS

The low-scaling GW calculations are performed with the program package CP2K,90 and reference calculations are carried out with the program package FHI-aims.96 The input and output files of these calculations are available from the Novel Materials Discovery (NOMAD) repository.97

6.1. Low-Scaling GW Calculations Using CP2K. We perform \( G_0W_0 \) calculations with the low-scaling algorithm on the GW100 benchmark set (Section 7) and \( G_0W_0 \) as well as evGW0 calculations on phosphorene nanosheets (Sections 8–10). All GW calculations start from all-electron DFT calculations using the Gaussian and augmented plane-waves scheme (GAPW)98 and the Perdew–Burke–Ernzerhof (PBE)99 exchange-correlation functional. We use the RI with the truncated Coulomb metric with a truncation radius of \( r_c = 3 \AA \), unless otherwise noted. The self-energy is analytically continued from the imaginary to the real-frequency domain using a Padé model15,66,100 with 16 parameters.

For the GW100 benchmark calculations, we use the def2-QZVP101 basis set as the primary basis set and def2-TZVPPD-RIFIT102 as the auxiliary basis set. We employ minimax grids with \( N = 30 \) time and frequency minimax points for the GW100 study, unless otherwise stated.

The molecular geometries of the phosphorene nanosheets are obtained as follows: We relax the unit cell of free-standing phosphorene using PBE-D399,103 Goedecker–Teter–Hutter pseudopotentials,104 and a TZVP-MOLOPT basis set105 using an \( 8 \times 6 \) k-point mesh. Then, an \( L \times L \) \((L \in \mathbb{N})\) supercell is formed, periodic boundary conditions are removed, and dangling bonds are saturated by hydrogen atoms. The hydrogen atoms are relaxed with PBE-D3 while keeping the phosphorus atoms fixed.

For the GW calculations on phosphorene nanosheets, we employ the all-electron aug-cc-pVDZ basis sets,106–108 and the RI basis set aug-cc-pVQZ-RIFIT89,102,109 The lowest exponents of the RI basis set have been scaled up for the calculations on the large phosphorene sheets reported in Section 9 to improve the performance; see the SI for details. Minimax grids with 30 time and frequency points are used for the small phosphorene clusters studied in Section 8, while 14 minimax points are used for the large phosphorene sheets. In the sparse matrix–tensor operations from eq 22, we filter atomic tensor blocks conservatively with a Frobenius norm of the atomic blocks of \( 10^{-15} \). For evGW0, we employ 80 occupied and 80 unoccupied GW levels in the self-consistency loop. For levels outside this range, a constant shift in the evGW0 cycle has been applied.

With these settings, we find that the \( G_0W_0 \) and evGW0 HOMO–LUMO gap of large phosphorene sheets (Section 9) is converged within 0.02 eV compared to calculations using a fully converged minimax grid of 30 points and the aug-cc-pVQZ106,108 basis set; see the SI for more details. An extrapolation to the complete basis set limit, as often necessary in GW, is therefore not required. HOMO–LUMO gaps typically converge faster with respect to basis set size than ionization potentials and affinities, which was demonstrated in, e.g., ref 21 for subsets of medium and large molecules from the GW5000 database.26

Additionally, we compute the PBE gap of 2D periodic phosphorene from GAPW all-electron calculations using the aug-cc-pVTZ basis set106–108 and an \( 8 \times 6 \) k-point mesh.

6.2. Reference GW Calculations with Contour Deformation Using FHI-aims. We perform reference DFT calculations with the PBE functional for all phosphorene nanosheets and \( G_0W_0 \) calculations for the smaller phosphorene nanosheets up to 180 atoms using the FHI-aims program package.96 FHI-aims is a native all-electron code based on numeric atomic-centered orbitals (NAOs). For direct comparison with the low-scaling calculations, we employ also the aug-cc-pVDZ Gaussian basis sets, which can be considered as a special case of an NAO and which are treated numerically in FHI-aims. The auxiliary basis sets are constructed “on the fly” by forming product pairs of primary basis functions and subsequent removal of linear dependencies as described in ref 46.

The GW calculations are performed with the contour deformation implementation11 in FHI-aims, unless otherwise noted. As for the low-scaling CP2K calculations, the QP equations are always solved iteratively. In addition to computing the QP energies for the phosphorene nanosheets, we also compute the self-energy matrix elements for a small phosphorene cluster with 24 atoms comparing contour deformation and analytic continuation.36 For the latter, we use the Padé approximation with 16 parameters, as in the CP2K calculations. Both methods, contour deformation and analytic continuation, require the computation of integrals over the imaginary
frequency axis, for which we employ a modified Gauss–Legendre grid with 200 grid points. For the Padé model, the same set of grid points \{i\omega\} is used to calculate \(\Sigma_i^{\omega}\).

Using the same basis set, the DFT-PBE gaps of the phosphorene sheets agree within 1 meV between CP2K and FHI-aims and the \(G_0W_0\) gaps within 20 meV; see Table II, SI.

7. GW100 Benchmark: Accuracy of Frontier Orbitals

In the following, we assess the accuracy of the low-scaling GW algorithm for HOMO and LUMO QP energies of molecules from the GW100 benchmark set. We carefully study their convergence with the minimax integration grid size, the RI basis set size, and the truncation radius used for the RI-TC metric.

7.1. Data Set and Reference Values. The GW100 benchmark set contains HOMO and LUMO energies of 100 small molecules featuring a variety of elements from the periodic table. We exclude the multisolutions cases BN, BeO, MgO, Os, and CuCN from computing the MAD of the HOMOs for the following reasons. First, the real self-energy matrix elements of these molecules exhibit poles in the frequency region of the quasiparticle, leading to at least two different solutions with similar spectral weights. Different codes might find equally valid solutions, and one should rather compare the self-energy matrix elements, as done in ref 15. Second, 128 Padé parameters are necessary to resolve these poles. This implies that \(\Sigma^{(i\omega)}\) must be computed on a frequency grid of at least 128 points, which is far beyond the size of the currently available minimax grids. All 100 molecules are included for the MAD of the LUMO.

We use the \(G_0W_0@PBE\) results from FHI-aims reported in the original GW100 work as a reference. The FHI-aims results from ref 15 were computed with analytical continuation using the Padé model approximation with 16 parameters, as in our approach. The analytic-continuation results from FHI-aims are of high numerical quality for frontier orbitals, matching the results from a fully analytic evaluation of the self-energy within a few meV, as shown for a GW100 subset in ref 15. Our goal is to assess the numerical accuracy of the algorithm for a given primary basis set. We therefore compare the data directly at the def2-QZVP level instead of basis-set extrapolated results.

7.2. Convergence of the Minimax Grid. The convergence of the \(G_0W_0@PBE\) QP energies with respect to the size of our generated minimax grids is reported in Table 1. Except for different minimax parameters, the settings given in Section 6.1 were used. The MADs with respect to the GW100 reference results decrease quickly with the grid size. Already for 28 minimax points, we observe an MAD of <10 meV for both HOMOs and LUMOs. The accuracy saturates at 30 minimax points with an MAD of 7 meV for HOMOs and 6 meV for LUMOs. The gain of accuracy when employing even larger grids with 32 and 34 points is marginal. Therefore, we set the minimax grid with 30 points as default for benchmark studies with the low-scaling algorithm.

The low-scaling GW algorithm reported in ref 56, which is the PAW variant of the space-time method, reaches high accuracy already for smaller minimax grids. Liu et al. showed that 20 time and frequency points were sufficient to reach convergence within 10 meV. As shown in Table 1, the MAD is still larger than 20 meV with the same grid size in our scheme. The different convergence behavior is probably due to the different treatment of the core electrons. The low-scaling PAW-GW schemes do not treat the core electrons explicitly, which reduces the

<table>
<thead>
<tr>
<th>N</th>
<th>MAD (eV) HOMOs</th>
<th>MAD ≤ 0.01 eV HOMOs</th>
<th>MAD ≤ 0.02 eV HOMOs</th>
<th>MAD (eV) LUMOs</th>
<th>MAD ≤ 0.01 eV LUMOs</th>
<th>MAD ≤ 0.02 eV LUMOs</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.098</td>
<td>0.046</td>
<td>24</td>
<td>26</td>
<td>36</td>
<td>41</td>
</tr>
<tr>
<td>20</td>
<td>0.025</td>
<td>0.013</td>
<td>32</td>
<td>77</td>
<td>66</td>
<td>96</td>
</tr>
<tr>
<td>26</td>
<td>0.014</td>
<td>0.009</td>
<td>75</td>
<td>92</td>
<td>84</td>
<td>98</td>
</tr>
<tr>
<td>28</td>
<td>0.009</td>
<td>0.007</td>
<td>81</td>
<td>94</td>
<td>89</td>
<td>97</td>
</tr>
<tr>
<td>30</td>
<td>0.007</td>
<td>0.006</td>
<td>87</td>
<td>93</td>
<td>92</td>
<td>98</td>
</tr>
<tr>
<td>32</td>
<td>0.007</td>
<td>0.005</td>
<td>88</td>
<td>94</td>
<td>91</td>
<td>99</td>
</tr>
<tr>
<td>34</td>
<td>0.007</td>
<td>0.005</td>
<td>92</td>
<td>95</td>
<td>93</td>
<td>98</td>
</tr>
</tbody>
</table>

*Listed are the mean absolute deviations (MADs) with respect to the FHI-aims reference values from ref 15 (16-parameter Padé model, def2-QZVP) and the number of excitations (out of 95 for the HOMO and out of 100 for LUMO) with MADs ≤ 0.01 eV and ≤ 0.02 eV.

minimax range compared to our all-electron scheme. With smaller minimax ranges, fewer grid points are generally needed to obtain the same accuracy.

7.3. Convergence of RI Basis Sets and the Truncation Radius. The other two parameters, which influence the accuracy of the low-scaling algorithm, are the RI basis set size and the Coulomb cutoff radius for the RI-TC metric. Both parameters are in principle interdependent since the cutoff radius controls if the metric is more “overlap-like” or rather resembles the conventional Coulomb metric, which requires smaller RI basis set sizes as discussed in Section 3.2.

Figure 4a, b shows the MAD between the low-scaling GW algorithm and the FHI-aims results for the GW100 test set data as a function of the RI basis set size for the HOMO and LUMO, respectively. We study the RI basis set convergence for two cutoff values, \(r_c = 1\) Å and \(r_c = 3\) Å. We observe a more consistent convergence behavior when using the larger cutoff \(r_c = 3\) Å. For \(r_c = 1\) Å, the smallest MAD (10 meV) is obtained with the def2-TZVPD-RIFIT basis. The accuracy becomes worse for larger RI basis sets which might be related to ill-conditioning problems. The truncation at \(r_c = 3\) Å yields a higher accuracy than \(r_c = 1\) Å for all RI basis sets that have been tested. The MAD is well below 10 meV for def2-TZVPD-RIFIT and the next larger RI basis set.

In Figure 4c, d, we employ def2-TZVPD-RIFIT as the RI basis and vary the Coulomb cutoff radius used in RI-FC. For \(r_c = 0\) Å, the RI metric is equivalent to the overlap metric, and we obtain an MAD of ~30 meV for the HOMO, which is close to the 35 meV deviation reported in our previous work for the low-scaling algorithm with the overlap metric. The accuracy improves when increasing the Coulomb cutoff radius saturating at radii \(r_c ≥ 2\) Å. This observation and the rapid convergence of the RI basis set with \(r_c ≥ 3\) Å in Figure 4a, b imply that the attractive features of the conventional Coulomb metric are already largely restored at truncation radii between 2 and 3 Å. We choose \(r_c = 3\) Å as a safe setting for our low-scaling calculations.

7.4. Benchmark with Converged Settings. We now compare the GW100 results obtained with the settings given in Section 6.1, i.e., the converged settings (30 minimax points, def2-TZVPD-RIFIT, \(r_c = 3\) Å) to the FHI-aims reference data. The number of molecules with a given absolute deviation from the reference data are shown in Figure 5 (see Table I, SI, for the raw data). We find that 87 out of 95 HOMO energies and 93 out...
of 100 LUMO energies agree with the FHI-aims reference within 10 meV; see also Table 1. Only three excitations for the HOMO and two excitations for the LUMO differ by more than 20 meV from the reference, and the maximum deviation is 50 meV. Compared to our old implementation with the overlap metric, the accuracy is significantly improved. The MAD is reduced from 35 to 7 meV for the HOMO and from 27 to 6 meV for the LUMO. The MAD is now in the range that was reported for the FHI-aims reference data and the fully analytic Turbomole results (3 meV for the HOMO and 6 meV for the LUMO). The RI-tC scheme and the new minimax grids also improve the reliability of the low-scaling algorithm. The number of outliers is reduced to zero. In our previous work, we observed 9 energies with deviations ≥60 meV for the HOMO and 7 for the LUMO, including a couple of extreme cases with errors of 0.7 and 2.2 eV.

8. ACCURACY FOR SEMICORE AND UNBOUND STATES

The structure of the self-energy matrix elements $\Sigma_n(\omega)$ is typically featureless around the QP solutions for the HOMO and LUMO. Achieving benchmark accuracy is thus easier for states close to the Fermi level. A more challenging test for our low-scaling algorithm are semicore, deep valence and unbound states. In Figure 6a, we report all $G_0W_0$ QP energies within a 20 eV distance to either HOMO or LUMO for a small phosphorene nanosheet cluster (H10P14). The cluster is shown as the inlet in Figure 6c, and its geometry is reported in the SI. The results are compared to QP energies computed with the highly accurate contour deformation technique (CD) implemented in FHI-aims. We have previously shown that the CD technique with the settings described in Section 6.2 yields without exception the same numerical accuracy as the fully analytic evaluation of the self-energy, including the difficult case of deep core states. By design, the CD techniques are more accurate than the analytic continuation. We set thus the CD results from FHI-aims as the reference for our benchmark of semicore and unbound states.

We find that all frontier orbitals in the frequency range HOMO−2 eV and LUMO+2 eV deviate by at most 0.02 eV, comparing the CD results with the energy value of the low-scaling $G_0W_0$ algorithm introduced in this work; see Figure 6a. The deviation increases with increasing distance from the Fermi level. However, the error is for all levels between −20 and 20 eV below 0.10 eV.

The increasing deviation is attributed to the analytic continuation technique, which is employed in our low-scaling $G_0W_0$ algorithm. In the final step of the algorithm, the self-energy

---

**Figure 4.** Convergence of HOMO and LUMO energies of the GW benchmark set computed with the low-scaling algorithm at the G0W0@PBE level with respect to (a, b) the RI basis set size and (c, d) the truncation radius from eq 19. Presented are the mean absolute deviations (MADs) with respect to the FHI-aims reference data (16-parameter Padé model, def2-QZVP). For (a) and (b), we employ the RI basis sets def2-SVPP-RIFIT, def2-TZVP-RIFIT, def2-TZVPD-RIFIT, and def2-QZVPD-RIFIT. In (c) and (d), the def2-TZVPD-RIFIT basis is used as the RI basis set.

**Figure 5.** GW100 benchmark of the G0W0@PBE energies computed with the low-scaling algorithm and the settings given in Section 6.1 for (a) HOMOs and (b) LUMOs. Shown are the number of molecules with a given absolute deviation to the FHI-aims values from ref 15 (16-parameter Padé, def2-QZVP); see SI for raw data.
is analytically continued to the real axis by fitting the matrix elements \( \Sigma_n(\omega) \) to a multipole model. These models are usually flexible enough to describe frontier orbitals, as shown in Figure 6b. The self-energy is smooth in the frequency region of the HOMO QP energy, and \( \Sigma_{\text{HOMO}}(\omega) \) is perfectly reproduced by the analytic continuation around the HOMO QP energy. For deep valence and semicore states and unbound states, \( \Sigma_n \) increasingly acquires features around the QP energy. This is demonstrated for the state HOMO–27 of the phosphorene nanosheet cluster in Figure 6c. The real part of \( \Sigma_n(\omega) \) has shallow poles around \( \omega = \epsilon_{n}^{\text{GW}} \), which are broadened in our CD calculation. These broadened poles appear as “ripples” in the self-energy. It is practically impossible to reproduce these small pole features with analytic continuation exactly. This is true for canonical \( O(N^3) \) as well as low-scaling implementations of the analytic continuation.

The acquisition of pole features around the QP energy for states far from the Fermi level is a conceptual problem of deformation and analytic continuation. Diagonal matrix elements is analytically continued to the real axis by

\[
\Sigma_n(\omega) = \sum_m \sum_s \frac{\langle \psi_m^s | \psi_s \rangle \Omega_m^s}{\omega - \epsilon_m + (\Omega_m^s - \eta) \text{sgn}(\epsilon_f - \epsilon_m)}
\]

(39)

where \( m \) runs over all occupied and virtual states and \( \eta \) is a broadening parameter. \( \Omega_m \) are charge neutral excitations and \( P_s \) the corresponding transition amplitudes. From eq 39 we directly see that the self-energy \( \Sigma_n(\omega) \) has real-valued poles (for \( \eta \to 0 \)) at \( \epsilon_f - \Omega_m \) for occupied states and \( \epsilon_v + \Omega_m \) for virtual states. As we discussed in detail in ref 12, these poles give rise to satellite features, which accompany the QP excitation. The neutral excitations \( \Omega_m \), which are close to eigenvalue differences, are underestimated at the PBE level. For occupied states, the PBE orbital energies \( \epsilon_m \) are overestimated, and the poles \( \epsilon_f - \Omega_m \), located at too large (too positive) frequencies and are too close to the QP energy. For virtual states, the reasoning is the same, just with reverse sign, i.e., \( \epsilon_v + \Omega_m \), are at too small frequencies.

The problem that \( \epsilon_f - \Omega_m \) are located at too positive frequencies gets progressively worse for deep states, since the difference between the PBE eigenvalues and corresponding QP energies increases in absolute terms. This behavior is visible in Figure 6b,c for the calculation with the exact CD technique. The shallow pole structure is for HOMO–27 in the frequency region of the QP energy, \( \omega = \epsilon_{n}^{\text{GW}} \), whereas for the HOMO the shallow pole structure is located 2 eV off from the QP energy.

It has been shown that the correct distance between the poles and the QP solution can be restored in an evGW0 scheme, even in the extreme case of deep core excitations. Since the effect of eigenvalue self-consistency in \( G \) is to push the pole structure away from the QP energy, \( \omega = \epsilon_{n}^{\text{GW}} \), i.e., to more negative and positive frequencies for occupied and unoccupied states, respectively, the self-energy structure is also easier to model by analytic continuation for semicore states and unbound states. We thus expect that the numerical accuracy of our low-scaling algorithm for nonfrontier orbitals is even better than that shown in Figure 6a when using an evGW0 scheme.

9. HOMO–LUMO GAP OF PHOSPHORENE NANOSHEETS FROM GW

We apply our low-scaling GW code to finite hyrogen-terminated nanosheets of phosphorene. Phosphorene consists of a single layer of black phosphorus and was first synthesized in 2014. Phosphorene forms an armchair-like vertically buckled structure of \( sp^3 \) bonded phosphorus atoms, as shown in Figure 7a,b. It has attracted vibrant research interest as a two-dimensional semiconductor because of its direct band gap of \( \approx 2 \text{ eV} \) at the \( \Gamma \) point. The band gap can be successively decreased from 2 to 0.3 eV (3D bulk limit) by increasing the number of layers. This band gap range is ideal for many optoelectronic, photovoltaic, and photocatalytic applications. Deformation and twisting of layers have been also proposed as methods to modify the band gap of phosphorene.

We show in this work that the band gap can be also engineered in the in-plane direction toward values larger than 2 eV by exploiting finite size effects, which has been recently also reported from Quantum Monte Carlo calculations. We study here rectangular hydrogen-terminated phosphorene sheets of size \( L \times L \ (L \in \mathbb{N}) \), where \( L \) indicates the repetition of the phosphorene unit cell; see Figure 7a,b for a sketch of the molecular geometry. The smallest sheet (4 \( \times \) 4) is of size 1.8
nm × 1.3 nm, while the largest (20 × 20) is of dimension 9.2 nm × 6.7 nm. The progression of the fundamental HOMO–LUMO gaps computed from DFT-PBE eigenvalues and G_0W_0@PBE and evGW_0@PBE quasiparticle energies is displayed in Figure 7c. G_0W_0 opens the too small PBE gaps but still suffers from a starting point dependence on the underlying DFT calculation. The G_0W_0 gaps are smaller than the ones from the partially self-consistent evGW_0 scheme, which reduces the dependence on the DFT functional. With all three methods, the computed gaps decrease with increasing sheet size; see also Table 2. At our highest level of theory, evGW_0@PBE, the HOMO–LUMO gap changes from 3.95 eV (4 × 4) to 2.36 eV (15 × 15). In other words, our calculations indicate that the gap of phosphorene nanosheets can be tuned by more than 1.5 eV when changing the sheet area by a factor of ~14.

It is further observed that the PBE, G_0W_0, and evGW_0 gaps follow a 1/L behavior for the L × L sheets; see Figure 7c. The same 1/L scaling has been reported for DFT-PBE computed gaps of 1D-periodic zigzag phosphorene ribbons, whereas 1/L^2 has been found for the gaps of their armchair analogue. Our phosphorene sheets feature zigzag as well as armchair edges, and we observe here, in agreement with ref 126, the dominant scaling of the zigzag edges.

In Figure 7c, we extrapolate the gaps toward the 2D bulk limit of phosphorene (L → ∞). The extrapolated gaps are 0.68 eV (PBE), 1.56 eV (G_0W_0), and 1.76 eV (evGW_0). We are confident that our computed gaps of the finite phosphorene

![Figure 7. (a) Side and (b) top views of the 4 × 4 phosphorene nanosheet. (c) HOMO–LUMO gap of L × L phosphorene nanosheets computed from DFT-PBE, G_0W_0@PBE, and evGW_0@PBE as a function of the inverse number 1/L of unit cells along an edge of the L × L nanosheet. (d) Scaling of the evGW_0 execution time with number of atoms for the L × L phosphorene nanosheets comparing the low-scaling implementation from this work to the conventional implementation with O(N^3) scaling. Dashed lines are two-parameter least-squares fits of the prefactor and exponent. (e) Scaling of the low-scaling GW implementation with respect to the number of computing nodes. Presented are strong scaling measurements for the 10 × 10 phosphorene sheet (460 atoms) using the cc-pVDZ basis set. Note that aug-cc-pVDZ basis is used in (c) in (d). The calculations in (c), (d), and (e) have been executed on processors of the type “Skylake Xeon Platinum 8174” (48 processors per node) with 96 GB memory (c and d) and 768 GB memory (e) per node.

Table 2. Fundamental Gap of Phosphorene in Electronvolts Calculated from DFT-PBE Eigenvalues and G_0W_0@PBE and evGW_0@PBE Quasiparticle Energies

<table>
<thead>
<tr>
<th>method</th>
<th>L = 4</th>
<th>L = 15</th>
<th>L = ∞</th>
<th>this work: L × L sheet</th>
<th>periodic calculation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>this work</td>
<td>literature</td>
</tr>
<tr>
<td>DFT-PBE</td>
<td>1.55</td>
<td>0.91</td>
<td>0.68</td>
<td>0.80</td>
<td>0.8, 1.12, 1.13, 0.90</td>
</tr>
<tr>
<td>G_0W_0@PBE</td>
<td>3.65</td>
<td>2.13</td>
<td>1.56</td>
<td>1.60, 1.33, 1.60, 2.0, 1.13</td>
<td></td>
</tr>
<tr>
<td>evGW_0@PBE</td>
<td>3.95</td>
<td>2.36</td>
<td>1.76</td>
<td>1.94, 2.39, 2.19</td>
<td></td>
</tr>
<tr>
<td>experiment</td>
<td>2.03</td>
<td>2.06</td>
<td>2.06</td>
<td>2.0, 2.18, 2.2, 2.19</td>
<td></td>
</tr>
</tbody>
</table>

"In this work we employ a cluster approach using H-terminated phosphorene sheets consisting of L × L phosphorene unit cells. The extrapolated results (L = ∞) obtained from Figure 7c are compared to calculations using periodic phosphorene cells.

Sheets are of high numerical quality: In Table II (SI), we show that our gaps are well converged with respect to basis set size. Additionally, we use a highly accurate full-frequency method for the self-energy evaluation, as we have demonstrated in Section 8. However, the comparison of our extrapolated gaps to gaps from periodic GW calculations or the experimentally measured gap of 2D periodic phosphorene (see Table 2) must be taken with a grain of salt. It has been reported in the literature that finite phosphorene sheets host edge states that are energetically close to the band edges. These edge states are absent in 2D
periodic phosphorene, and hence, extrapolating the gap of finite phosphorene sheets may result in a gap that differs from the 2D periodic phosphorene gap. As a first sanity check, we compare the periodic DFT-PBE gap (0.80 eV) and the DFT-PBE gap from extrapolation (0.68 eV) (see Table 2), finding a significant difference of 0.12 eV. We hypothesize that this difference also translates to GW such that our gap extrapolation might underestimate the actual GW 2D bulk limit by at least 0.1 eV.

While our cluster approach might suffer from a conceptual problem for the periodic limit (edge states), periodic GW calculations of 2D systems face several computational challenges as described in ref 128 and summarized in the following. Indicative for these numerical challenges is the relatively large spread of the reported periodic GW gaps of 1.6−2.1 eV (G0W0) and 1.9−2.3 eV (evGW0); see Table 2. These variations are most likely due to insufficiencies in the numerical treatment and lack of convergence, which has been systematically studied by Qiu et al.129 for a similar system (monolayer of MoS2). For the latter, the reported GW gaps varied within a similar range as for phosphorene.

One of the computational challenges in 2D-periodic GW calculations is the different screening parallel and perpendicular to the surface, which requires an anisotropic treatment of the singularities of W at the Γ point.128 A related aspect is that the k-point convergence is much slower than for three-dimensional systems, which has been also explicitly shown for phosphorene.14 An additional complication is the interaction between the 2D slabs in a 3D periodic approach with plane waves. The vacuum spacing between the repeated slabs cannot be converted out due to the long-range nature of the image charge interaction between the slabs. The correct behavior can be restored by using Coulomb truncation schemes129,130 or postprocessing corrections.128 All these issues are avoided in our cluster approach, where periodic boundary conditions are not employed.

10. COMPUTATIONAL EFFICIENCY

Finally, we use the phosphorene nanosheets to demonstrate the scaling and the parallel efficiency of our algorithm. As illustrated in Figure 7d, the O(N⁵) scaling is preserved from our previous work.19 The largest calculations were performed for the phosphorene sheets with 990 atoms (15 × 15 sheet), which corresponds to 6795 electrons per spin that are expanded in 25110 basis functions. The crossover between the traditional O(N⁵) implementation and the low-scaling GW calculation is at around 300 atoms [≈2100 electrons per spin, ≈7600 basis functions]. As shown in Figure 7d, the crossover point is found by extrapolation due to the high memory demands of the conventional algorithm, which practically restricts the conventional GW calculations to phosphorene sheets of 200−250 atoms. Our low-scaling approach improves also the scaling with respect to memory consumption. The conventional implementation scales O(N⁴) in memory, which is reduced to O(N²) in this work.

In our previous implementation of low-scaling GW with the overlap metric, we reported a crossover point at 150 atoms for quasi-1D graphene nanoribbons.19 The shift to 300 atoms is because of the larger amount of three-center integrals that need to be included in the computation of χ₃₃(Γ₃) in eq 22. This is caused by three circumstances. First, sparsity conditions are only met for larger system sizes due to the 2D nature of the phosphorene sheets, whereas graphene nanoribbons are quasi-1D systems. Second, we use in this work a Gaussian basis set (aug-cc-pVDZ) with much smaller exponents than in ref 19. The aug-cc-pVDZ basis comprises very diffuse functions (lowest Gaussian exponent in aug-cc-pVDZ for H is 0.02974 au and for P is 0.0343 au). For diffuse functions, fewer three-center integrals are zero than for more compact basis sets. Third, the truncated Coulomb metric is “less local” than the overlap metric used in ref 19. All three points increase the computational prefactor, which is the reason why the largest phosphorene sheet contains “only” 990 atoms, while in ref 19, we reported GW calculations of a graphene nanoribbon with around 1700 atoms.

The parallel performance of our low-scaling algorithm is assessed for the 10 × 10 phosphorene sheet (460 atoms) employing the cc-pVDZ basis set.106 Strong scaling measurements for this system are reported in Figure 7e, where the speed-up of the calculation with respect to 8 computing nodes is shown. The GW calculation for the 10 × 10 sheet scales well up to 128 nodes (6144 processes) with a parallel efficiency of 74%. Note that the GW calculation for the 10 × 10 sheet runs also on 2−7 nodes thanks to an iterative memory reduction scheme.27 This scheme overcomes memory bottlenecks for small node numbers by additional communication, without increasing the number of operations. Nevertheless, the additional MPI communication slightly increases the computational cost, which results in a better than ideal speed-up for larger node numbers, which do not require memory reduction. For a fair assessment of the parallel performance, we choose thus 8 nodes as the reference in Figure 7e and the cc-pVDZ basis set instead of the aug-cc-pVDZ. The latter is more diffuse and requires more memory than cc-pVDZ, triggering the memory reduction scheme also for node numbers larger than 8.

The parallel performance and computational efficiency is also excellent for the larger phosphorene sheets. The evGW₀ calculation for the (15×15) sheet (990 atoms) was performed on 768 nodes (≈37 000 CPU cores) with a run time of 15 h.

11. CONCLUSION

We have presented an accurate low-scaling GW algorithm for computing quasiparticle energies in the GW approximation for systems up to 1000 atoms. The algorithm achieves high accuracy by using the RI approach with the truncated Coulomb metric in combination with carefully (pre)optimized minimax grids up to 34 time and frequency points each. We have implemented the method in the open-source quantum chemistry package CP2K90 and benchmarked the accuracy for HOMOs and LUMOs using the GW100 test set. The MADs with respect to the reference values from canonical GW implementations are 7 and 6 meV, respectively. The benchmark studies have been extended to semiconductors and unbound unoccupied states using a 24-atom phosphorene cluster. We have shown that all GW quasiparticle levels in the range between HOMO−20 eV and LUMO+20 eV agree with the highly accurate contour-deformation results from FHI-aims within 0.10 eV. The reported high accuracy together with the good scalability to 1000 atoms is yet another stepping stone toward predictive GW calculations on nanostructured materials. We have demonstrated this on the example of phosphorene, showing that finite size effects can be used to engineer its band gap.
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