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ABSTRACT Deep generative models have increasingly become popular in different domains such as image
processing, though, they hardly appear in the cybersecurity arena. While the main application of these
models is dimensionality reduction, marginally they have been utilized for overcoming challenges such as
data generalization and overfitting issues inherited from feature selection methods. To solve the mentioned
challenges, we propose a combined architecture comprising a Conditional Variational AutoEncoder (CVAE)
and a Random Forest (RF) classifier to automatically learn similarity among input features, provide data
distribution in order to extract discriminative features from original features, and finally classify various
types of attacks. CVAE introduces the labels of traffic packets into a latent space in order to better learn
the changes of input samples and distinguish the data characteristics of each class. It avoids the confusion
between classes while learning the whole data distribution. Compared with feature selection mechanisms
such as Support Vector Machine Online (SVMo) by considering various evaluation metrics, the proposed
architecture demonstrates considerable improvement in terms of performance. To verify the versatility of the
proposed architecture, two publicly available datasets have been used in experiments.

INDEX TERMS Anomaly detection, data mining, feature selection, machine learning, security.

I. INTRODUCTION
In the field of machine learning, feature selection is one of the
well-known challenges. Many studies have been conducted
with different techniques to solve the feature selection prob-
lem in overfitting contexts that have disastrous effects on
anomaly detection performance.

Former techniques like Principal Component Analysis
(PCA) or Autoencoders yield a framework to automate this
process in an unsupervised manner respectively for linear
and non-linear data representations. However, they reveal
drawbacks since on the one hand PCA linear representa-
tions poorly represent data in most cases, and on the other
hand, latent spaces derived in autoencoder often lack required
regularities for model generalization.

The associate editor coordinating the review of this manuscript and

approving it for publication was Michele Magno .

In the recent years and in particular for imaging applica-
tions, the dual structure of Variational Autoencoders (VAE)
show promising results on data compression or reconstruc-
tion. Furthermore, efficiency of VAE techniques, can be
improved by data labelling adaptation, in their conditional
version. These techniques mitigate overfitting and have nice
potential for data model generalization. As counterparts, they
are essentially used in a black-box way, their dimensioning
lack deep understanding, they are not widely used outside the
imaging domain and hardly appear in network cybersecurity
applications.

Therefore, generalizing and assessing autoencoders’
properties in a statistical framework would be a breakthrough
in cybersecurity applications, where false alarm rates, detec-
tion probabilities, and classification error guaranties are still
missing when classically using machine learning or deep
learning tools.
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In a prior study [1], the authors applied various feature
selection methods to achieve the highest efficiency for attack
detection. However, in the earlier study, various challenges
such as data generalization and overfitting had been dis-
covered and in the current paper, the authors propose an
architecture to overcome the addressed issue.

Feature selection techniques have been widely used as
an initial stage of ML-based intrusion detection techniques.
However, due to the lack of labelled datasets, these meth-
ods suffer from data generalization which may considerably
degrade the accuracy.

While, there aremanual techniques such as cross-validation
to solve to some extent the overfitting problem, yet they will
not be efficient for real-time intrusion detection. On the other
hand, deep generative models can provide a feature repre-
sentation by estimating of latent space of data. Following
this characteristic and to improve detection accuracy, this
paper proposes an effective deep learning method, namely
CVAEwRF (Conditional Variational AutoEncoder with Ran-
dom Forest). CVAE automatically learns similarity among
input features, provides data distribution in order to extract
discriminative features from original features, and finally RF
efficiently classifies various types of attacks. The efficiency
of the proposed model is evaluated against the well-known
feature selection method Support Vector Machine online
(SVMo). To verify the versatility of the proposed architec-
ture, two publicly available datasets have been used in the
experiments.

To improve the data generalization and overcome the over-
fitting challenge, this paper introduces a model by combining
a classifier and a feature extraction method that significantly
avoids overfitting normal data, accurately labels network
traffic, and efficiently detects cyber-attacks.

While the majority of state-of-the-art methods have limited
focus on the discussed challenge, our paper has a compre-
hensive review on the mentioned issue and with an optimized
architecture overcoming the mentioned challenge. The major
differences of this paper against related works are as follow:
• Most of the studies do not evaluate performance robust-
ness. Their presented solution may improve detection
rate in overall and only for a specific dataset while the
performance varies considerably for another dataset and
per each type of attack.

• Majority of studies presented limited evaluation metrics
and do not present a detailed analysis.

Overall, the contribution of this paper is in introducing an
efficient attack classifier with several characteristics:
• We propose an efficient architecture: Conditional Vari-
ational AutoEncoder with Random Forest (CVAEwRF)
that applies a conditional VAE to extract the best fea-
tures from an original dataset and utilizes a random
forest algorithm to classify data into different cate-
gories (normal, unknown, and attack categories). This
model achieves an effective representation and reduces
dimensionality, which provides high detection rates.
The achieved detection rates are mostly above 99.9%

(overall and per attack class). The proposed architecture
solves the overfitting issue.

• We evaluate the architecture efficiency per packet and
based on uniform metrics including computation time,
precision, recall, F1-score, Area Under Curve (AUC)
and log loss, as well as Receiver Operator Characteris-
tic (ROC) curves.

• We evaluate our system reliability against two different
datasets that contain various types of attacks.

The rest of the paper is organized as follows. Section 2 pro-
vides a brief background in applying the feature selection
method vs the feature extraction method. Section 3 gives an
introduction about the architecture and applied algorithms.
In Section 4, a random forest algorithm is implemented
with feature selection SVMo and feature extraction CVAE
method. Section 5 discusses the experimental results for sce-
narios described in the previous section. Finally, in Section 6,
we draw a conclusion along with the scope of future
research.

II. RELATED WORK
Wang et al. [2] propose a self-adversarial variational autoen-
coder and gaussian transformer machine to detect anomalies.
In this study, the authors apply a regularization mechanism to
add discrimination to anomalous classes during the training
phase and on biased data in order to solve overfitting. The
robustness of the mentioned model is tested against five dif-
ferent datasets. Though the applied mechanism sounds novel,
the architecture is not utilized for network traffic dataset and
intrusion detection application.

Yousefi-Azar et al. [3] apply an auto encoder-based feature
selection model in order to generate more discriminative
features and to reduce the dimensionality of features. The
analysis is flow-based and two public datasets are used in
the study, though the result of one dataset is presented. The
applied dataset is categorized into two classes: normal and
attack. The chosen proportion of each class in each fold (five-
fold cross-validation) is equal. Furthermore, in this study,
five different classifiers are applied in order to test model
robustness. Authors claim to apply feature sets from both
payload and header, though there are no details (e.g., on
payload analysis) in the presented results. On the other hand,
different evaluation metrics are introduced in the paper, while
only accuracy and log loss are presented in the experimental
results.

Yang et al. [4] introduce an improved conditional vari-
ational autoencoder combined with a deep neural network
in order to solve the imbalance issue by generating new
attack samples in the training phase. Authors also claim the
proposed model can detect unknown attacks, however, in the
results only normal and attack classes are presented and
unknown class is missing from the analysis. For the exper-
iments, the authors have applied three subsets of two public
datasets rather than a full dataset. Furthermore, the authors
compare the performance of their approach against five other
oversampling techniques. Though the result shows improved
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FIGURE 1. CVAEwRF architecture.

precision in comparison to the prior art, still the detection rate
per each attack class is not considerably high.

Yang et al. [5] propose an intrusion detection model
comprising of a supervised adversarial variational autoen-
coder with regularization, and a deep neural network. The
architecture benefits from VAE data generation capability
in order to synthesize samples of less frequent attacks and
therefore solving the class imbalance issue in the training
phase. In addition, GAN learning ability trains the adversarial
learning model and a deep neural network classifies various
types of attack. The model is tested with two public datasets
containing 21 known and 14 unknown attack types, and
its performance is compared against various classifiers and
oversampling techniques. Even if, the proposed model solves
issues such as class imbalance and improves the detection rate
(precision), in comparison to the other discussed techniques,
still the overall detection rate (highest achieved 91.94%) and
especially per each attack class is not high (highest achieved
74.27%). Furthermore, model robustness is uncertain since
the performance considerably varies for the two datasets used
in this study.

Sun et al. [6] introduce a generative dictionary learning
model for dimensionality reduction and in order to learn
a normal dictionary on latent space of VAE for anomaly
detection. Model is tested with three datasets, in which one
is related to network traffic and two other datasets contain
image and video. The evaluation is presented based on the
F1 score and AUC metrics, though a detailed analysis per
attack is lacking in this study.

Wei et al. [7] apply an unsupervised deep learning frame-
work together with an unsupervised multi-autoencoder to
detect insider threats. For this purpose, the authors analyze
system logs. The model performance is compared against
other machine learning algorithms and based on parameters
including recall and AUC. However, no further information
on attack classes is presented in this study.

Bedi et al. [8] present a two-layered hierarchical filtration
solution to tackle the class imbalance issue. Two flow-based
public datasets are used in this study and seven machine
learning algorithms are applied for binary classification,
in which three of them are implemented in the first layer. The
study compares m-eXtreme Gradient Boost (m-XGBoost)

and Siamese Neural Network (NN), where m-XGBoost is
chosen for the 2nd layer. Recall, Precision and F1-scores
show improvement in the score metrics of minority classes,
while keeping those of majority class acceptable compared to
other classification algorithms. Similar to other studies, the
model may present an improved detection rate in comparison
to state-of-the-art methods, but the achieved detection rate is
not robust, specifically per attack class.

III. ARCHITECTURE
The proposed architecture in the current paper is a contin-
uation of ongoing research that has been published previ-
ously as Hybrid Anomaly DetectionModel (HADM) [1]. The
architecture comprises a random forest classifier and a feature
selection/extraction algorithm as shown in Fig. 1.

The feature selection (SVMonline) / extraction (CVAE)
algorithm extracts the best features from the incoming pack-
ets and provides these features to the classifier algorithm
(Random Forest) in order to classify data into different cat-
egories (normal, unknown and attack categories). DBSCAN
algorithm that clusters unknown traffic is part of an ongoing
project and will be published in the next paper.

A. APPLIED ALGORITHMS
For performance testing, the selected features are applied
to an optimized random forest algorithm. The algorithm’s
internal architecture and parameters are explained below.

1) RANDOM FOREST
This algorithm comprises many decision trees. Each tree
gives a classification, and we say the tree has a vote for
that class. The forest chooses the classification having the
most votes, over all other trees. Compared to a decision
tree, a random forest is considered more stable and robust
against overfitting. However, it is more difficult to interpret.
To classify a new sample, it is placed in each of the trees. The
node probability can be calculated by the number of samples
that reach the node, divided by the total number of samples.
The higher the value the more important the feature. For each
decision tree, the node importance is calculated using Gini
Importance (for binary tree in Scikit-learn) [9], [10]:

nij = wjCj − wleft(j)Cleft(j) − wright(j)Cright(j) (1)
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where,
• nij is the importance of node j
• wj is the weighted number of samples reaching node j
• Cj is the impurity value of node j
• left(j) is child node from left split on node j
• right(j) is child node from right split on node j
The importance for each feature on a decision tree is

calculated as:

fii =

∑
j: node j splits on feature i nij∑

k∈ all nodes nik
(2)

where,
• fii is the importance of feature i
• nij is the importance of node j
The final feature importance, at the random forest level is

the average over all trees. The sum of feature’s importance
value on each tree is calculated and divided by total number
of trees as seen in (3):

RFfii =

∑
j∈ all trees normfiij

T
(3)

where,
• RFfii is the importance of feature i calculated from all
trees in the random forest model

• normfiij is the normalized feature importance for i in
tree j

• T refers to total number of trees

FIGURE 2. Random forest.

B. FEATURE SELECTION
Considered features in applied datasets are categorized as
following [11]:

1) Flow features such as client-to-server or server-to-
client.

2) Basic features representing protocols connections.
3) Content features encapsulating the attributes of Trans-

port Control Protocol (TCP), Internet Protocol (IP) and
Hypertext Transfer Protocol (HTTP) services.

4) Time features such as arrival time between packets,
start or end packet time and round-trip time.

5) Labelled Features: this group represents the label of
each record [12].

6) Additional features

It must be noted that network packets also carry a wide
variety of irrelevant or redundant features. In this section,
the feature characteristics of our datasets are examined to
remove the unwanted features that affect the efficiency and
detection rate of our algorithms. For this purpose, we apply
the feature selection SVMonline method to find the best
features from the datasets.

The latter method is compared to the feature extraction
CVAE method that we applied, and which projects the input
data in a new representation feature space called latent feature
space. This low dimensional space is created based on new
relevant features discovered by the CVAE. Though, the new
features that are created by the CVAE and based on the
original features are usually difficult to interpret.

The utilized algorithms are described below. It must be
noted, though the current study, only applies CVAE for
extracting features, still theVAE is explained in the following,
since the applied CVAE utilizes the major structure of VAE.

1) SVMonline
Incremental SVM calculates the loss and retrains linear SVM
in every batch using stochastic gradient descent. It assigns
SVM weights to each feature and selects those with the
highest absolute value as the best discriminative features.
Although SVMonline relies on the linear dependency of fea-
tures and labels as in F-Score, it is more robust than F-Score,
since it splits the dataset into small batches and calculates
the average of model coefficients that further increases the
robustness [13].

2) VAE
This is an unsupervised Latent-variable-based deep genera-
tive model. VAE comprises two neural networks: an encoder
network and a decoder network.

Encoder is a neural network that inputs a data point x and
outputs a latent representation z. This latent variable z belongs
to a latent space of lower dimension than the input space. The
encoder has weights and biases ϕ. We denote the encoder as
q (z | x;ϕ), the distribution of the latent variable z.

Decoder is a neural network that receives the latent variable
z as input and reconstructs x̂ from the probability distribution
p (x | z; θ). The decoder has weights and biases θ .

Loss function is a negative loglikelihoodwith a regularizer:

DKL (q (z | x;ϕ) ‖p (z; θ) )− Ez∼qϕ
[
log p (x | z; θ)

]
(4)

p (z) is the expected distribution (the prior) of z which is
specified as a standard normal distribution with mean zero
and variance one.

An observation x is assumed to be distributed accord-
ing to p (x | z; θ∗), where the decoder takes as input z and
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outputs p (x | z; θ). The choice of this distribution depends
on the type of data. In this paper, we applied a multivariate
gaussian distribution as it is usually used when the input data
is continuous. In order to estimate θ to get the closest possible
p (x | θ) to the true data distribution, the decoder can be fit by
maximizing the marginal likelihood as seen in (5):

p (x; θ) =
∫
p (x | z; θ) p (z) dz (5)

Unfortunately, this likelihood can’t be evaluated or approx-
imated as it is intractable. Even trying to use p (z | x; θ) will
not solve this problem because p (z | x; θ) is intractable too.
Variational autoencoder model solves this problem

by using variational inference which uses majorization-
minimization principles to solve this optimization problem.
The approach is to approximate p (z | x; θ) using an encoder
network and to use this approximation to estimate a lower
bound on the marginal log-likelihood. As a result, the model
will learn its parameters by maximizing this lower bound (the
Evidence Lower Bound).

We consider q (z | x;ϕ) as the approximating distribution
of p (z | x; θ) where q (z | x) is a multivariate gaussian distri-
bution). It is parametrized with the encoder that takes as input
x and outputs q (z | x;ϕ).

The marginal log-likelihood of an observation x and for
any variational distribution q (z | x;ϕ) over the latent vari-
ables z can be expressed as follows:

log p (x; θ)=L (x;ϕ, θ)+DKL (q (z|x;ϕ)‖ p (z|x; θ)) (6)

where L (x;ϕ, θ) represents the Evidence Lower Bound
(ELBO) as seen in (7):

L (x;ϕ, θ)=Ez∼qϕ
[
log p (x, z; θ)− log q (z | x;ϕ)

]
(7)

As the Kullback-Leibler divergence is non-negative:
log p (x; θ) ≥ L (x;ϕ, θ) with equality only when
q (z | x;ϕ) = p (z | x; θ). Therefore, the objective function
maximized in variational inference is:

L (x;ϕ, θ) = Ez∼qϕ
[
log p (x, z; θ)− log q (z | x;ϕ)

]
= −DKL (q (z | x;ϕ) ‖p (z; θ) )

+Ez∼qϕ
[
log p (x | z; θ)

]
(8)

As it is shown in (8), the ELBO has two terms. The first
is the KL divergence term which is a regularization term.
It ensures that the encoder stays close to the prior. The second
is the reconstruction term. Even if we don’t always have an
analytical expression of the ELBO, we can have an approxi-
mation of it using Monte Carlo estimate [14].

3) CVAE
It is a conditional version of VAE where the decoder network
takes label y as an additional input in order to generate a
sample that belongs to the class indicated by the label, i.e.
label y is concatenated with latent vector z. Therefore, instead
of having p (x | z; θ) as the likelihood that is parametrized by
the decoder, we will have p (x | z; θ, y) which is a conditional
probability that depends on input label y.

This CVAE helps to make classes of input data more
distinguishable as it forces the VAE to take class labels into
account in latent space. CVAE can be seen in Fig. 4 below.

FIGURE 3. Variational autoencoder architecture.

FIGURE 4. Conditional variational autoencoder architecture.

C. EVALUATION METRICS
To evaluate CVAEwRF detection rate, appliedmetrics such as
accuracy score, precision, recall, F1 score, confusion matrix
andAUC are briefly explained.We consider classes of normal
(−1), unknown (0), attack (1,. . . , n).
1) Accuracy score: It computes the count of correct

predictions:

Accuracy
(
y, y′

)
=

1
nsamples

∑nsamples−1

i=0
1
(
y′i = yi

)
(9)

In (9), y
′

i refers to the predicted value of ith sample, yi
refers to the corresponding true value and 1 (x) is the
indicator function.

2) Precision: It is the ability of a classifier not to wrongly
label a negative sample as positive. In other words, how
many of the selected objects were correct. Precision is
calculated with:

Precision =
TPi

TPi + FPi
(10)

where,
• TPi or True Positive: Is the number of instances
with an actual class other than the i-th, and cor-
rectly predicted to belong in the i-th class. For
binary classification, this metric represents the
malicious traffic that is correctly identified as an
attack.

• FPi or False Positive: Is the number of instances
with an actual class other than the i-th, but wrongly
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predicted to belong in the i-th class. For binary
classification, this metric represents the safe traffic
that is incorrectly identified as an attack.

3) Recall: It refers to the ability of a classifier to find
all positive samples. In other words, how many of the
objects that should have been selected were actually
selected. Recall is calculated with:

Recall =
TPi

TPi + FNi
(11)

where,
• FNi or False Negative: Is the number of instances
with i-th being the actual class, but falsely pre-
dicted to belong to another class. For binary classi-
fication, this metric represents the malicious traffic
that is incorrectly identified as safe traffic.

4) F1 score: It is the weighted average of the precision
and recall and is calculated with:

F1 score =
2 ∗ Precision ∗ Recall
Precision+ Recall

(12)

5) Confusion matrix: An example can be seen
in Fig. 5 and it can help in determining TP, FP, TN,
and FN as well.

FIGURE 5. Confusion matrix [16].

It summarizes the performance of a classification algo-
rithm and is represented in table format. The diagonal
elements represent the number of points for which
the predicted label and true label are equal; whereas
non-diagonal elements represent mislabeled prediction
by classifier [15].

6) ROC: This curve shows how the number of correctly
classified positive examples varies with the number of

incorrectly classified negative examples and present
a view of the discriminant ability of a classification
model. The goal of a classifier is to be in the upper-
left-hand corner in ROC space.
In the ROC graph, the x-axis represents the False Pos-
itive Rate (FPR) and the y-axis represents the True
Positive Rate (TPR) where:

True Positive Rate =
TPi

TPi + FNi
(13)

True Positive Rate is the fraction of positive examples
that are correctly classified.

False Positive Rate =
FPi

FPi + TNi
(14)

False Positive Rate is the fraction of negative examples
that are misclassified as positive.
AUC stands for the area under the ROC curve is a mea-
sure between 0 and 1 that describes the discriminant
ability of a classifier. It is the probability that a model
ranks a randomly chosen positive sample higher than
a randomly chosen negative one. The AUC value close
to 1 means the detection results are credible [17], [18].

In order to evaluate the quality of the classifier
and effectiveness of correctly identifying the intrusion.
Below criterion is considered for AUC value:
AUC = 1, accurate results
AUC = [0.85, 0.95], good results
AUC = [0.7, 0.85], general result
AUC = [0.5, 0.7], less accurate results
AUC = 0.5, random prediction
AUC < 0.5, worse than random prediction

7) Log loss: It is also called cross-entropy loss or logistic
loss and is defined as the negative log-likelihood of a
classification model.
Let’s consider a classification task with n classes.
Suppose that {(x1, y1) , . . . , (xi, yi) , . . . , (xn, yn)} is a
training dataset of n samples, where yi is the label of
the i-th sample xi. This label is represented as a one-hot
vector. Suppose that pi is a vector in which the j-th
(with j ∈ {1, 2, . . . , n}) element is the probability that
sample xi is assigned to the j-th class. Then, the log loss
can be defined as follows [19], [20]:

Log loss = −
1

nsamples

nsamples∑
i=1

(
yTi log (pi)

)
(15)

IV. IMPLEMENTATION PHASES
The implementation of CVAEwRF involves data cleaning and
processing of datasets, applying sampling techniques and fea-
ture selection/extraction algorithm to improve the detection
performance, and finally utilizing a classification algorithm
to categorize input traffic.

A. DATASETS
In order to evaluate our model performance, we applied two
publicly available datasets that include diverse attacks and
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TABLE 1. Comparison between different publicly available datasets.

meet the real traffic criteria to some extent. Table 1 presents
the datasets characteristics. Datasets are classified into
normal, unknown and n classes of attacks.
Packets that do not have any label in the dataset are pre-

sented in an unknown class for further investigation by a
clustering algorithm (DBSCAN).
• For ISCX-2012, there are packets that cannot be corre-
lated to any of the provided labels by the dataset.

• For Mawilab-18, there is an unknown class from the
beginning which is labelled as such.

The ISCX-2012 dataset was captured in 2012 over one
week and in an emulated environment. Dataset includes
normal and malicious traffic [21]–[23]. Table 1 provides
detailed information about this dataset. For our experiments,
the attacks that are listed in Table 1 are grouped into three
categories: L2R, R2L and L2L.

The MAWILab-2018 dataset is captured at a link between
USA and Japan, every day and over a long time. For the cur-
rent paper, the traffic from 28th August 2018 is used [24], [1].
Furthermore, in order to check model resilience and robust-
ness and to have a diversity of attacks, all the DoS attacks con-
tained in ISCX-2017 dataset [23] were extracted and injected
into Mawilab-2018 (DoS attack class). More information
about this dataset is presented in Table 1.

While the network traffic payload may have different char-
acteristics for every dataset, this study only analyzes the
header of the network traffic datasets that consist of similar
attributes and protocols. Therefore, mixing datasets has not
been an issue as the data points were also close in the feature
space during the experiments.

B. DATA PREPROCESSING
Data cleaning, converting the columns to the right types,
handling missing values, splitting IP addresses into four
fields, vectorizing categorical variables, normalizing the
dataset, changing the labels of attack categories in order
to differentiate different attack categories are the processes
carried out in this phase. For the normalization, statistical
and scaling normalization are used [25]. In order to improve
the performance of the algorithms, numeric attributes are

transformed into nominal attributes. In addition, the IP
address and hexadecimal Medium Access Control (MAC)
address of the applied datasets are transformed into sepa-
rate numeric attributes. Each numeric attribute is normalized
using batch mean and standard deviation unless there is an
already defined range (e.g., IP address range) [1].

Distribution of packets in datasets is shown in Table 2;
whereas distribution of packets for testing and training is
shown in Table 3, about, the 2/3 of data is used for training
the phase and 1/3 is used for testing.

V. EXPERIMENTAL RESULTS
All the experiments are carried out on a server with
Intel R©Xeon R©16 x E5-2623 CPU@3.0GHz (4 cores in each
processor), 128 GB RAM and 1.6 TB HDD. The scripts
were developed in Python in a Linux environment (Ubuntu
20.04.1 LTS) and utilized Scikit-learn library [26]; for CVAE
Tensorflow2 and Tensorflow-probability are used [26]. Ran-
dom forest algorithm is trained once (with SVMo and VAE)
and the trained model is saved for future tests.

The proposed approach is tested, and performance is evalu-
ated with two architecture combined of the below algorithms.

i) Random forest classifier with SVMo feature selection
ii) Random forest classifier with CVAE feature extraction
The box plots are used to represent the distribution of

data for each feature. The distribution is displayed based on
minimum value, first quartile (Q1/25th percentile), median
(Q2/50th percentile), third quartile (Q3/75th percentile) and
maximum value as shown in Fig. 6.
Selected Features via SVMo: The distribution of

the features selected using SVMo for ISCX-2012 and
MAWILab-2018 datasets can be seen in Fig. 6 and
Fig. 7 respectively.
Extracted Features via CVAE: The box plots in Fig. 8 and

Fig. 9 show the distribution of input data for each feature
that is created in the latent space for datasets ISCX-2012 and
MAWILab-2018 respectively.

All of these figures depict the variation of data in the
feature space for each dataset and for each technique (fea-
ture selection and features extraction). Notice that for many
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TABLE 2. Distribution of packets in datasets.

TABLE 3. Distribution of distribution of training and testing packets in datasets.

selected features, the data values are concentrated closely
near the median. However, data values are more widely
spread out from the median for extracted features because of
the use of the prior distribution (a standard normal distribu-
tion). Note that it may be more difficult to separate the data
into different categories when they are represented by close
data points in the feature space.

A. EXPERIMENT 1
In this experiment, SVMo feature selection, Random Forest
classifier, and the entire MAWILab-2018 dataset are used.
The applied dataset is categorized into 10 classes (normal,

unknown, and 8 attack categories). However, there are only
12 samples in the attack class 8 (TTL error from the attack
category Other). The lack of enough samples in this class
caused a huge challenge for the classifier to learn the right
pattern. As a result, RF is classifying the samples of this very
skewed class randomly for both SVM and VAE. Therefore,
this class is removed from all MAWILab-2018 experiments.
The mentioned class imbalance issue and a method to over-
come the challenge will be addressed in a separate paper.

In order to be able to use the whole MAWILab-2018
dataset and solve the memory problem, the following tech-
niques are available:
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FIGURE 6. Selected features for MAWILab-2018.

FIGURE 7. Selected features for ISCX-2012.

FIGURE 8. Extracted features for MAWILab-2018.

a) Using partial fit which is not implemented with
Random Forest in sklearn [28], [29].

b) Using warm start that takes the first model as initializa-
tion and retrains it [28].

c) Training separate random forests using a part of
MAWILab-2018 for each RF and aggregating them in
one forest at the end.

d) Doing the data processing in two times and then merg-
ing the obtained datasets in order to use them later as a
whole.

FIGURE 9. Extracted features for ISCX-2012.

FIGURE 10. Confusion matrix for SVMonline, RF on MAWILab-2018.

For this experiment, the last solution is used, since it
allows to train the model on all MAWILab-2018 and in
a single step. Figures 10-12 present the experimental result
for this scenario.

Figure 10 represents a normalized confusion matrix that
has the recall of each class on its diagonal. This confusion
matrix shows that the model which is composed of SVMo
and RF is confusing many attack classes with normal traffic
which is highly undesirable in an intrusion detection scenario.

Figure 11 shows classification metrics, for each class.
These metrics emphasize the fact that the performance of
this model (SVMo and RF) is unsatisfactory for many attack
classes.

A more complete characterization of the combined
SVMo and RF performance is the ROC curves depicted
in Fig. 12 along with AUC scores for all classes (unknown,
normal, and attack categories).The ROC curve of a random
classifier (the worst scenario) is represented (in red) in this
figure as a reference. Notice that the goal of the classifier is
to be in the upper-left-hand corner in ROC space for each
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FIGURE 11. Accuracy, precision, recall and f1-score for SVMonline, RF on
MAWILab-2018.

FIGURE 12. ROC curve for SVMonline, RF on MAWILab-2018.

class. In this experiment, the classifier doesn’t have a very
good discriminant ability for most of the classes as shown in
this figure. Note that the ROC curve of the attack class 5 is
close to the curve of a random classifier. This means that the
model has no discriminative capacity to distinguish class 5
from other classes.

For this experiment, computation time is 47.14 s and the
log loss score is 0.3043.

B. EXPERIMENT 2
In this experiment, a Random Forest classifier, CVAE feature
extraction, andMAWILab-2018 dataset are used. Conditional
Variational AutoEncoder reduces dimensionality in prepara-
tion for the classification algorithm (Random forest).

The CVAE’s encoder is used after the training and the
decoder will be used only during the training. As the CVAE
describes the variability in the data it will be used to synthe-
size the input data that has 42 features in order to extract only
6 features.

The model set up is as follow:
a) The prior distribution is a standard normal distribution.
b) Encoder and decoder distributions are multivariate

Gaussian distributions.
c) Both encoder and decoder have only one dense layer

with a dimension of 20 and hyperbolic tangent activa-
tion function.

d) The used optimizer is Nadam (Nesterov-accelerated
Adaptive Moment Estimation) that combines Adam
and Nesterov’s Accelerated Gradient (NAG) [30].

e) The best performing learning rate is 0.001.
f) The selected batch size is 30000.
g) The number of epochs is set to 200 while using early

stopping and restoring of best weights.
h) To avoid overfitting problem, l2 regularization is used

and its parameters is set to the commonly used value
of 0.001.

For implementation, Tensorflow and Tensorflow-
probability are used to create the model as they have many
choices for non-probabilistic and probabilistic layers. The
experimental results are shown in Fig. 13, 14, 15.

FIGURE 13. Confusion matrix for CVAE, RF on MAWILab-2018.

FIGURE 14. Accuracy, precision, recall and f1-score for CVAE, RF on
MAWILab-2018.

Figure 13 represents a normalized confusion matrix that
has the recall of each class on its diagonal. By comparing this
confusion matrix to the one obtained using SVMo and RF
(Fig. 8), we can see that the CVAE helps the RF to distinguish
all the attack classes from normal traffic and to correctly
classify input samples.

Figure 14 shows the classification metrics for each class
(normal, unknown, and attack classes). By comparing this
figure to Fig. 11, notice that the combined CVAE and RF
model has significantly improved the performance of most
of the classes. Note that the overall performance that is
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FIGURE 15. ROC curve for CVAE, RF on MAWILab-2018.

FIGURE 16. Confusion matrix for SVMonline, RF on ISCX-2012.

represented by the macro-averaging metrics is notably better
than the previous one (the performance of SVMo and RF).

A more complete characterization of the combined
CVAE and RF performance is the ROC curves depicted
in Fig. 15 along with AUC scores for all classes (unknown,
normal, and attack categories).The ROC curve of a random
classifier (the worst scenario) is represented (in red) in this
figure as a reference. Notice that all these ROC curves dom-
inate the ROC curves of the SVMo and RF classifier that
are represented in Fig. 12. This can be also checked by
comparing AUC scores that are better for CVAEwRF model.
Note that the problem of class 5 is totally solved and that
the RF is no longer classifying the samples of the latter class
randomly.

For this second experiment, the computation time is 82.72 s
and the log loss score is 0.0249.

C. EXPERIMENT 3
In order to check the robustness of our approach, in the two
following experiments, a subset of ISCX-2012 dataset has
been used. This subset doesn’t depend on the days. It is
selected randomly but still, it keeps the original statistics with
respect to the proportion of each attack.

FIGURE 17. Accuracy, precision, recall and f1-score for SVMonline, RF on
ISCX-2012.

FIGURE 18. ROC curve for SVMonline, RF on ISCX-2012.

The current scenario utilizes SVMonline feature selection
algorithm and aRandomForest classifier. Figures 16-18 illus-
trate the experimental results.

Figure 16 represents a normalized confusion matrix hav-
ing the recall of each class on its diagonal. Notice that the
classifier is confusing attack class 3 with normal traffic.
This problem is similar to the one we had with MAWILab-
2018 dataset.

This confusion between attack class 3 and normal traffic
has a disastrous effect on the classification metrics of this
same class, which are represented in Fig. 17 along with
all classification metrics of the other classes. This problem
affects the overall performance, which is shown through
macro-averaging metrics, too. This impacts the ROC curves
which characterize the discriminant ability of the model,
as shown in Fig. 18. Notice that attack class 3 has the worst
performance as its ROC curve is dominated by all other ROC
curves.

For this third experiment, the computation time is 19.55 s
and the log loss score is 0.0367.

D. EXPERIMENT 4
The current experiment applies CVAE feature extraction
method and furthermore, in order to label the traffic, output
of CVAE is fed to Random Forest classifier. The result of
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FIGURE 19. Confusion matrix for CVAE, RF on ISCX-2012.

FIGURE 20. Accuracy, precision, recall and f1-score for CVAE, RF on
ISCX-2012.

FIGURE 21. ROC curve for CVAE, RF on ISCX-2012.

mentioned combination is shown in Figures 19-21. As a
result, 10 features are extracted from the original 42 features.

The normalized confusionmatrix depicted in Fig. 19 proves
that CVAE not only improves significantly the ability of the
RF classifier to distinguish attack class 3 from other classes
but also gives better results for other classes most of the time.

This improvement is also reflected through the classi-
fication metrics which are represented in Fig. 20. Note

FIGURE 22. Accuracy for SVMonline, CVAE on MAWILab-2018.

FIGURE 23. Precision for SVMonline, CVAE on MAWILab-2018.

FIGURE 24. Recall for SVMonline, CVAE on MAWILab-2018.

this significant improvement by comparing this figure with
Fig. 17 where the metrics of the previous classifier (SVMo
and RF) are shown.

Notice that the ROC curve of attack class 3, which is shown
in Fig. 21 along with all the other ROC curves, dominates
the ROC curve of this same class that was obtained with
SVMo and RF. This means that the discriminant ability of
the model has improved.

For this experiment, the computation time is 46.37 s and
the log loss score is 0.0229.

E. PERFORMANCE EVALUATION FOR SVMonline VS CVAE
ON MAWILab-2018
The following figures compare the accuracy, precision, recall,
and F1 score metrics which are obtained for SVMo with RF
and CVAEwRF when they are applied to MAWILab-2018.
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FIGURE 25. F1-Score for SVMonline, CVAE on MAWILab-2018.

FIGURE 26. Accuracy for SVMonline, CVAE on ISCX-2012.

FIGURE 27. Precision for SVMonline, CVAE on ISCX-2012.

These metrics are represented for every class (normal,
unknown, and attack) and for the overall classifier (through
macro-averaging).

All these figures show that the class performance and the
overall performance of CVAEwRF is better than the perfor-
mance of SVMo with RF.

F. PERFORMANCE EVALUATION FOR SVMonline VS CVAE
ON ISCX-2012
The following figures compare the accuracy, precision, recall,
and F1 score metrics which are obtained for SVMo with
RF and CVAEwRF when they are applied to ISCX-2012.

FIGURE 28. Recall for SVMonline, CVAE on ISCX-2012.

FIGURE 29. F1-Score for SVMonline, CVAE on ISCX-2012.

These metrics are represented for every class (normal,
unknown, and attack) and for the overall classifier (through
macro-averaging).

All these figures show that the class performance and the
overall performance of CVAEwRF is better than the perfor-
mance of SVMo with RF.

VI. CONCLUSION AND FUTURE WORK
In a prior study [1], the authors applied various feature
selection methods to achieve the highest efficiency for attack
detection. However, in the earlier study, various challenges
such as data generalization and overfitting had been discov-
ered and in the current paper, authors propose an architecture
to overcome the addressed issue.

Feature selection techniques have been widely used
in intrusion detection for many years. However, due to
the lack of labelled datasets, these methods suffer from
data generalization which may considerably degrade the
accuracy.

While, there aremanual techniques such as cross-validation
to solve to some extent the overfitting problem, yet they will
not be efficient for real time intrusion detection. On the other
hand, deep generative models can provide a feature repre-
sentation by estimating of latent space of data. Following
this characteristic and to improve detection accuracy, this
paper proposes an effective deep learning method, namely
CVAEwRF (Conditional Variational AutoEncoder with
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Random Forest). CVAE automatically learns similarity
among input features, provides data distribution in order
to extract discriminative features from original features and
finally RF efficiently classifies various types of attacks. The
efficiency of the proposed model is evaluated against the
well-known feature selection method (SVMo). To verify the
versatility of the proposed architecture, two publicly available
datasets have been used in the experiments.

In this paper, we proposed CVAEwRF, an effective deep
learning method to automatically learn similarity among
input features, provide data distribution in order to extract
discriminative features from original features and finally
efficiently classify various types of attacks for securing
cyberspace. Applying various evaluation metrics, CVAEwRF
demonstrates considerable improvement in the precision
(mostly above 99%), regardless of the pattern of the applied
dataset. These results show that the performance of anomaly
detection is highly dependent on feature representation
techniques.

Furthermore, the study shows for classes that have very
few samples, the class imbalance stays a critical challenge.
As it became evident for a class that does not have enough
sample classifier is not capable of learning the pattern of class
correctly and classifies samples of the skewed class randomly
for both SVM andVAE. Thementioned class imbalance issue
and a method to overcome the challenge will be addressed in
our future work.
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