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Abstract

The response of a vibrating beam to a force depends on many physical pa-
rameters including those determined by material properties. Damage caused
by fatigue or cracks result in local reductions in stiffness parameters and may
drastically alter the response of the beam. Data obtained from the vibrating
beam are often subject to uncertainties and/or errors typically modeled us-
ing probability densities. The goal of this paper is to estimate and quantify
the uncertainty in damage modeled as a local reduction in stiffness using
uncertain data. We present various frameworks and methods for solving this
parameter determination problem. We also describe a mathematical analysis
to determine and compute useful output data for each method. We apply the
various methods in a specified sequence that allows us to interface the vari-
ous inputs and outputs of these methods in order to enhance the inferences
drawn from the numerical results obtained from each method. Numerical
results are presented using both simulated and experimentally obtained data
from physically damaged beams.

Keywords: ensemble Kalman filter, Tikhonov regularization, inverse
problems, parameter estimation, damage identification, measure theory

Email addresses: butler.troy.d@gmail.com (T. Butler), antti.huhtala@aalto.fi
(A. Huhtala), mojuntun@gmail.com (M. Juntunen)

Preprint submitted to Comput. Methods Appl. Mech. Engrg. November 26, 2014

 
© 2014. This manuscript version is made available under the Elsevier user license  

http://www.elsevier.com/open-access/userlicense/1.0/

http://ees.elsevier.com/jcomp/viewRCResults.aspx?pdf=1&docID=16559&rev=1&fileID=641075&msid={E1FBC7C0-53F0-41A5-B50F-BF3F95435792}


1. Introduction

A problem of significant importance in the field of uncertainty quan-
tification (UQ) is parameter identification in a computational model given
uncertain (i.e. noisy) measurements. At its core, this is an inverse problem
and many methods have been developed to solve it under certain assump-
tions. In this paper, we present three different UQ methodologies developed
and analyzed with respect to distinct modeling frameworks and assumptions.
We consider how the different frameworks and methodologies may be used in
a complimentary manner. The goal is to not only improve the quantitative
results, analysis, and inferences of any single method, but also to provide a
more complete description and quantification of the uncertainty in the pa-
rameter estimate.

A basic flowchart useful for defining the modeling frameworks and as-
sumptions of the methods considered here is shown in Figure 1. Ideally,
we want to solve the inverse problem using the set of all physically possible
measurements denoted by the red arrows directing a closed system at the top
of Figure 1. In this inverse problem, the solution is completely observable
in space-time, and the goal is to determine all parameters, environmental
effects, initial and boundary conditions, etc. Except in the most trivially
controlled systems, this is an intractable problem. We instead concern our-
selves with the inverse problem using observations from the model denoted
by the blue arrows directing a closed system at the bottom of Figure 1. The
observations we choose to invert are often informed by measurements and
exist in some finite dimensional space. It is not uncommon that the number
of observations is orders of magnitude less than the number of unknown pa-
rameters. Prior knowledge of the system and its components is often used
to define a domain within the subspace of all inputs to the model. Apply-
ing some knowledge to restricting the domain of model parameters depicted
in Figure 1 is crucial given the constraint of finite computational resources,
e.g. we expect the search for a Young’s modulus along the half-line [0,∞)
to be computationally inefficient compared to a search within a bounded
subinterval.

Another consideration in the formulation and analysis of UQ methods is
that the physical model and observation map are discretized resulting in ap-
proximate maps from parameters to solutions and from solutions to observa-
tions (denoted by dotted lines in Figure 1). Assuming consistent numerical
approximations are implemented, these maps converge to the exact model
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Figure 1: The parameter space contains all the inputs to the physical system including the
subspace forming inputs to the deterministic physics-based model. The physical system
defines a map to the solution space of all possible responses of the system including the
subspace of model solutions defined by the solution operator of the model. The data space
contains all the possible measurement data mapped to by measurement device recordings
of model solutions including those we can mathematically model as an observation operator
on the subspace of model solutions. The dotted arrows denote the numerical approxima-
tion to the model and observation maps defined by a consistent numerical scheme such
that the numerical approximations converge to the exact model solutions and observations
assuming exact arithmetic operations. f:Abstract_flowchart

and observation maps as the discretization parameters are refined. Thus, in
the limit, the inverse problem can be formulated equivalently with respect to
either the exact or computational maps between the spaces. In the numerical
results, we use a fixed discretization of the space-time domain to define the
numerical model. While a full exploration of the effect of numerical error
and/or altering the methods to handle such error is outside the scope of this
work, we provide some remarks and references on how one may incorporate
and/or estimate the effect of numerical errors in the various UQ methods in
the conclusions.

The first UQ method we consider is the well known Ensemble Kalman
Filter (EnKF) [14]. Abstractly, the model is used to “evolve” an ensemble
of sample parameters forward in time while (often unknown) models of both
process and measurement noise are used to form an invertible operator with
a well-defined minimum variance solution in the parameter domain given
the observations. In Figure 1, random perturbations are added in both the

3



subspaces of model solutions and observations. In other words, the arrows
representing the solution operator to the physical model and observation op-
erator are essentially replaced by statistical maps between the spaces. Any
discrepancies between the physical solution and the model solution are ac-
counted for in the data space. These discrepancies are then weighted by the
so-called Kalman gain, and a parameter estimate is subsequently determined.
This process is repeated in time as new data become available. The EnKF
is typically straightforward to implement and naturally provides a quantifi-
cation of uncertainty for its point estimate (i.e. the mean) at any time via
a covariance. Of all UQ methods, it is perhaps the easiest to implement in
so-called “real-time” since at least algorithmically it is straightforward to use
data as they become available. However, there is often no guarantee that the
solution is physically meaningful as physical relationships between parame-
ters, model solutions, and observations are essentially discarded in favor of
statistical relationships. Also, the sequential nature of the updates via noisy
data often means that the “solution” to the problem may never converge
to a local or global solution. Nevertheless, the EnKF has proven useful in
practice and it may be used to enhance our belief in the plausibility of a
solution obtained via other UQ methods. We specifically employ the EnKF
in order to provide a set of reasonable constraints on initial conditions and
parameter domains in the optimization algorithms used to solve the problem
via the second UQ method we consider: regularization.

Regularization is perhaps the most common approach for solving deter-
ministic inverse problems. The solution operator from parameter space to
solution space and/or observation space is “regularized” by adding an invert-
ible operator (often called a “penalty term”) in a linear case (e.g. as done
in Tikhonov regularization). The result is in essence a new model that has
a well-posed inverse in the parameter domain (i.e. we replace the compo-
sition of maps defined by the bottom left-to-right arrows in Figure 1 by a
new regularized map). One may alternatively take a Bayesian point of view
where the solution to the regularized model can be interpreted as the max-
imum a posteriori estimate to a posterior density, which assumes the model
is actually statistical instead of deterministic. In either approach, when the
map from parameter domain to observations is nonlinear, which is often the
case even for a linear model with respect to the state vector, the regular-
ized problem is essentially one of a nonlinear least squares problem solved
by optimization, e.g. using minimization techniques. Similar to the EnKF,
we note that the model is fundamentally changed. Any discussion of the
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“closeness” of the identified “optimal” parameter to an actual solution of
the parameter identification problem may only make some sense within the
asymptotic region of “vanishing regularity.” While altering the model opera-
tor may represent a serious loss of information about the model behavior, the
method of regularization has nonetheless proven quite useful in practice for
identifying input parameters that produce model outputs close to observed
data. A question that must be addressed when using regularization is the
appropriateness of the “penalty” term used to enforce some prior knowledge
of the structure of the parameter. In other words, what prior evidence is
available to suggest certain configurations or spatially variable structures of
parameters are preferable to others? Another issue is that convergence of the
optimization method to a global solution is often difficult to guarantee and
can be strongly influenced by the initial guess. The EnKF may prove use-
ful in providing more informed initial guesses while also providing numerical
evidence that validates the type/structure of penalty imposed.

The third method we consider is based on a computational measure-
theoretic approach to inverse problems for deterministic models [4, 6, 5, 7, 8].
This method fully exploits the geometric structures imposed on the parame-
ter space by the physics defining the model operator when inverting a prob-
ability measure on the observation space to input parameters. The approach
for inverting observations can be described as carrying out analysis in the
space of set-valued inverses (i.e. generalized contours) defining the solution to
the physical inverse problem. This analysis on the generalized contours can
be made concrete by explicit approximation for individual observations, see
[4, 6]. The point of view for this method is that the model is not considered
ill-posed with respect to the generalized contours, so these generalized con-
tours are dealt with directly. In [7], the additional geometric complications
that arise from inverting multiple observations are handled using an altered
approach based on approximating events rather than the manifolds defining
the generalized contours. This method inverts a probability measure on ob-
servations to a uniquely defined probability measure on both the generalized
contours and original input parameter domain. In other words, a probability
measure is obtained on the parameter domain that propagates through the
physical model to the exact probability measure imposed on the observa-
tions. Explicitly, we formulate and solve the inverse problem with respect
to the Sigma-Algebras on COntour Maps (SACOM). While this method is
designed explicitly for problems such as the one considered here, there are a
number of practical issues to consider including defining the input parameter
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domain and the approximations of events in this domain. Since we compute
a probability measure on the entire parameter domain, ensuring a uniform
accuracy in the approximate measure and/or its density can be computation-
ally expensive especially when the parameter domain is high-dimensional or
parameters vary across several orders of magnitude. We exploit the results
from regularization to define restricted parameter domains of likely solutions
to the inverse problem on which the probability measure is directly computed
and analyzed so that computational resources are used most efficiently.

To make these ideas less abstract, we apply the various UQ methods to a
vibrating beam modeled under the Euler-Bernoulli beam theory. We observe
a vibrating beam’s response in order to determine the presence of damage
such as cracks or fatigue that generally affect material properties (in this
case by a local reduction in stiffness) while preserving mass. Observations
are obtained via accelerometers placed at various known locations along the
beam. The observations contain uncertainty due to measurement errors.
This is a simplified model of a problem of practical importance in public
safety involving the passive observation of critical infrastructure for defects
usually referred to as structural health monitoring. For example, can the
passive observation of vibrations in a bridge (or critical load-bearing beams
in buildings) lead to the detection of damage such as cracks that may jeopar-
dize structural integrity? Moreover, can uncertainties be quantified so that
limited resources (such as inspectors) may be deployed reliably in the most
efficient manner, e.g., are the most probable locations of the most severe
damage consistent with actual damage? We note that the particular model
studied here is a well-defined deterministic problem since the model is defined
by a physics-based deterministic equation and any uncertainty from the point
of view of the model is due to either uncertain input parameters, i.e. stiffness
coefficients, and/or uncertain data, e.g. due to measurement noise.

The outline of the paper is as follows. In Sec. 2, we derive a completely
discretized model for a vibrating beam with localized mass-preserving dam-
age, modeled as local reductions in stiffness (e.g. as results from cracks or
fatigue). We then describe our discretized observation model. In Sec. 3, we
provide an overview of the methodologies used to estimate and quantify the
uncertainty for the local stiffness parameters. In Sec. 4, we describe the basic
computational framework for the numerical results and specifically describe
how to pre-process the data sets to provide useful output data for each of
the UQ methods. In Sec. 5, we provide numerical results for various dam-
age cases using both simulated and experimental data. Concluding remarks
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follow in Sec. 6.

2. A mathematical model for a vibrating beam
S:Model

We derive the variational problem of a bending beam in a state of acceler-
ation (i.e. a vibrating beam). The differential equation for the displacement
of the centerline u(t, x) of the beam without external loading is

µü(t, x) + (EIu′′(t, x))′′ = 0, x ∈ (0, L), t ∈ [0, T ], (1) eq:diff_eq

where µ is the mass density along the length of the beam, E is the Young’s
modulus, and I is the second moment of inertia. The quantity EI is called
the flexural rigidity. Above, we used the common notation u̇(t, x) = ∂

∂t
u(t, x)

and u′(t, x) = ∂
∂x
u(t, x).

We now specify the associated boundary conditions to Eq. (1). We assume
that the left end at x = 0 is clamped and that the right end at x = L is free.
At the clamped end, the displacement and the rotation vanish, that is,

u(t, 0) = 0 and u′(t, 0) = 0, (2) eq:bc1

and at the free end the moment and the shear force vanish, that is,

EIu′′(t, L) = 0 and EIu′′′(t, L) = 0. (3) eq:bc2

To complete the model definition, we need to know the initial conditions,
i.e. the displacement u(0, x) and the velocity u̇(0, x).

2.1. Spatial discretization
S:fem

We use a finite element method in the spatial dimension. Below, we define
the solution space and the weak form of the differential equation given by
Eqs. (1)–(3).

We use N + 1 mesh points 0 = x1 < x2 < · · · < xN+1 = L uniformly
spaced along the beam to define N elements Ti = (xi, xi+1) for i = 1, . . . , N ,
where xi = (i − 1)h and h = L/N . We use the standard third-order C1-
continuous Galerkin finite elements [1, 17] to build the solution space of
continuously differentiable functions on [0, L] given by,

Vh :=
{
φ ∈ H2(0, L) : φ|x=0 = φ′|x=0 = 0, φ|Ti ∈ P3(Ti) for i = 1, . . . , N

}
.

(4) eq:Vh
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Here P3(Ti) denotes the space of third order polynomials on Ti. The essential
boundary conditions at the clamped end are defined in the space Vh.

The discretized variational form of Eqs. (1)–(3) is: Find uh(t, x) ∈ Vh for
all t > 0 such that

m(üh, wh) + k(uh, wh) = 0, ∀wh ∈ Vh, (5) eq:FEM_beam

where

m(v̈, w) =

∫ L

0

µv̈w dx, (6) eq:m

k(v, w) =

∫ L

0

EIv′′w′′ dx. (7) eq:k

The space Vh has 2N basis functions denoted by φi(x) and the spatially
discretized solution has the form uh(t, x) =

∑2N
i=1 ui(t)φi(x). Here, u(t) ∈

R2N is a vector where the components ui(t) ∈ R are the coefficients of the
basis functions at time t. If uh(t, x) solves Eq. (5) for any φj, j = 1, . . . , 2N ,
then uh(t, x) solves Eq. (5) for any wh ∈ Vh. Thus we transform the problem
of solving Eq. (5) into the second-order linear system

M ü +Ku = 0, (8) eq:ode_beam

where the mass and stiffness matrices are

[M ]ji = m(φi, φj) and [K]ji = k(φi, φj).

2.2. Damage model
S:damage

We are interested in observing a vibrating beam’s response to the presence
of damage. We assume that the damage, such as cracks or fatigue, reduces
the flexural rigidity while preserving mass. The damage is modeled as a local
element-wise reduction in stiffness. This model is not an exact representation
of a crack in a beam, as the element size is typically much larger than the
crack size, and no stress concentrations are considered near the crack. Hence
the amount of damage may not be quantitatively inferred from this model,
but the model is capable of localizing the damage. More elaborate damage
models have been considered e.g. in [27, 26, 21, 15].

The stiffness matrix K can be written as a sum of stiffness matrices for
each element, that is, K =

∑N
i=1KTi where KTi is the stiffness matrix for

8



element Ti. Assuming element-wise constant damage, we model the damage
as a perturbation to the stiffness matrix K such that

K̂(d) =
N∑
i=1

(1− di)KTi , (9) eq:stiffness_damage

where d ∈ RN , and di ∈ [0, 1) is the stiffness reduction in element Ti. Cases
di = 0 and di = 1 imply no damage and complete loss of stiffness in element
Ti, respectively. Hence, solutions for a vibrating beam that has suffered local
damage approximately solve the second-order linear system of ODEs

M ü + K̂(d)u = 0. (10) eq:ode_beam_damage

We restrict focus to the well established Euler-Bernoulli beam theory and
discretize both the model and its parameters at coarse scales. The arguments
for using lower or higher fidelity models bring into question the validity of
the physical model and the appropriate length scales, which are beyond the
scope of this paper. In other words, the physical and numerical modeling
assumptions stated above create a framework where all the damage is viewed
as element-wise defined loss of stiffness.

2.3. DampingS:damping
The vibrations in a real beam decay over time. We account for this by

introducing so-called modal damping into the model. The modal damping
appears as the term [1]

(αM + βK̂(d))u̇, (11) eq:damping

where α ∈ R, α ≥ 0, and β ∈ R, β ≥ 0 are the damping parameters. The
damaged ODE system Eq. (10) with damping is

M ü + (αM + βK̂(d))u̇ + K̂(d)u = 0. (12) eq:damp_beam

2.4. Time dataS:obs
In our laboratory and numerical experiments, the measurement devices

and observation operators are accelerometers attached to the beam at known
locations. This implies the initial conditions are unknown since we do not
have data on the initial displacements or velocities. However, we note that
the mass and stiffness matrices M and K̂(d) are independent of time in the
damage model. Thus, repeated time differentiation of Eq. (12) yields

M ¨̈u + (αM + βK̂(d)) ˙̈u + K̂(d)ü = 0.
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Denoting the acceleration with ü = a gives

M ä + (αM + βK̂(d))ȧ + K̂(d)a = 0. (13) eq:compare_damp

Comparing Eq. (13) to Eq. (12), we see that the acceleration and the dis-
placement fulfill the same equation. Since we are not interested in finding the
true displacements of the system but the change in the flexural rigidity, we
can interpret the acceleration data as the displacement data of the system.

We assume the available data are defined by a relatively small number
of sensors. More precisely, we assume there are p sensors and p < N . Let
y(t) ∈ Rp denote the observations at time t. The sensors are modeled by
linear functionals of the displacement, that is, there exists B ∈ Rp×2N such
that

y(t) = Bu(t). (14) eq:obs_network

2.5. Frequency dataS:modal
For i = 1, . . . , 2N , let ω2

i and υi ∈ R2N denote the eigenvalues and
eigenvectors of the system

K̂(d)υi = ω2
iMυi. (15) eq:eigen_problem

The ωi are called the modal frequencies and the υi are mode shapes of the
system. Setting ηi(t) = ai cos(ωit) + bi sin(ωit), where the coefficients ai and
bi depend on the initial conditions of u and u̇, the solutions can be written
as

u(t) =
2N∑
i=1

ηi(t)υi. (16) eq:modalbase

Recalling the observation operator B in Eq. (14), the observations are

y(t) = Bu(t) =
2N∑
i=1

ηi(t)Bυi, (17) eq:modal_obs_network

where Bυi are the observable mode shapes. The mode shapes are normalized
so that the Euclidean norm of the observable part is one, i.e. υTi B

TBυi = 1,
and that the displacement measured closest to the free end is non-negative.

From Eq. (15) it is clear that the mode shapes and the modal frequencies
depend on the reduction in stiffness given by d. When the mode shapes and
the modal frequencies are sensitive to perturbations in d, then data deter-
mined from these quantities is useful for determining the damage quantified
by d.
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2.6. Mapping parameters to data
The specification of a map from model parameters (i.e. parameter d) to

the data as illustrated by the bottom left-to-right arrows of Figure 1 is not
the same for each method we consider. In other words, the “forward map”
from parameters to data requires a different specification of the “forward
solve” of the system, depending on the method we consider. We emphasize
that the underlying physical model of the vibrating beam is the same model
for all UQ methods. We simply identify the different maps from parameters
to observations that are more well suited to the different UQ methodologies.

2.6.1. Time domain forward solveS:forward1
For the EnKF, the forward model is based on the system (12). The for-

ward solve requires the flexural rigidity EI of the undamaged beam (assumed
here to be constant), the element-wise stiffness reduction d, and the damping
parameters α and β. Suppose the time-interval [0, T ] is divided into Nt time
instances 0 = t0 < t1 < · · · < tk < · · · < tNt = T . We assume the time
step is constant δt = tk+1 − tk. Let uk = u(tk) and u̇k = u̇(tk) denote the
displacement and velocity at time tk. For the numerical time discretization,
the system (12) is reduced to the first order system[

M
I

]
d

dt

[
u̇
u

]
=

[
−αM − βK̂(d) −K̂(d)

I

] [
u̇
u

]
and discretized using the implicit mid-point rule [18][

M + δt
2
αM + δt

2
βK̂(d) δt

2
K̂(d)

− δt
2
I I

] [
u̇k+1

uk+1

]
=

[
M − δt

2
αM − δt

2
βK̂(d) − δt

2
K̂(d)

δt
2
I I

] [
u̇k
uk

]
.

The solution operator of the system above is denoted by[
u̇k+1

uk+1

]
= g (u̇k,uk; d, EI, α, β) , (18) eq:enkfSolve

where we made explicit the dependence of the solution on the flexural rigid-
ity, damage, and damping parameters. The solution also depends on, for
example, the mass density µ, the length of the beam L, the number of ele-
ments N , etc., but these are assumed fixed. The observations y(tk) = yk at
time tk are computed with Eq. (14), i.e.

yk = Buk. (19) eq:enkfObs
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2.6.2. Frequency domain forward solveS:forward2
For the other two methods, we use the modal basis for the forward solve.

We let

f(d) =


ω1

Bυ1
...
ωn
Bυn

 ∈ Rnp+n. (20) eq:modal_solve

denote the solution of the eigensystem described by Eq. (15) for the n smallest
frequencies and the associated normalized observable modes. Here we only
explicitly state the dependency on the element-wise damage d, but as before
the solution also depends on other variables, which are assumed fixed.

3. Methods of parameter identification and uncertainty quantifica-
tion

S:Methods

We provide brief descriptions and computational algorithms for the meth-
ods considered in this work. It is outside the scope of this work to consider
every comparable method, variants of these methods, or all of the relevant
theoretical results of the methods considered here. The EnKF and regu-
larization methods are well established in the existing literature, and it is
impossible to provide a complete list of citations to all the relevant and
interesting work available. The interested reader should refer to both the
pedagogical and survey citations we point out and the references contained
therein.

3.1. Data assimilation and the ensemble Kalman filter
S:enkf

For a thorough pedagogical development of the EnKF, we direct the inter-
ested reader to [14, 13]. A number of interesting variants of the EnKF have
been developed in recent years, e.g., see [16, 22, 28, 25, 9] and the references
therein for a relatively small snapshot of such variants.

In the EnKF approach, we try to fit two models to the data simultane-
ously. The first model assumes a constant flexural rigidity without damage.
The second model uses the flexural rigidity of the first model, and fits the
element-wise damage d to the data. A seemingly easier approach would be
to measure the reference flexural rigidity from the undamaged beam mea-
surements, and then compare the results to a beam with unknown damage
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using a separate EnKF run. However, we found the former more effective
and describe this below. This is due to environmental effects not modeled
that cause changes to the dynamics of the beam between the undamaged
measurements and damaged measurements.

Let the superscript “d0” denote the model which assumes zero damage.
Let m(tk) ∈ Rp denote the displacement obtained from measurement match-
ing the observation operator described in Section 2.4. For our EnKF ap-
proach we duplicate it as follows

m̃k =

[
m(tk)
m(tk)

]
∈ R2p. (21) eq:enkfMeas

Recall the forward solver described in Section 2.6.1. The state vector of
the EnKF is

ψk =



u̇d0k
ud0k
u̇k
uk
EI
d
α
β


∈ R9N+3, (22)

where EI ∈ R is a constant flexural rigidity of the beam. The forward solve
for this method is

ψk+1 = ĝ(ψk) =


g(u̇d0k ,u

d0
k ; 0, EI, α, β)

g(u̇k,uk; d, EI, α, β)
EI
d
α
β

 , (23) eq:enkfg

that is, we use the forward solver of Eq. (18) for both beams and the param-
eters remain the same. The observations are collected using Eq. (19) and the

13



observation operator defined to match the measurements in Eq. (21) as

yk = Hψk =

[
0 B 0 0 0 0 0 0
0 0 0 B 0 0 0 0

]


u̇d0k
ud0k
u̇k
uk
EI
d
α
β


=

[
Bud0k
Buk

]
∈ R2p. (24) eq:enkfH

Let Ne denote the size of the ensemble. We denote with

Xk =
[
ψ

(1)
k , . . . ,ψ

(Ne)
k

]
∈ R(9N+3)×Ne (25)

the collection of the ensemble members and assume the operations defined
in Eq. (23) and Eq. (24) may also be applied column-wise to Xk.

The model noise is Emod ∈ R(9N+3)×Ne , in which each column is from a
normal distribution N (0,Σmod) with a diagonal Σmod. Similarly, the mea-
surement noise is Emeas ∈ R2p×Ne , in which each column is from a normal
distribution N (0,Σmeas) with a diagonal Σmeas.

Let Ik×l denote a matrix of size k × l where each component is one and
let E(·) denote the row-wise mean value. The EnKF method is described by
Algorithm 1.

3.2. Regularization approach
S:statinv

For the regularization approach the measurement mω ∈ Rnp+n is a set
of modal parameters matching the observation operator f(d) described in
Section 2.6.2. Section 4.3 describes how we obtain modal data from time-
signal acceleration measurements.

The map from parameters to the data is given by

mω = f(d) + ε, (26)

where ε ∈ Rnp+n is additive noise and f(d) is the observation operator defined
in Eq. (20). The damage identification problem is to find d given mω.

We derive the regularization method by the use of Bayesian statistics.
Thus we consider the observation, the damage parameter vector and the
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Algorithm 1: EnKF on [tk, tk+1]
Alg:EnKF

Given analyzed state Xa
k at tk and measurement mk+1 at tk+1.

1. Compute forecast state: Xk+1 = ĝ(Xa
k ).

2. Compute perturbations to ensemble members and observations:
X̂k+1 = Xk+1 + Emod, and Mk+1 = m̃k+1I1×Ne + Emeas.

3. Compute mean-free state: Ak+1 = X̂k+1 − E(X̂k+1)I1×Ne

4. Compute innovation covariance:
Pk+1 = 1

Ne−1(HAk+1)
T (HAk+1) + Σmeas.

5. Compute analyzed state at tk+1:

Xa
k+1 = X̂k+1 +

1

Ne − 1
Ak+1(HAk+1)

TP−1k+1(Mk+1 −HX̂k+1).

noise as random variables. From the model, the connection between the
random variables is

M = f(D) + E . (27) eq:randmeasmodel

We assume that the additive noise E follows a multivariate normal distribu-
tion N (µ,Σ) with density function

p(E = ε) = c exp

{
−1

2
‖S(ε− µ)‖2

}
, (28)

where STS = Σ−1, c is a normalization constant, and ‖x‖2 = xTx denotes
the vector l2-norm. In addition, we assume that E is independent of D,
which allows us to estimate the statistical parameters µ and Σ from data.
The estimation process is described in Section 4.4.

Consider the conditional case of D = d. Then

M = f(d) + E , (29)

which states that conditionally M is just a shifted version of E , with the
probability distribution

p(M = mω|D = d) = c exp

{
−1

2
‖S(mω − f(d)− µ)‖2

}
. (30)
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This distribution is called the likelihood of D. Bayes’ theorem then states
that

p(D = d|M = mω) =
p(M = mω|D = d)p(D = d)

p(M = mω)
. (31)

Thus, the posterior distribution, that is, the above conditional probability
distribution of D, can be expressed through the likelihood of D and the
marginal distributions p(D = d) and p(M = mω). The distribution p(D =
d) is called the prior distribution, as it expresses information about the
damage vector prior to obtaining the outcome mω. The value of p(M = mω)
acts as a normalizing constant.

We choose the prior distribution as a truncated multivariate normal dis-
tribution, such that

p(D = d) =


0 ∃i such that di < 0

0 ∃i such that di ≥ 1

c exp{− 1
2λ2
‖d‖2} otherwise,

(32)

where c is a normalization constant. The truncation gives zero probability to
the disallowed damage parameters, and otherwise prefers small values of the
damage parameters over large values. The parameter λ sets the variance of
the distribution. This choice of prior distribution is justified physically by the
knowledge that the damage in the beam for the simulated and experimental
cases is always localized. In the absence of such physical knowledge, we may
validate such a choice with the analysis of the EnKF results as we show in
the numerical results.

The estimate for d we consider is the maximum a posteriori estimate,
which is the maximum of the posterior distribution

dMAP = arg max
d

p(D = d|M = mω)

= arg min
0≤di<1

{− log p(D = d|M = mω)}

= arg min
0≤di<1

{
‖S(mω − f(d)− µ)‖2 +

1

λ2
‖d‖2

}
.

(33)

This problem is a non-linear least squares optimization problem, which is
solved using the Levenberg-Marquardt algorithm [20, 2]. For a more thor-
ough exposition on the topics of regularization and connections to Bayesian
inference, we direct the interested reader to [24, 23].

16



3.3. Measure theory and sigma-algebras on contour maps

Below, we give an intuitive motivation for the framework, problem for-
mulation, and solution method referred to as SACOM (sigma-algebras on
contour maps). We direct the interested reader to [4, 6, 5, 7, 8] for more
details about the measure-theoretic framework, theoretical results including
convergence of probabilities, computational algorithms, and a full error anal-
ysis.

Given perfect noise-free data of mode shapes and frequencies, the damage
identification problem is a deterministic inverse problem. On any domain de-
scribing the possible damage parameters, for a fixed computational model,
we may define the solution to the inverse problem as the damage parame-
ter for which the corresponding observations from the model match, or are
closest in some norm, to the measurements. However, it is often the case
that such a solution is not unique due either to the dimension of observation
space being less than the dimension of the parameter space and/or nonlin-
earities in the map between these spaces leading to an inherently set-valued
inverse map. Typical assumptions on the maps between parameter, solution,
and output data spaces1 guarantee that the set-valued inverses are described
by piecewise-smooth manifolds of dimension N − p in the parameter space.
We call these set-valued inverses generalized contours and the description of
generalized contour events defines a type of contour map in the parameter
space.

The uncertainties in the measurements, e.g. due to measurement noise,
are often described in stochastic terms commonly in the form of a prob-
ability density. The result is a type of stochastic inverse problem for de-
terministic models: Given a probability density on observations, determine
the corresponding probability density on the parameter space. Introducing
stochasticity in this framework does not change the fact that the inverse
map is set-valued, and it can be shown that there exists a unique probabil-
ity density on the contour map [4, 7]. However, we are generally interested
in a probability measure or density on the original parameter space not on
some possibly complicated contour map. Applying the Disintegration Theo-
rem [10] and an ansatz exploiting the geometric information inherent in the
physical map defines a unique probability measure on the original parameter

1For example, the observation operator for the model is differentiable with respect to
the parameters.
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domain [7]. Several computational measure-theoretic algorithms have been
developed and analyzed to approximate this unique probability measure on
the original parameter domain [4, 7, 8].

We use the results of regularization to define a domain D in the parameter
subspace of model inputs in which to solve the inverse problem. Here, we let
M denote the space of observations informed by uncertain measurements on
which a probability density ρM is given. In this work, we compute probabil-
ity approximations on D using the non-intrusive sample based Algorithm 2
below, which uses the same forward solve f(d) as the regularization method.
This sample based algorithm is particularly useful for high dimensional pa-
rameter spaces [8]. For the sake of simplicity, we consider the case where the
random parameter samples are independent identically distributed (i.i.d.)
and sampled uniformly with respect to the underlying volume measure on
D.

Algorithm 2: Sample Based Approximation of the Probability Mea-
sure using SACOM

Alg:measure-theory
Let

{
d(j)
}J
j=1

denote a set of samples and {Vj}Jj=1 denote the

associated Voronoi tessellation of D.
Generate a tessellation {Ii}Ii=1 of M .
Compute the probabilities pi =

∫
Ii
ρM dµM for each Ii. Initialize

counting vector c ∈ ZI and index vector k ∈ ZJ to zeros.
for j = 1, . . . , J do

Find the unique k such that f(d(j)) ∈ Ik.
Accumulate c(k) = c(k) + 1.
Set k(j) = k.

end
for j = 1, . . . , J do

Compute the probability of Voronoi cell Vj:
P (Vj) = pk(j)/c(k(j))

end

Following Algorithm 2, we may compute a probability counting measure
[8] on the parameter space such that the probability of an arbitrary event of
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parameters, denoted by A, may be computed by

P (A) =
J∑
j=1

P (Vj)χA(d(j)),

where χA is the indicator function of set A ⊂ D.
The measurement data used in this method is the same as used in the

regularization approach, which matches the observation operator f(d) de-
scribed in Section 2.6.2. The probability distribution ρM of the algorithm
is defined using the same measurement noise model that was used with the
regularization method, i.e.

M = f(D) + E , (34)

where E is N (µ,Σ) distributed. For a given measurement mω, the observa-
tion then has the distribution

ρM(x) = c exp

{
−1

2
‖S(x−mω + µ)‖2

}
, (35)

where STS = Σ−1 and c is a normalizing constant. The statistical param-
eters for the distribution are estimated from the data. This procedure is
described in Section 4.4.

4. Measurement framework
S:numerical_framework

We describe the experimental measurement setup as well as our simulated
measurements. We also provide details on the computational approaches we
use to process the data for use in the various UQ methodologies.

4.1. Experimental measurement data

Experimental data were obtained from a steel cantilever beam with var-
ious levels of manufactured damage. The beam was 1400 mm long in the
x-direction, 60 mm wide in the z-direction and 5 mm thick in the y-direction.
The vibration of the beam was measured with seven accelerometers placed
along its length with a sampling rate of 512 Hz. The vibrations were only
measured in the y-direction, which was the principle direction of the vibra-
tion. To excite the vibrations of the beam, it was bent from the free end by
hand, and let loose to vibrate freely.
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Before any damage was induced, five initial sets of measurements were
recorded. Each measurement set consists of 30 seconds of vibration after ex-
citation. Using a hacksaw an approximately 1 mm wide (in the x-direction)
and 5 mm deep (in the z-direction) slot was cut through the beam at 260
mm from the fixed end. Five sets of measurements of 30 seconds were again
recorded from the now damaged beam after excitation. To increase the dam-
age further, the slot depth was subsequently increased to 10 mm, 15 mm,
and finally 20 mm. Five 30 second measurement sets were recorded for each
of these slot depths. We refer to these measurement sets in terms of their
associated damage cases 1, 2, 3 and 4, respectively.

Figure 2 illustrates the measurement setup, including the location and
orientation of the cut slot and the positions of the accelerometers. Figure 3
shows a sample of the measured data in both the time and frequency domains.

260 mm

1400 mm

60
 m

m

x

z

300 mm 520 mm 700 mm 875 mm 1045 mm 1225 mm 1390 mm

5 mm

Figure 2: Experiment setup F:experiment
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Figure 3: Experimental data. Left: First 5 seconds of acceleration data. Right: Accelera-
tion data in frequency domain. F:measured_data
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4.2. Simulated measurement data
S:simdata

The simulated data were setup to reflect the general conditions of the
physical experiments including the location and severity of the damage. The
sets of simulated data were generated in the time domain using the discretized
model described in Section 2 using 100 elements of uniform size. The chosen
nominal parameter values were L = 1400 mm, EI = 131.25 Nm2, µ =
2.3 kg/m, α = 0.15 and β = 2 · 10−5. The simulated measurements were the
accelerations measured at 7 points along the beam. Figure 4 illustrates the
simulation model setup.

1400 mm

300 mm 520 mm 700 mm 875 mm 1045 mm 1225 mm 1390 mm

259 mm

Figure 4: Beam model used in data simulation. The small circles denote the points
from which the simulated acceleration measurements were obtained. The gray rectangle
represents element 19, which is the location of simulated damage. F:simulation

The initial conditions for the vibrations, modelling the bending of the
beam by hand, were taken as the static solution of a displacement and
a torque acting on the free end. The displacements were sampled from a
N (10 mm, 1 mm) distribution and the torques sampled from aN (0 Nm, 0.5 Nm)
distribution. Environmental changes were simulated by randomly changing
the length of the beam between each set of measurements according to tem-
perature changes following a N (0 K, 5 K) distribution. Each measurement
set consisted of 30 seconds of data with a 512 Hz sampling rate of each of the
seven measurement points. Normally distributed noise with standard devi-
ation of 0.2% of the initial signal amplitude was added in the time domain
data to simulate a noisy measurement.

Five measurement sets were generated for the case where the beam is
undamaged. Damage was then simulated using the damage model of Sec-
tion 2.2 with nonzero damage in element 19, which is centered around 259
mm from the fixed end of the beam. Four damage levels were tested, with
the damage parameter value (in element 19) chosen as 0.125, 0.25, 0.375 and
0.5, and we refer to each of these damage levels as damage case 1, 2, 3, and
4, respectively. Five measurement sets were generated for each damage case
for a total of 25 measurement sets including the undamaged case. Figure 5
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shows a sample of the simulated data in the time domain and in the frequency
domain.

We emphasize that the data were simulated using a finer discretization of
the beam model than is used by the UQ methods. We do this to try to avoid
an inverse crime and to mimic the fact that an actual crack is generally
narrower than the element size in any discretized model. As discussed in
Section 2.2, the severity of the damage is difficult to capture, but we are
still generally able to identify with high probability the location of the most
significant damage at or near the element containing the actual damage.
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Figure 5: Simulated data. Left: First 5 seconds of acceleration data. Right: Acceleration
data in frequency domain. F:simulate_data

4.3. Measurement pre-processingS:modal_identification
The simulated and experimental data sets are in the form of acceleration

data in the time domain. These data are used directly in the EnKF method,
but the regularization and SACOM approaches are applied using modal data.

Significant pre-processing is required to obtain the vibration frequencies
and observable mode shapes as described in Eq. (20). One of the simpler
ways to do this is to fit an autoregressive (AR) model to the data, and
then solve for the poles of the model. With our data this approach gives
a fitted model that tends to approximate the modes with high amplitude
with multiple poles in their transfer function, while at the same time it tends
to neglect the modes which have low amplitude. There are more elaborate
pre-processing approaches, such as the Balanced Realization algorithm [3].
Unfortunately, for our data it exhibits a similar problem as with the AR
model. To overcome this, we exploit the knowledge that the beam is in
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free vibration, only lightly damped and that the modal frequencies are well
separated as illustrated in Figures 3 and 5. As the beam is in free vibration,
the model for each individual mode is a freely vibrating damped harmonic
oscillator, given by

ξi(t) = Ai exp(−tζiωi) cos(tωi

√
1− ζ2i + φi), (36)

where Ai, ωi, ζi and φi are the vibration amplitude, vibration frequency,
damping coefficient and phase shift of mode i, respectively.

Since each mode has a certain observable mode shape hi and the modes
are independent, the model seeks to explain the data m(tk) as

y(tk) =
n∑
i=1

hiξi(tk) ≈m(tk), (37)

where n is the chosen number of modes.
The parameters Ai, ωi, ζi, φi and the components of hi are fitted from the

measurement data through an optimization problem. Since the frequency
response of each mode is band limited, we optimize in the frequency domain
and concentrate only on the relevant frequency bins. More precisely,

(A,ω, ζ,φ,h) = arg min
(A,ω,ζ,φ,h)

∑
j∈I

‖ŷ(j)− m̂(j)‖2. (38)

Here, ŷ(j) and m̂(j) are the Fourier coefficients of the estimate and the data
in frequency bin j, respectively. In the optimization, the observable mode
shapes hi are normalized so that hTi hi = 1 and that the last component is
non-negative. The set of relevant frequencies, denoted by I, are frequency
bands which are centered around the peak frequencies in Figures 3 and 5 and
have an approximate -3 dB bandwidth. Concentrating on narrow frequency
bands results in a significant reduction of noise in the data. The obtained
pre-processed measurement is then collected as

mω =


ω1

h1
...
ωn
hn

 (39)

matching the observation operator defined in Eq. (20).
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4.4. Statistical parameters of the measurement noise
S:measstatistics

Both the regularization as well as the SACOM approach take measure-
ment error into account through assuming a probability distribution for the
measurement. This noise is assumed to be multivariate normal distributed,
for which the mean and the covariance need to be estimated.

We consider several measurements taken of each damage case. If the
measurements and the processing were ideal, the pre-processed measurements
would be identical within each damage case. However, environmental effects,
measurement error and model errors in the pre-processing cause deviations
in the processed measurements. We take the measurement noise as additive
and normal distributed, as was described in Eq. (27). Assuming also that
the measurement noise is independent of damage, we then see that the mean
of the noise is given by

µ = E [E ] = E [M|D = d]− f(d). (40)

The only case where the damage state is really known is the undamaged case,
for which d = 0. The noise mean is thus estimated through the sample mean
of the undamaged case measurements. To estimate the noise coviariance,
however, we use all of the measurement data.

Σ = E
[
(E − E [E ])(E − E [E ])T

]
= E

[
(M− E [M|D = d])(M− E [M|D = d])T |D = d

]
.

(41)

To compute this, we compute an estimate of Σ as the sample covariance of
the measurements for each damage case individually. Notice, that this does
not require knowledge of the value of d, only that the value has remained
constant for each sample. The final estimate of Σ is then obtained as the
mean over all of the damage cases.

5. Numerical results
S:Numerics

We considered two cases where the output data are obtained by either
simulation of a refined numerical model or by experiments on a physically
damaged beam. Each case is then sub-divided into the separate damage cases
that are analyzed by each UQ method as discussed above.

The EnKF has the potential to run in real time, so it is used to provide
an initial crude estimate of the damage and provide a numerical validation
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for the choice of penalty term in the regularization approach. The regular-
ization results are subsequently used to define both a basis for a specified
subdomain in the function space containing actual damage parameters and
the domain of the shape parameters that parameterize this basis and define
this subdomain in terms of the width, peak, and location of the damage. The
measure-theoretic inverse is carried out with respect to these shape param-
eters to determine the probabilities of different types of localized damage.
Since the damage is localized, we are particularly interested in quantifying
uncertainties in the peak and locations as the regularization results suggest
the width is bounded. Hence, we use the SACOM approach to produce
marginal density plots of the joint peak and location parameters as well as
marginal density plots of the width parameter for each damage case.

5.1. Case I: Simulated observation data

For the EnKF, we used the model described in Section 2 discretized with
25 elements. The model dimensionality was intentionally kept low so that the
EnKF can be used to quickly determine an initial estimate to the damage
parameter. The model parameters not in the state vector were chosen as
L = 1400 mm and µ = 2.3 kg/m. As the sampling frequency of 512 Hz is
much faster than the dynamics of the beam, each pair of consecutive samples
in the measurements are nearly identical. The assumption that EnKF relies
on, that the measurement samples are statistically independent, thus does
not hold. One solution would have been to ignore some of the measurement
data, so as to have sufficient change between the samples, but as we do not
have a very large amount of measurement data, we chose not to do this.
Instead, we use the ensemble smoother approach (ES) [14] over 8 second
windows in the data, and use all of it as the measurement. The size of
the ensemble Ne was 100 members. The initial ensemble was generated by
first doing a least squares fit of the state vector to the first 8 seconds of the
measurement data. Then each of the 100 members of the ensemble were
generated by adding a random perturbation to the state vector.

For the regularization and SACOM methods, the beam model was dis-
cretized with 50 uniform elements. The model parameters were chosen as
L = 1400 mm, EI = 133 Nm2 and µ = 2.3 kg/m. The measurements were
pre-processed through the process of Section 4.3 to obtain 3 of the lowest
mode frequencies and observable mode shapes, for a total of 24 components
in the measurement vector. The statistics of the measurement noise were es-
timated through the process of Section 4.4. The regularization method was
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found to be fairly robust with respect to the selection of the regularization
parameter, giving meaningful results over a range of two orders of magnitude.
The parameter value used in the presented results was chosen manually so
that the obtained reconstructions looked smooth.

5.1.1. No damage
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Figure 6: Results for the simulated case with no damage. Left: statistics of the EnKF
results. Right: statistics of the regularization method results. f:simData_d_case0

We run the EnKF and regularization methods to get a baseline of their
performance when no damage is present. Damage parameter values were
computed for each of the individual measurements using both methods. Fig-
ure 6 shows plots of damage parameters obtained using the EnKF and regu-
larization methods. The plots show the statistics of each element-wise dam-
age parameter independently over all of the obtained reconstructions, i.e.
they give an idea of the ranges in which the parameter values in the recon-
structions vary.

The EnKF results suggest there is a small amount of damage near the end
of the beam. This indicates that the EnKF may have problems with detect-
ing damage in this location when relatively small localized damages of the
beam are present. Ignoring the spurious detection near the end, the EnKF
reconstruction has damage levels less than 1 ·10−6 in the 90% percentile. The
regularization method, however, identifies that any damage appears insignif-
icant, which is a correct inference. The damage levels are less than 1 · 10−3

globally in the 90% percentile.
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Figure 7: Results for simulated damage case 1. Top left: statistics of the EnKF results.
Top right: statistics of the regularization method results. Bottom left: marginal density of
(p,A) obtained with SACOM. The vertical red line represents the location of the simulated
damage. Bottom right: marginal density of w obtained with SACOM. f:simData_d_case1

5.1.2. Damage case 1

In this case, the damage parameter of element 19 was set to value 0.125 in
the simulation model. As before, damage parameter values were computed
for each individual measurement using both the EnKF and the regularization
methods. Figure 7 shows the statistics of results obtained from the EnKF
and regularization, as well as SACOM, which we describe below.

The EnKF again suggests there is a small amount of damage near the
end of the beam, which should be interpreted as a known incorrect detection,
as the same output was observed with no damage. Moreover, no damage
is detected at or near the correct location, with damage levels less than
2.5 · 10−6 in the 90% percentile. However, the small amount of damage
suggested by the EnKF can serve as a validation for the choice of penalty
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in the regularization and this is consistent among the remaining numerical
results. The regularization method successfully detects the damage at the
correct location. The damage levels at the peak are 0.016, 0.015 and 0.014
for the 90% percentile, median and 10% percentile, respectively. Compared
with the undamaged case, we observe a significant change in the obtained
parameter values.

As the regularization method results suggest that damage is present in a
single location, we run the SACOM approach to further quantify the damage.
Based on the regularization results, we take the damage to be a Gaussian
function, which is characterized by three parameters: the overall damage
size A, affected area width w and the damage position p. The element-wise
damage parameter vector d then takes the form

di = A
1

w
√
π

exp
[
−(xi − p)2/w2

]
, (42)

where xi is the midpoint of the ith element. We can minimize the number
of samples needed in SACOM by concentrating the parameters to the inter-
esting range determined by the regularization results, i.e., we may restrict
ranges of plausible values for A, w, and p based on the regularization re-
sults. However, for the sake of simplicity in presenting consistent plots and
exploring the probabilities of damage parameters at other physical locations,
we allow p to vary along the entire length of the beam, w to vary between
[0, 0.2] and A to vary between [0, 0.015] which physically corresponds to no
damage or the maximum observed peak of damage reconstructed by either
the EnKF or regularization approaches for any case. We used the SACOM
approach for each damage case (for both the simulated and experimental
cases) with the same set of 5 million i.i.d. uniform random samples in the
Cartesian product of the specified intervals for w, p, and A above. Since we
are primarily interested in determining the location of damage, we restrict
focus to the marginal density over the (p,A) domain and to the marginal
over w. We observe that the density for the position and damage size is very
localized and that position is almost spot on with the correct location. The
density function for the width is not as localized, but it is observed that it is
unlikely for the damage to be very wide. These densities suggest that there
is a small amount of damage in a fairly narrow localized region around the
correct location of the simulated damage.
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Figure 8: Results for simulated damage case 2. Top left: statistics of the EnKF results.
Top right: statistics of the regularization method results. Bottom left: marginal density of
(p,A) obtained with SACOM. The vertical red line represents the location of the simulated
damage. Bottom right: marginal density of w obtained with SACOM. f:simData_d_case2

5.1.3. Damage case 2

In this case the damage parameter of element 19 was set to value 0.25 in
the simulation model. Figure 8 shows the results of the various UQ methods
for this damage case.

The EnKF continues to indicate a small amount of damage is present
near the free end, which again should be interpreted as a known incorrect
detection. However, the EnKF results now also indicate the presence of dam-
age near the correct location. Although the amount of damage is in the same
order as the spurious detections, it appears in a position where no spurious
detections have previously been made and thus might be considered a posi-
tive detection. The damage levels at the peak are 0.019, 0.016 and 0.010 for
the 90% percentile, median and 10% percentile, respectively. The regulariza-
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tion method again successfully detects the damage at the correct location,
and the size of the peak is now larger than in the previous damage case. The
damage levels at the peak are 0.041, 0.039 and 0.037 for the 90% percentile,
median and 10% percentile, respectively. To further quantify the damage,
we again use the SACOM approach assuming a single damage location based
on the regularization results. We again observe that the marginal density
over (p,A) is very localized, with the most probable position parameters rep-
resenting very accurately the actual damage location. The marginal for w
is again not quite as localized, but it is observed that large widths are very
unlikely. These densities suggest that with high probability the damage is
localized in a narrow area around the correct position, and that it is also
more severe than the previous case.

5.1.4. Damage case 3

In this case the damage parameter of element 19 was set to value 0.375 in
the simulation model. Figure 9 shows the results of the various UQ methods
for this damage case.

The EnKF now shows a clear indication of damage near the correct lo-
cation. The damage size has increased from the previous case, and is now
much larger than any of the spurious detections previously observed. The
damage levels at the peak are 0.046, 0.042 and 0.035 for the 90% percentile,
median and 10% percentile, respectively. The regularization method again
detects damage at the correct location, and the amplitude has significantly
increased from the previous damage case. The damage levels at the peak are
0.077, 0.076 and 0.075 for the 90% percentile, median and 10% percentile,
respectively. Moreover, the SACOM results again suggest with high proba-
bility that there is an increase in the severity of the damage, and that it is
localized around the true location with a fairly narrow width.
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Figure 9: Results for simulated damage case 3. Top left: statistics of the EnKF results.
Top right: statistics of the regularization method results. Bottom left: marginal density of
(p,A) obtained with SACOM. The vertical red line represents the location of the simulated
damage. Bottom right: marginal density of w obtained with SACOM. f:simData_d_case3

5.1.5. Damage case 4

In this case the damage parameter of element 19 was set to value 0.5 in
the simulation model. Figure 10 shows the results of the various UQ methods
for this damage case.

The EnKF again shows a clear indication of damage near the correct
location, and the reconstructed damage size has increased from the previous
damage case. The damage levels at the peak are 0.115, 0.098 and 0.090 for the
90% percentile, median and 10% percentile, respectively. The regularization
method also continues to detect damage at the correct location, and with an
amplitude that has also significantly increased from the previous case. The
damage levels at the peak are 0.140, 0.130 and 0.129 for the 90% percentile,
median and 10% percentile, respectively. The SACOM approach produces
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Figure 10: Results for simulated damage case 4. Top left: statistics of the EnKF results.
Top right: statistics of the regularization method results. Bottom left: marginal density of
(p,A) obtained with SACOM. The vertical red line represents the location of the simulated
damage. Bottom right: marginal density of w obtained with SACOM. f:simData_d_case4

densities which suggests with high probability the damage is localized in a
narrow area very near the correct location and that the damage has increased
in amplitude from the previous cases.

5.2. Case II: Experimentally obtained data

As with the simulated data, the EnKF used the beam model with 25
elements, and the model parameter were chosen identically to the simulated
data case. Again we used the ensemble smoother approach (ES) over 8
second windows as the measurement. The size of the ensemble Ne was 100
members. The initial ensemble was generated by first doing a least squares
fit of the state vector to the first 8 seconds of the measurement data. Then
each of the 100 members of the ensemble were generated by adding a random
perturbation to the state vector.
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For the regularization and SACOM methods, the beam model was dis-
cretized with 50 uniform elements, and the model parameters were chosen
identically to the simulated data case. The measurements were pre-processed
to obtain 3 of the lowest mode frequencies and observable mode shapes and
the statistics of the measurement noise were estimated. The regularization
parameter value used in the presented results was chosen manually so that
the obtained reconstructions looked smooth.

5.2.1. No damage
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Figure 11: Results for the experimental case with no damage. Left: statistics of the EnKF
results. Right: statistics of the regularization method results. f:experData_d_case0

We again first test the EnKF and the regularization methods in the un-
damaged case to get a baseline of their performance. The damage parameter
values are computed for each of the individual measurements. Figure 11
shows statistics of the obtained results.

As with the simulated data, the EnKF incorrectly detects damage near
the free end of the beam. The size of the spurious detection is approxi-
mately the same as for the undamaged case in the simulated data. Igoring
the spurious detection, the damage levels are less than 1 · 10−6 in the 90%
percentile. The regularization method again correctly produces results with
no significant damage. The damage levels are globally less than 1 · 10−3 in
the 90% percentile. As the regularization method results suggest no damage
is present, the SACOM approach is not used in this case.

33



0 0.2 0.4 0.6 0.8 1 1.2
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

distance from fixed end / m

d
a
m

a
g
e
 p

a
ra

m
e
te

r 
v
a
lu

e

 

 

90% percentile

median

10% percentile

correct location

0 0.2 0.4 0.6 0.8 1 1.2
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

distance from fixed end / m

d
a
m

a
g
e
 p

a
ra

m
e
te

r 
v
a
lu

e

 

 

90% percentile

median

10% percentile

correct location

0 0.05 0.1 0.15 0.2
0

5

10

15

20

25

30

35

40

45

damage width parameter w / m

p
ro

b
a
b
ili

ty
 d

e
n
s
it
y

Figure 12: Results for experimental damage case 1. Top left: statistics of the EnKF
results. Top right: statistics of the regularization method results. Bottom left: marginal
density of (p,A) obtained with SACOM. The vertical red line represents the location of
the afflicted damage. Bottom right: marginal density of w obtained with SACOM. f:experData_d_case1

5.2.2. Damage case 1

In this case the damage was a 5 mm deep and 1 mm wide slot at 260 mm
from the fixed end of the beam. Damage parameters from the EnKF and
regularization methods were computed for each of the individual measure-
ments. Figure 12 shows the statistics of these results, as well as the results
obtained using the SACOM approach.

The EnKF again incorrectly detects damage near the free end of the beam.
Due to the spurious damage detection in the undamaged beam, this should be
interpreted as a known incorrect detection. A very small amount of damage
is also detected near the correct location. The damage levels at the peak are
0.024, 0.008 and 4 · 10−4 for the 90% percentile, median and 10% percentile,
respectively. However, the regularization method suggests a small amount of
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damage is present at the correct location. The damage levels at the peak are
4.6 · 10−3, 2.9 · 10−3 and 0.9 · 10−3 for the 90% percentile, median and 10%
percentile, respectively. We use SACOM to further quantify the damage,
which is observed to occur in a single location based on the regularization
results. The marginal probability distribution for the damage position p
and damage size A is not quite as localized as was seen with the simulated
damage cases. While the mode of the distribution matches with the position
obtained from the regularization method, SACOM gives a clear picture of the
uncertainty involved. The damage size appears small, but it is greater than
zero with high probability. The marginal density for the damage width w
implies that the affected area is very narrow. Together the densities suggest
that with high probability there is a small amount of localized damage near
the correct location.

5.2.3. Damage case 2

In this case the damage was a 10 mm deep and 1 mm wide slot at 260
mm from the fixed end of the beam. Figure 13 shows the results from the
three methods.

The EnKF incorrectly detects damage near the free end of the beam,
which is again interpreted as a known incorrect detection. A very small
amount of damage is also detected near the correct location. The damage
levels at the peak are 0.020, 1 · 10−4 and 0 for the 90% percentile, median
and 10% percentile, respectively. The regularization again detects a small
amount of damage at the correct location, and the detected damage size is
now larger than in the previous damage case. The damage levels at the peak
are 9.2 · 10−3, 6.7 · 10−3 and 4.7 · 10−3 for the 90% percentile, median and
10% percentile, respectively. The SACOM approach is again used to further
quantify the damage, which the regularization results suggest is in a single
location. The marginal probability density of (p,A) again suggests with high
probability that the damage is located near the correct location. Moreover,
the severity of the damage has increased compared to the previous case, and
the affected area remains quite narrow with high probability.
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Figure 13: Results for experimental damage case 2. Top left: statistics of the EnKF
results. Top right: statistics of the regularization method results. Bottom left: marginal
density of (p,A) obtained with SACOM. The vertical red line represents the location of
the afflicted damage. Bottom right: marginal density of w obtained with SACOM. f:experData_d_case2

5.2.4. Damage case 3

In this case the damage was a 15 mm deep and 1 mm wide slot at 260
mm from the fixed end of the beam. Figure 14 shows the results from the
three methods.

The EnKF now gives a clear indication of damage near the correct lo-
cation. The damage levels at the peak are 0.105, 0.096 and 0.076 for the
90% percentile, median and 10% percentile, respectively. Damage is also
seen near the free end of the beam, which is again interpreted as a known
incorrect detection. The regularization method detects damage at the cor-
rect location, and an increase in the damage amount is seen. The damage
levels at the peak are 0.060, 0.057 and 0.057 for the 90% percentile, median
and 10% percentile, respectively. As before, the SACOM results suggest an
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Figure 14: Results for experimental damage case 3. Top left: statistics of the EnKF
results. Top right: statistics of the regularization method results. Bottom left: marginal
density of (p,A) obtained with SACOM. The vertical red line represents the location of
the afflicted damage. Bottom right: marginal density of w obtained with SACOM. f:experData_d_case3

increase in the amount of damage while the location is near the correct lo-
cation with high probability. The affected area width remains narrow with
high probability.

5.2.5. Damage case 4

In this case the damage was a 20 mm deep and 1 mm wide slot at 260
mm from the fixed end of the beam. Figure 15 shows results of the methods
in this damage case.

The EnKF shows a clear indication of damage at the correct location.
The damage levels at the peak are 0.135, 0.115 and 0.023 for the 90% per-
centile, median and 10% percentile, respectively. Damage is still seen near
the free end of the beam, which is again interpreted as a known incorrect
detection. The regularization method continues to detect damage at the cor-
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Figure 15: Results for experimental damage case 4. Top left: statistics of the EnKF
results. Top right: statistics of the regularization method results. Bottom left: marginal
density of (p,A) obtained with SACOM. The vertical red line represents the location of
the afflicted damage. Bottom right: marginal density of w obtained with SACOM. f:experData_d_case4

rect location, with the reconstructed damage size having increased from the
previous damage case. The damage levels at the peak are 0.138, 0.133 and
0.124 for the 90% percentile, median and 10% percentile, respectively. As
with the simulated data for the largest damage case, the SACOM approach
produces a density in this case that suggests with high probability the dam-
age is located around the correct location, and while the amplitude of the
damage has increased, there is more variability in this value.

6. Conclusions
S:Conclusions

We have described the frameworks, analysis of data, and demonstrated
the utility of interfacing three distinct UQ methodologies for determining and
quantifying uncertainty in damage parameters for a vibrating beam. Each
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method is defined distinctly with respect to the parameter, model, and data
spaces along with the physical and numerical maps between these spaces.
The EnKF is easiest to implement using “time-series” data while the other
approaches use modal, i.e. frequency, data.

The results from the EnKF provide numerical validation for the choice of
penalty term in the regularization results. Subsequently, the regularization
results suggest a certain low-dimensional parameterized subspace for a dam-
age parameter is appropriate for the SACOM approach. The computational
importance of this can not be understated. The damage parameter may oth-
erwise be modeled as a discretized random field, i.e., a function in an infinite
dimensional function space projected onto a discretization. In fact, this is
what is done for the EnKF and regularization results. However, in the basic
computational framework we described, applying the SACOM approach on
this space, while possible, implies we carry out computational measure theory
on a 50-dimensional space. The resulting probability measure is extremely
difficult to visualize in 50 dimensions although we can identify events of high
probability (see [7] for an example where the probability measure is com-
puted and analyzed in 30 dimensions). Moreover, to control the numerical
errors in the approximation of such events may require a significant amount
of computational resources in terms of a large number of parameter samples
and associated model solves if non-adaptive sampling approaches are used
[8]. While we can identify highly probable low-dimensional configurations of
parameters using the probability measure computed from SACOM, this is
an inefficient use of this approach as presented. Specifically, we construct a
probability measure over the entire parameterized damage parameter, which
would imply that with the 50 dimensional discretization that we would con-
struct a probability measure on a 50-dimensional space in order to identify
a small subset of this space with large probability. While adaptive sampling
can alleviate some of the computational effort in identifying and resolving
such a subset, it is far more efficient to use the information obtained from
the EnKF and subsequent regularization results. If instead of performing the
EnKF and regularization analyses we were given prior information indicat-
ing the damage parameter has strong correlation from element-to-element,
then this prior information may also be used to identify a low-dimensional
parameterization of the damage parameter on which the SACOM approach
is applied. The ability to obtain reliable prior information on unobservable
parameters in terms of accurately reflecting physical reality is not at all clear
if the process for obtaining such prior information is disconnected from the
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solution to an actual inverse problem. Based on the numerical results, we
believe the use of EnKF followed by regularization is a valid approach for
constructing physically plausible prior information since it is based on actual
data using well-defined approaches for mapping between data and parameter
spaces.

We neglected the effect of numerical errors in these methods that arise
from using a computational model and/or finite sampling. The SACOM
approach has a thorough a posteriori error analysis accounting for statis-
tical and deterministic errors in models on computed probabilities in both
[6] where generalized contours are approximated pointwise and in [8] where
contour regions instead of the individual manifolds are approximated. In
the EnKF and/or regularization, the use of adjoint based a posteriori error
estimates may be used to improve the functionals defining the observation
map (see [11, 12] for a discussion on some adjoint based a posteriori error
estimates). Other options include using covariance inflation [19] to increase
robustness in the EnKF. For regularization, the weight of the penalty may
be increased so that less weight is placed on the fit of observations to data if
we believe numerical errors are polluting the model observations.

We could further exploit the regularization results by limiting the ranges
of the parameters defining the damage parameter for the SACOM method,
i.e., we can define small neighborhoods around certain functions suggested by
regularization in order to build probability distributions using the SACOM
approach. Furthermore, we can vary the penalty terms in the regularization
results and use the subsequent results to define more complicated parame-
terizations of functions and neighborhoods around these functions for com-
putation of probability densities using the SACOM approach. This will be
the subject of future work.
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