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ABSTRACT Thorough verification is a part of the design process of instrumentation and control systems if
they must comply with crucial safety requirements. Model checking can be applied to the formal model of
such a system to reason about its correctness based on the specification provided. When a violation occurs,
the model checking tool outputs the proof of the violation in the form of a failure trace, which represents a
state sequence of system model transitions where the requirement does not hold. This sequence, however,
even for modular systems, is a mere table of values. Due to the lack of any insights into the inner model
processes and structures that caused a problem, the debugging process of the formal model becomes time and
effort consuming. The tool presented in this paper, Oeritte, is aimed at assisting the analyst in this challenge.
It implements a method for automatic visual counterexample explanation which includes reasoning both over
the falsified LTL formula and over the NuSMV function block diagram of the formal model of the system.
The tool is applied to an industrial-sized safety control system of a nuclear power plant.

INDEX TERMS Counterexample explanation, counterexample visualization, function block diagram,
NuSMV, user-friendly model checking.

I. INTRODUCTION
One of the most reliable approaches to ensure the cor-
rectness of an instrumentation and control (I&C) system
is a formal verification technique called model check-
ing [1]. It is applied in avionics [2], [3], automotive driv-
ing industry [4]–[6] and for verification of I&C systems of
nuclear power plants [7]–[10]. Even though model checking
is able to scrutinize the whole state space of a systemmodel in
search for deviations, several disadvantages separate it from
being spread ubiquitously. The first challenge is related to
formal model inference. Verification results are valuable only
if the right formalism is chosen for the system domain and the
model’s behavior corresponds to the behavior of the original
system in time of model checking [11]. Then, exploring
all model’s behaviors may be computationally demanding.
This issue is considered in [12] and algorithms to reduce
the computational complexity are being developed [13]–[15].

The associate editor coordinating the review of this manuscript and
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Another downside of the approach, which we tackle in this
paper, is the time and effort consuming process of errors
localization in the model being verified.

The overall model checking process consists of three
stages: (1) a formal model of a system is created, (2) the
formal model together with the temporal logic specification
is sent as an input to a verification tool, such as NuSMV [16]
or SPIN [17], (3) the tool informs the user whether the
specification is satisfied. If it is not, the tool produces a
counterexample, which is a sequence of the states of the
model where the specification does not hold. More precisely,
each element of this sequence comprises the values of the
model variables. However, counterexamples do not show the
structure of the system or the internal dependencies of its
variables. Therefore, especially for I&C systems, which tend
to be modular and complex, the analyst gets the daunting task
of determining the cause of the problem.

This article extends the work [18], where we presented
Oeritte, a tool for visual counterexample explanation. Oeritte
takes a modular formal model of a system in the NuSMV
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format together with its violated requirements and provides a
graphical automatic counterexample explanation using both
the violated property and the formal model. Among all,
the current paper complements the previous work with dis-
cussion on causality, a formal proof of the fact that the algo-
rithm solves the formulated problem, and an industrial-sized
case study.

The rest of the paper is structured as follows. Preliminaries
are given in Section II. Section III provides the formula-
tion of the notion of a cause and the problem of coun-
terexample explanation. The algorithm that solves the latter
is given in Section IV. Section V overviews the tool that
implements the proposed approach, and Section VI evaluates
the approach experimentally using an industrial-sized formal
model. Then, the related research is reviewed in Section VII
and Section VIII discusses the results. Section IX concludes
the paper and overviews the future work directions.

II. PRELIMINARIES
A. FUNCTION BLOCK DIAGRAMS
In this paper, by a model, we mean a function block dia-
gram (FBD).1 Essentially, an FBD is a set of interconnected
function blocks, where each function block infers the values
of its output variables by performing a particular transforma-
tion on its input and internal variable values. Each function
block in an FBD is an instance of a function block type, which
can be viewed as a Mealy machine [20] that defines such a
transformation.

We consider our models to have discrete time, and on each
time instant the variables of all the included function blocks
are assigned new values. The current time step, which is an
integer, is not directly available in the model as a variable,
but will be useful to reason about execution sequences of the
model. The execution semantics is synchronous: the output
values of each block are functions of its input values from the
current or the previous time step (custom initialization may
be applied on the first time step, and input variables without
incoming connections are assigned the same default values
at all time steps) and the signals are propagated through
connections instantly. Delay function blocks help to prevent
infinitely fast information flow in FBDs with feedback loops.

To design an FBD one might use such graphical tools
as MODCHK [21] or Simulink Design Verifier [22], but
they can also be encoded textually, e.g., with languages of
model checkers, such as NuSMV [16]. Fig. 1 shows a simple
example of an FBD.

The basic concept of an assignment is required to start
a formal description of an FBD D with its set of variables
U = {u1, . . . , un}.
Definition 1 (Assignment): An assignment a is a tuple

(u, vu,j, j), where vu,j is the value of variable u at discrete time
step j. By v(a) we denote the value of this assignment and by

1FBDs are one of the graphical programming languages officially sup-
ported by IEC 61131-3 [19], but the contributions of this work are not limited
to FBDs as specified in this standard. We use them in a more general sense
as described in this subsection.

FIGURE 1. An example of an FBD implemented in MODCHK. Solid
squares on the left and right sides of the diagram stand for its input and
output variables.

s(a) its step. If u ∈ U is a variable of D then there exists an
index i ∈ [1, n] for u, and we denote the assignment of u = ui
at time step j as ai,j.
Information between two variables is transmitted through

a connection.
Definition 2 (Connection): A connection c is a tuple

(ui, uj,N ), i, j ∈ [1, n], which is defined by two different
variables of the same type and an indicator of connection
inversion N . Connection c can be also represented with a set
of connection constraints Cc = {vi,s = vj,s | s ∈ [1, l]},
if N = 0, or {vi,s = ¬vj,s | s ∈ [1, l]}, if N = 1 and the
variables are Boolean, where s is a counterexample step.
The connections between the variables are directed, i.e., the

information can only flow from outputs of some blocks to
inputs of some other blocks. Multiple outgoing connections
are allowed but multiple incoming connections are not.

The fundamental notion for FBD is a block that is defined
by its type that determines its set of constraints over the
variables of the block and its interface. Formally:
Definition 3 (Counterexample): A counterexample X of

length l is a set of assignments of the variables from U for
each time step j: X = {(ui, vi,j, j) | i ∈ [1, n], j ∈ [1, l]}.
Essentially, a counterexample is a sequence of model

states. As we said earlier, an FBD has discrete time and
updates all its variables (its state) exactly once during each
time step. Therefore, we can say that each state of the coun-
terexample represents the values of all the model’s variables
at a particular time step.
Definition 4 (Constraint): A constraint over variable ui ∈

U and a set of variables {u′1, . . . , u
′
k} ⊆ U defined on a time

step s of X is a Boolean expression vi,s = f (v1,s, . . . , vk,s),
where f is a function.
Definition 5 (Block type): A block type is a tuple

(I ,O,CB), where I and O are the sets of input and output
variables that form a block interface, and CB is a set of
constraints over the values of the variables in O with regard
to the values of the variables in I , defined for a range of
counterexample steps [1, l].
Definition 6 (Block instance): A block instance (or block)

of type T with name N is a tuple (T ,N ).
Block type determines CB together with two sets I and O,

while names, given to the blocks, differentiate their instances
of the same types. We say that two blocks are connected if
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an output variable of one of them is connected to an input
variable of the other. There are two kinds of blocks, atomic
and modular, which differ in their set of constraints. Table 1
overviews the set of atomic block types that are used in the
current work.

TABLE 1. Atomic blocks used in the current paper for the construction of
an FBD.

Definition 7 (Atomic block constraints): Every atomic
block B from Table 1 except for DELAYwith k input variables
and one output variable is uniquely defined by its set of
constraints CB = {v1,s = fB(v2,s, . . . , vk,s) | s ∈ [1, l]},
where fB is determined by the type of each atomic block, and
u2, . . . , uk and u1 are k − 1 input and one output variables
of a particular instance of B. DELAY corresponds to the
following set of constraints: CB = {v1,1 = v2,1} ∪ {v1,s =
v3,s−1 | s ∈ [2, l]}, where v2,1 is a default value for the
first counterexample step, and u1, .., u3 are variables of a
particular instance of DELAY.
Thus, intuitively, every atomic block corresponds to an

atomic operator or a simple function. For example, the set
of constraints for the AND block is C∧ = {v1,s = v2,s ∧
v3,s | s ∈ [1, l]}. Each constraint in such a set encodes a
rule of how the block functions at a particular counterexample
step and, therefore, the number of elements in the set equals
the length of a counterexample. Available logical operators
together with connections inversion allow the formulation of
any Boolean function.

Below we describe simple functions from the group
‘‘other’’ from Table 1.
• DELAY allows the implementation of feedback loops.
At the first execution cycle, some default value is
assigned to the output of this block, then, every sub-
sequent execution makes the output take the value of
the input variable from the previous step. Therefore,
DELAY has two input variables (one for a predefined
default value and one for the current input signal) and
one output.

• With CHOICE it is possible to implement a cascade ‘‘if’’
assignment for a variable. It has one output variable,
an input variable for every clause and another input for
every value that should be assigned to the output if the
corresponding clause is satisfied.

• COUNT takes several Boolean signals and outputs a total
number of ones that are TRUE at the current step.

• The ASSIGN block implements the identity function:
the output is the same as the input.

FBD D consists of interconnected modular blocks, which
are decomposed into nets of blocks of both kinds, thus allow-
ing implementation of more sophisticated calculations.
Definition 8 (Modular block constraints): Let B be a

modular block with its set of internal blocks M and set of

internal connections 6. Then, a set of constraints for B is
CB = {Cm | m ∈ M} ∪ {Cσ | σ ∈ 6}.
In I&C systems design, one may use libraries with basic

blocks that are not decomposable, e.g., flip-flops, logical
operators with more than two arguments, etc. Such basic
blocks in our case are represented as modular blocks with
atomic blocks constituting their internal net. An FBDD itself
is a special modular block of the highest level of the hierarchy,
that may contain both modular and atomic blocks, therefore,
the set of constraints CD is defined for D as well.

FIGURE 2. A modular block with name M_BLOCK, input interface
I = {u1, u2, u3, u4} and output interface O = {u5} that encodes function
u5 = (u1 ∨ u2) ∧ (u3 ∨ u4). It includes three interconnected atomic blocks
with names OR1, OR2, AND1.

Definitions 6 and 5 are shown in Fig. 2. Fig. 3 illustrates
how a set of constraints can be defined for a block from Fig. 2
for a counterexample of length 1.

FIGURE 3. Modular block B from Fig. 2 with the constrains of its internal
blocks for the first counterexample step defined. The full set of
constraints for B for the first counterexample step is represented by the
union of constraints for the depicted atomic blocks and the set of
connection constraints Cc = {v6,1 = v1,1, v7,1 = v2,1, v8,1 = v3,1,

v9,1 = v4,1, v12,1 = v10,1, v13,1 = v11,1, v5,1 = v14,1}, where vi,j is a
value of variable ui at counterexample step j , i ∈ [1, |U |], j ∈ [1, l ], where
l is the length of a counterexample.

B. LINEAR TEMPORAL LOGIC
Boolean logic provides a set of operators sufficient to for-
mulate propositions about the single model state, or variable
values of the model at a particular time step. While this is
enough for Boolean circuits, dynamic systems tend to evolve
through time and their variable valuations may depend on
the previous model state(s). Temporal logics allow such time
specifications over state sequences of a model (or model
traces). Here, we consider the requirements formulated with
linear temporal logic (LTL), which extends Boolean logic
with a set of temporal operators. Below, we list the examples
of the most used ones, supposing ϕ1 and ϕ2 to be the LTL
formulas:
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• Gϕ1 (‘‘globally’’): ϕ1 must be true on the entire trace of
the model;

• Fϕ1 (‘‘finally’’): ϕ1 must hold eventually;
• ϕ1 Uϕ2 (‘‘until’’): ϕ1 must be true until ϕ2 is true, and
the latter is required to eventually happen;

• Xϕ1 (‘‘next’’): ϕ1 must be true for the next state.
A valid state sequence of a model starts in one of the model

initial states and its every pair of adjacent states belongs to the
transition relation of the model. An LTL formula is satisfied
for the model if it is satisfied for all its valid state sequences.
Model checking of an LTL formula constitutes finding

whether the formula is satisfied for the model and, if it is
not, finding a counterexample (or a failure trace) that demon-
strates its violation.

We consider linear counterexamples, represented by valid
state sequences of the model, which most of the model check-
ers produce as an output. Such counterexamples may take
finite or lasso-shaped form, where, in the latter, a failure trace
consists of a finite prefix and a loop.

Models of industrial systems contain dozens of variables,
nested modules and complex dependencies [23]. In this case,
being a mere table of values, counterexamples offer a limited
help in localizing the issues, consuming time and resources
for their decoding. Having an FBD as a model, visualization
techniques especially avail dealing with such an issue, there-
fore, the current work focuses on providing a tool for visual
counterexample explanation on an FBD of a system.

III. COUNTEREXAMPLE EXPLANATION
Informally, we aim to explain the false outcome of an LTL
formula ϕ on counterexample X of length l to a given FBD
D with its set of variables U = {u1, . . . , un} using both
the values of state variables of the counterexample and the
blocks in D.
Due to the possibility of explaining the outcome of ϕ

through the assignments of its variables that is present in
it [23], [24], we can decompose the process of explaining the
outcome of ϕ to the one of explaining a number of individ-
ual assignments in the counterexample. Below, we focus on
explaining a single assignment, called an explanation target.
The explanation target can be represented by an input or
output assignment of any block structure: an FBD, a modular
block, or an atomic block. Initially, explanation targets come
from applying the approach in [23], but we also allow the
situation where the user selects a custom explanation target to
focus on a particular part of D, thus allowing more flexibility
in explanation.
Definition 9 (Cause): A set of assignments C ⊆ X is a

cause of a target t if there exists such sequence of sets of
assignments from X , Y0, . . . ,Ym : C = Y0, t ∈ Ym, where
each Yk+1, k ∈ [0,m−1] extends Yk with a single assignment
a′i,j ∈ X , there exists constraint c

∗
∈ CD such that the formula

c∗ ∧

 ∧
ai,j∈Yk

(vi,j = v(ai,j))

→ (
va′i,j = v(a′i,j)

)
(1)

is valid, and a′i,j refers to the output variable of the atomic
block or connection to which c∗ corresponds.
Intuitively, in every set Yk from the definition above there

exists a cause of the new assignment that is added to Yk to
obtain Yk+1 and at some extension step q < m, t should be
added to get Yq+1.

This definition can also be explained in terms of logical
inference. Suppose that each statement is an assignment.
Then the definition says that it is possible to infer t given a
set of statements C if the allowed rules are limited to using
input-output dependencies of each individual atomic block or
connection in the direction of the information flow.
Definition 10 (Inclusion-minimal cause): C ⊆ X is an

inclusion-minimal cause (IMC) of t if C is a cause of t and
there is no C ′ ⊂ C that is a cause of t .
Having these definitions, we say that to explain the tar-

get (or to find a cause of the target) means to find the union of
its IMCs. This is due to the following points: (1) sometimes,
in the context of the current counterexample, outputs of some
blocks have several different IMCs, that should be displayed,
i.e., the result of disjunction of two true variables has two
IMCs, (2) the IMCs may be composed not only of input
assignments of D but also of its internal assignments and we
claim that showing such internal IMCs provides additional
assistance to the user.

As an example, consider the atomic block AND from Fig. 3
and a counterexample of length 1. Assume that the explana-
tion target is t = (u14, 0, 1), and v12,1 = 1, v13,1 = 0 (we
denote logical values TRUE and FALSE as 1 and 0 respec-
tively). To find out if any of input variables U = {u12, u13}
of AND are included in a cause of t , we, first, substitute c∗

in (1) with v14,1 = v12,1 ∧ v13,1. Then, as soon as U and t
belong to the same atomic block without delay, the only one
constraint is required to infer the cause, hence, the length of
the sequence of sets from Definition 9 is two, where the first
one is a cause. Now, we rewrite (1) as

(
v14,1 = v12,1 ∧ v13,1

)
∧

 ∧
ai,1∈C

(vi,1 = v(ai,1))


→ (v14,1 = 0), (2)

where i in the middle part is an index of the variable from U .
Having (2), the next step is to pick such assignments for C

so that the relation (2) is valid and C is inclusion-minimal.
In this example, there exists one such set of assignments
C = {(u13, 0, 1)}.
With the set of assignments U that can be potentially

but not necessarily added to Y0 from Definition 9 in (1),
it is possible to set an explanation scope. In the previous
example, the scope was defined by the input assignments
of AND at step 1. Alternatively, if we explain t using input
assignments of both OR blocks at the same step, constraints
for all atomic blocks shown in Fig. 3 and two constraints
for the connections {v10,1 = v12,1, v11,1 = v13,1} will
be used in the extension procedure. Assume v8,1 = 0 and
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FIGURE 4. Illustration of the assignment explanation process. Digits above the connections show values of the transmitted signals. The
explanation process results in a subset of variables of the system which are ‘‘responsible’’ for the value being explained.

v9,1 = 0. Then the chosen scope produces the following IMC:
C = {(u8, 0, 1), (u9, 0, 1)}.

IV. ASSIGNMENT EXPLANATION ALGORITHM
The problem, stated in Section III, assumes that among all
system assignments a union of IMCs of an explanation target
should be found. To do this, first, we define a global explana-
tion scope as the union of all input assignments of the FBD
that the explanation target belongs to and assignments inside
the FBD that have names of the variables which do not have
incoming connections. Next, for any modular block, it is a
dubious help to see how, e.g., its output depends on its inputs,
the analyst usually wants to knowwhy such dependency takes
place. Hence, in the explanation result, we also include IMCs
for every nested explanation scope if they exist for such a
scope. Thirdly, sometimes (for modular blocks) there can be
more than one IMC and it is the user who chooses the one of
their interest, thus, we need to discover the union of all such
causes.

A. RECURSIVE EXPLANATION
The algorithm is provided in Alg. 1 and is illustrated in Fig. 4,
where the problem is to explain why output variable u5 of the
modular block is FALSE at counterexample step s.

TABLE 2. Atomic block explanation rules of finding local IMCs. Assume
that the request is the explanation target represented by the tuple
(u, v, s), where v is the value of u at step s, and a set of assignments
representing a cause is returned.

Recalling that an FBD itself is a modular block of modular
blocks, to explain its output assignment, we need to find
the output variable connected to the variable of the output
of interest in the nested modular or atomic block (Fig. 4,
iteration 1). Then, if the found variable belongs to a modular
block, the output assignment of such a block is explained
through the underlying net of blocks, whereas to explain
an output of an atomic block, the rules from Table 2 are

Algorithm 1: Assignment Explanation Algorithm
explain.
Data: FBD D, counterexample X , explanation target

t ∈ X
Result: set C – the union of all IMCs of t in D

1 if t corresponds to an input variable of D or a constant
block input then

2 return {t} /* this is a terminating
cause */

3 else if t is an input variable of an atomic block in D then
/* follow the connection and add it

to the tree */
4 t ′← the assignment of the output variable at the

opposite end of the connection where t is located
5 return explain(D,X , t ′) ∪ {t}
6 else

/* t is an output variable of some
atomic block */

7 t1, . . . , tm← causes found for the current atomic
block type according to Table 2

8 C ← {t}
/* recursively explain the

assignments of the local cause

*/
9 for i = 1 to m do
10 C ← C ∪ explain(D,X , ti)

11 return C

utilized. As a result, we have a set of input assignments that
are sufficient to make explained atomic block output have its
particular assignment – an IMC (Fig. 4, iteration 2). If the
obtained inputs have incoming connections, we continue the
explanation procedure recursively in the same way; interme-
diate results from each step are added to the overall result
set. After the algorithm terminates, the result composed of
all IMCs in global and all the nested explanation scopes
is obtained (Fig. 4, iteration N ), its graphical visualization
described in Section V.
The time and memory complexity of the algorithm is O(n ·

s(t)), where n is the number of variables in the FBD (including
ones that belong to internal atomic blocks). These estimates
can be achieved if the result of each call of explain is
memorized and not recomputed.
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Theorem 1: Alg. 1 finds the union of all IMCs of t .
The algorithm performs a backward (in terms of the infor-

mation flow in the FBD) cone-of-influence analysis, seeking
for all assignments that could be the cause of t according
to Definition 9. Note that this definition requires that any
cause must be sufficient to reach the target by inferring new
assignments only in the direction of the information flow,
which means that a search against this flow could reach all
these causes. Moreover, the rules in Table 2 were specifically
chosen to return the union of IMCs for an output of an FBD
composed of an isolated atomic block. The formal proof is
provided in Appendix A.

V. IMPLEMENTATION
The implementation of the algorithm described in Section IV
was incorporated into the tool Oeritte2 with the user interface
developed to aid the analyst in the debugging process.

A. INPUT DATA
The tool accepts a NuSMV model, an LTL formula and a
counterexample for the provided formula on the provided
model as input. A restricted, but, nonetheless, already usable
according to our practical experience, subset of NuSMV and
LTL is supported. Below are the main limitations:
• The main module of the NuSMV model is restricted to
declarations of input variables and nested modules.

• In othermodules, each internal variablemust be declared
with init and next operators. These assignments
must be deterministic (set notation {. . .} is disallowed).
INIT and TRANS declarations are not allowed.

• DEFINE declarations are not allowed to use the next
operator.

• Only Boolean and integer scalar types are supported.
• Inputs of the NuSMVmodules should be annotated with
their types in the form ‘‘varName : type’’, where
type is boolean for Boolean and any integer interval
in the form start..end for integer, e.g., 0..100.

• In LTL formulas, bounded operators (e.g., G[0,3]) and
past time operators (e.g., H) are not supported.

B. ENCODING NuSMV MODULES AS MODULAR BLOCKS
The aforementioned determinism assumption is required to
represent NuSMV modules as modular blocks since our
atomic blocks are purely deterministic. The input variables
of the modular block correspond to input variables of the
module, and the output variables correspond to its internal
variables and DEFINE declarations (the absence of next
operators inside them allows treating these declarations as if
they were internal variables). Logical and arithmetic NuSMV
operations are directly transformed into atomic blocks listed
in Table 1. To handle delays introduced with the next oper-
ator, we create a delayed version of each input variable by
passing it through a DELAY block. Each output variable is
then wired to a CHOICE, which, depending on whether this

2https://github.com/ShakeAnApple/cxbacktracker/

is the first cycle, outputs the init or the next expression
for this variable: init expressions always use undelayed
variables, while next expressions may use both undelayed
and delayed ones.

C. FBD PREPROCESSING
Modular blocks in an FBD parsed from NuSMV code are
decomposed into nets of interconnected atomic blocks that do
not appear in the original model and, therefore, a counterex-
ample lacks values of such atomic blocks variables. Neverthe-
less, these values are required for the explanation procedure.
To obtain an extended counterexample, before running the
algorithm for target t on FBD, the full set of constraints for
each of the mentioned modular blocks is added to the full
constraint set of the FBD and the values of new variables are
calculated for each counterexample step s ∈ [1, s(t)].

This stage also provides a way to ensure that the modular
block is parsed correctly, as otherwise, after execution, its
output variable values may differ from the ones stated in the
counterexample.

D. MAIN WINDOW OVERVIEW
Graphical user interface of Oeritte is presented in Fig. 5.
Two tabs Project andWorkspace (Fig. 5a) separate the overall
project settings from the working environment. Fig. 5 shows
the contents of Workspace tab. Here, two interactive areas
represent a counterexample as a table of values (Fig. 5b)
and as a list of steps (Fig. 5c). A click on the item of the
latter list evaluates the FBD in diagram (Fig. 5d) (hereinafter,
the diagram) and LTL formula tree view (Fig. 5i) according
to the step chosen. For it, all system variables are assigned
with values defined by the counterexample step, hence, all
the nodes in the LTL formula tree are calculated and all the
system modules are executed.

Both atomic and modular blocks in the diagram have the
same appearance (Fig. 6). Each block has a name and a
type (Fig. 6a). Two sets of pins on the left (Fig. 6b) and
right (Fig. 6c) sides are the block’s inputs and outputs that
together form its interface (a round pin (Fig. 6d) means
input negation). A tooltip with the variable name appears
when the cursor hovers over any of the pins. Blocks with
the single input or output pin on the left and right sides of
the diagram represent an interface of the current diagram.
Lines connecting module inputs and outputs correspond to
connections between the variables. Input and output variable
values of the block for the chosen step are placed near the
corresponding connecting points of these lines. If the diagram
contains modular blocks, it is possible to open their internal
nets in separate tabs (Fig. 5e). Names of the tabs show paths of
such modular blocks in the original model and each diagram
may be scaled with buttons (Fig. 5f).
The area to the left of the diagram provides information

about the LTL formula being analyzed. Its string form resides
in combobox (Fig. 5g) (and the type of the user interface con-
trol tells us that it is possible to dynamically switch between
several formulas), tabs (Fig. 5h) show its evaluation for the
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FIGURE 5. Main view of the tool in the explanation mode. Blue lines correspond to the connections between the variables whose assignments are
included into the union of IMCs of the explanation target.

FIGURE 6. Visual representation of a modular block in the explanation
mode. Connections between the variables (pins) and pins themselves,
which assignments are included in a cause are highlighted with blue.
Tooltip (e) shows that the value of variable BI3 at step 1, which is false,
is a part of the explanation.

provided counterexample in the parse tree view (Fig. 5i) and
step-wise (Fig. 7a). Depending on the calculation result of the
branch, the nodes of the tree are colored in red, white and grey
for true, false and an arithmetic result respectively.
Oeritte incorporates two kinds of explanation techniques:

the cause identification algorithm from [23] for LTL for-
mulae failures and individual assignment explanation from
Section IV for the diagram. The LTL formula explanation
process may be initialized with button (Fig. 5j) for the
step chosen in list (Fig. 5c) and it result would appear in
panel (Fig. 5k), table (Fig. 5b) and LTL steps view (Fig. 7a).
By default, the formula is explained for the first step (step 0 in
the tool) with the first diagram evaluation. For the individual
assignment explanation, panel (Fig. 5l) shows the union of
minimal causes of a target in the scope of input variables
of the diagram in the current tab. The result, which includes
all the minimal causes for the target, is depicted in the dia-
gram in the form of highlighted variables and connections in
between.

E. TYPICAL WORKFLOW
Assume the analyst has several LTL formulas failed for some
modular NuSMV model and both, the formulae and the
model, meet the requirements on input data (Section V-A).
The first step now is to open Oeritte and provide it with the
counterexamples, the formulae (standard NuSMV counterex-
ample output is acceptable) and the model of the system.
After input data is loaded and the analyst selected the formula
to work with in the combobox (Fig. 5g), a click on any of the
steps triggers (1) the explanation of the LTL formula for the
first step (step 0 in the tool), and (2) a diagram of the provided
system and LTL formula tree evaluation. An explanation of
the LTL formula failure, or its cause, which is, essentially,
a set of assignments, is highlighted in blue in table Fig. 5b,
in steps view of LTL formula (Fig. 7a) and is textually repre-
sented in panel (Fig. 5k) in the form ‘‘< step_number >
< var_name > < var_value >’’.
If LTL explanation is not enough to grasp the idea behind

the failure, a click on any of the highlighted or provided
textually assignments triggers the backward explanation pro-
cess in the block diagram that results in a union of IMCs,
which, in the end, is a set of assignments. To display such
a set in the diagram view, we hide the time dimension and
highlight edges that connect output and input pins from
the common set of causes with blue. At the same time,
if some variable is a cause at several time steps, the pin
representing this variable obtains a tooltip where all its
values included in the causes are displayed in the form
‘‘< step_number >:< value >’’ (Fig. 6e). Together
with graphical visualization, list (Fig. 5l) shows terminating
assignments, i.e., assignments, whose variables do not have
incoming connections and belong to the input interface of the
model. They are displayed in the form ‘‘< step_number >
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FIGURE 7. Visual LTL formula explanation in Oeritte and with timing diagram. In the text, MAN_RESET_1 is replaced with MAN_RESET and
PS_ALU001.RODS_DOWN with RODS_DOWN.

< var_name > < block_name > < value >’’. This is
the output of our interest, which includes evaluation paths in
the model that influenced the chosen assignment to have its
value. We argue that showing such paths and not only the
assignments of an IMC provides useful visual information
to the analyst. In case, the assignment belongs to the nested
block that is not visible, a tab for its parent block will be
opened automatically.

It is also possible to get the explanation on the diagram
for an assignment that is not included in the LTL formula
explanation result. For it, one should simply choose the step
in Fig. 5c and define an explanation target by clicking on the
pin with the desired variable name in Fig. 5d.

VI. CASE STUDY
As in [25], we demonstrate our method and the tool using
a fictitious FBD implementation [25] of the U.S. EPR pro-
tection system [26], [27] encoded in NuSMV. On the top
layer of hierarchy, it consists of acquisition and processing
units (APUs) and actuation logic units (ALUs), combina-
tions of which form two fault-tolerant subsystems: protection
system (PS) and safety automation system (SAS). Based
on signals from PS and SAS, priority and actuator control
system (PACS) drives the control rods. Fig. 8 in [25] shows
the full structure of the case study, with a note that process
automation system (PAS) was replaced with external inputs.

The NuSMV file encoding such a system contains
approximately 650 lines of code describing 20 different
function block types and 32 function block instances.
We see that the model of the system violates the
LTL property G (¬MAN_RESET ∧ X(MAN_RESET ∧
ϕ) → X¬(PS_ALU001.RODS_DOWN)), where ϕ =

¬PS_ALU001.AND2001.BO1 stands for the safety crite-
rion. This property tells that the rods down command shall
be deactivated when the safety criterion is satisfied, and the
operator issues a manual reset. For the simplicity of reading,
further, we will denote variable PS_ALU001.RODS_DOWN
as RODS_DOWN. The counterexample for such a case consists
of 3 steps including the values of all 375 model variables.
The situation gets even harder when we notice that the safety
criterion is not a mere function of inputs and outputs of the
whole diagram, but the output of the block nested in one of
the modular blocks inside the model.

The first step of our analysis is to see why the LTL formula
itself has failed. The steps view of the LTL formula (Fig. 7a)
reveals the situation where the rising edge of MAN_RESET
had no influence on the commands to the rods despite that the
safety criterion allowed it (Fig. 7b visualizes the counterex-
ample with timing diagram). The causes of the failure here
are shown with blue boxes around the names of the variables.
At steps 1 and 2, MAN_RESET has values false and true
correspondingly. In these circumstances, if the criterion is sat-
isfied, then the formula requires RODS_DOWN to be false
at step 2. However, it is not the case and boxes around
PS_ALU001.AND_2001.BO1 and RODS_DOWN draw out
attention to this fact. This fact is a clue, but, unfortunately,
tells little about the processes taking place in the system,
so we switch to the diagram by clicking on RODS_DOWN
in Fig. 7a at step 2.

FIGURE 8. The connection between the criterion variable AND_2001.BO1
and an input of the block MEM_S001, whose output is connected to
RODS_DOWN. Bold lines here and further are not related to the explanation
mode and mean that the corresponding connections were selected by a
mouse click.

Many connections get highlighted and we double click
PS_ALU001 to learn if the problem lies in its internal
composition. Now we can click on the criterion in Fig. 7a
at step 2 and clearly see that the criterion variable trans-
mits its value to block MEM_S001 that, in turn, commu-
nicates its output variable value to PS_ALU001 output,
RODS_DOWN (Fig. 8)
The brief check of what influences the criterion shows that

at all the counterexample steps it is set based on variable
values from the current step (Fig. 9). The MAN_RESET signal
is set externally, hence, we move to the inference analysis of
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FIGURE 9. Explanations of AND_2001.BO1 at steps 0, 1, 2 show that the
criterion depends only on the assignments at the current step. To save
space, three screenshots of the explanation results are shown in one
picture.

RODS_DOWN and see that it has a range of causes at different
time steps.

The first thing we learn here is that for some reason, this
signal at step 2 does not depend on MAN_RESET at the
same step, while the property tells the opposite (Fig. 10).
The following move is to decode the reason. At step 0 we
see a straightforward dependence between the unsatisfied
criterion, and the rods sent down, despite active MAN_RESET
(Fig. 11a shows that MEM_S001.BO1 here depends only
on its input BI1). At the next step criterion allowed lifting
the rods, however, we see the result of the block OR_2001
from step 0, which is set to true by MAN_RESET, influ-
encing RODS_DOWN to be active (Fig. 11b). We do not pay
attention to other highlighted signals as they correspond to
fault propagation and are always set to false. At step 2
MEM_S001.BO1 again depends on inputs at the previous
step, moreover, the chain origins in the satisfying criterion
that now prevents resetting the rods down command despite
the external command (Fig. 11c).

This reasoning brings us to the conclusion that, in our
scenario, the satisfied criterion or active MAN_RESET signal
cause MEM_S001.BO1 being active. Moreover, the unsatis-
fied criterion at the current step sends the rods down imme-
diately. In our counterexample, first, both the criterion was
unsatisfied and MAN_RESET was set to true, and then the
criterion was satisfied all the time, thus MEM_S001.BO1was
locked in its active state.

VII. RELATED RESEARCH
To the best of our knowledge, counterexample visualization
was proposed in [28] in the tools VEDA and ViVe, and is
one of the features of MODCHK [21] and Simulink Design
Verifier [22]. While MODCHK is a graphical front-end for
NuSMV and animates an FBD directly according to a given
failure trace, Simulink Design Verifier generates a test case
out of a counterexample obtained. Timing diagrams are used
in [8]. Arguably, the most utilizable format for displaying a
counterexample ‘‘model view’’ utilized in [29] and in [30]
for simulation of IEC 61499 models. Counterexample visu-

FIGURE 10. The part of the explanation of RODS_DOWN at step 2 shows its
independence of MANUAL_RESET at step 2.

alization is the first step to user-friendly model checking,
however, the mentioned works do not assist in discovering
model deviations.

We can explain a counterexample from the verified prop-
erty point of view, in an FBD or use a synergy of both.
Only a few [23], [24], [31] deal with the property alone.
Work [31] formulates both systems and specifications using
predicate logic and considers only one-step counterexam-
ples, [24] presents the approach explaining LTL formulae,
which [23] complements with past-time LTL operators expla-
nation and provides an open-source tool with a graphical
user interface that highlights global causes of the main for-
mula and local ones of sub-formulas. Giving an idea of
what might go wrong in a property valuation, the core rea-
son for the failure typically stays hidden inside the sys-
tem and refers to the values of the variables missing in the
formula.

A verified model of a system is used in counterexam-
ple analysis in [32]–[35]. These approaches require multi-
ple runs of a model checker to obtain more failure traces
or additional good ones. [36] requires a single counterex-
ample, although, here, the counterexample is a sequence
of executed program statements, which contradicts our def-
inition of a counterexample. Our method stands out by
requiring a single failure trace and providing a visual expla-
nation, crucial for I&C systems developed in the form of
FBD.

Perhaps the most outstanding approach that inspired the
current work is [37]. It requires a single counterexample
and explains the failure in an FBD. The explanation here
is inferred based both on the model structure and a prop-
erty verified. However, only STANCE models are supported
and the safety specification is formulated with the use of
STANCE constructs. A so-called observer then monitors its
satisfaction and outputs the variable value at a particular
step to be explained. For this to happen, all the execution
paths starting in model initial states must obtain activation
condition formulae.

In our work we combine the ideas from [37] and [23]
as follows. We directly implement [23] that allows us to
obtain both safety and liveness property explanations with
respect to the formula. Then, we let the user choose the vari-
ables and the time steps to be visually explained in an FBD
and navigate such an explanation. Therefore, despite steps
towards more user-friendly counterexample visualization and
explanation have already been made, Oeritte is the only
tool that combines explanation techniques into a consistent
infrastructure.
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FIGURE 11. Counterexample explanation for the property failure of the EPR protection system. For more clarity, we replaced original black tooltips
with white boxes with exactly the same content and put starting letters of the names of the variables into the pins. Red curved arrows show the
direction of the analyst’s attention. All the screenshots are taken from the diagram under the System.PS_ALU001 tab.
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FIGURE 12. Visual comparison of the explanation result from [37] (on the left) and ours (on the right). Here, according to [37], two
activation paths, p1 and p2 form a cause of the value of u5 and this cause constitutes the explanation. In our case, the explanation is
comprised of the assignments included into IMCs of u5, starting from local explanation scope (the output of AND1) and finishing with
the ones belonging to the input interface of the modular block (u3, u4).

A. THE CLOSEST RELATED APPROACH
Compared to [37], we outline the differences in the theoretical
approach to the definition of a cause, in the algorithm and in
its implementation.

Our theoretical problem statement suggests that we aim
to find a union of IMCs for the explanation target. In an
FBD, we consider a set of assignments as an IMC if such
a set is obtained in a finite number of refinements of a set,
first comprising only of the explanation target, where each
refinement replaces one of the assignments from the set with
its local IMC. By contrast, [37] considers a set of active
propagation paths as a cause and a set of disjoint causes as an
explanation. Following this definition, the same assignment
might be included in the explanation more than once in case
the paths constituting a cause converge (e.g., a cause of false
outcome of ∨). Also, unlike [37] our approach to defining a
cause does not require an additional formulation of activation
paths. Our approaches are compared in Fig. 12

When it comes to the algorithm, the main difference
between the one from [37] and ours lies in their outcome.
While a set of the paths consists of independent entities that
can be shown separately, our outcome is essentially an influ-
ence tree, where every included node is explained through its
children.

This is clearly shown in our implementation, Oeritte. In the
diagram explanation mode, tooltips attached to highlighted
pins show the assignments constituting IMCs. Also, we high-
light the connections between intermediate targets and their
local causes. Another advantage of our implementation is the
integration of LTL formula explanation into the tool, which
helps to pinpoint the assignments to explain, no matter if it
was liveness or safety property verified.

VIII. DISCUSSION
A. APPLICABILITY SCOPE
Any issue detected using Oeritte (or NuSMV) holds for the
formal model of the system. The model is an abstraction,
and does not necessarily include all relevant aspects of the
real-world system and its actual environment. The model can
also be simply incorrect. In order to verify that the issue is
also relevant for the actual system, the analyst can try to
reproduce the scenario using the hardware implementation,

a simulation model, or by manually reviewing the available
design documentation.

The algorithm provided in Section IV is defined for
discrete-time models, whose state evolves through time and
may be dependent on previous executions. In general, it is
utilizable for the explanation of finite computation results,
obtained within a finite number of algorithmic steps, even
if these results are not produced by an FBD. For example,
instead of an FBD, a computation graph of an algorithm writ-
ten in an imperative programming language may be passed
as an input to an accordingly adjusted version of Alg. 1.
In this case, the main task is to create such a graphical
representation of the explanation that will benefit the analyst.
If the implementation supports manual identification of the
explanation scope, then all the assignments bounded by this
scope should be known before running the algorithm.

B. CAUSALITY
The idea of causality is discussed in a variety of philosophical
treatises of past and present. One of the earliest definitions
was given by Aristotle [38], who distinguished four forms
of causality, i.e., material, formal, efficient and final. For
us, the biggest interest lies in the first three, which refer
to (1) the whole characterized by its constituents, (2) the
reversed relation, where the choice of the details is explained
by the principles of the system obtained, and (3) an outcome
being the result of the preceding sequence of changes.

In modern science, one of the most commonly accepted
approaches to discover event dependencies is counterfactual
causation. The idea had been evolving since the 70s [39] and,
fundamentally, means that the cause is a difference that makes
the current world have the effects observed. In other words,
event A is a cause of event B if unless A happened, B would
not have happened. However, due to a horde of examples
where the theory application resulted in non-intuitive outputs
(for instance, the rock-throwing example from [40]), Lewis
reworked his theory in 2000 [41], adjusting it to be able to deal
with transitivity, preemption and other issues. Nevertheless,
we will not go deeper into this approach as our definition
is not based on counterfactual causality. For example, con-
sider atomic block AND with two inputs (u1, u2) and one
output (u3). If its output is true, then, from a counterfactual
point of view, it happens because both inputs are true.
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In case of false output with two false inputs, however,
none of the inputs is individually a cause, because, following
the definition, changing only one input from false to true
would not influence the result. But this may appear counter-
intuitive, since even a single false input leads to false output,
hence, according to our definition, there are two IMCs of
u3 = 0:C = {(u1, 0, t)} andC = {(u2, 0, t)}. Fundamentally,
while counterfactual definitions seek to find the knowledge
(preferably, minimal in some sense) of the state of the system
such that the negation of this knowledge is sufficient to
make the explanation target false, our approach seeks the
knowledge that is sufficient to conclude that the explanation
target is true.
Another work [40] defines actual but-for causes of ϕ under

some contingency in the model represented by structural
equations [42]. It also suggests amendments to the commonly
discussed problems in causal relations but it is based on the
counterfactual theory, while, as mentioned above, our causes
are not necessarily counterfactual.

In other words, we see our causality connected closer to
the first three types of causes formulated by Aristotle and
call it general. We deduce the minimal set of assignments
sufficient to infer t in the context of a given FBD, with respect
to the process taken place in the system and shown by a
counterexample. However, our definition does not consider
the system as a whole at every extension step, meanwhile,
there may exist such combinations of constraints that gen-
erally restrict the ranges of output assignments of atomic
blocks. For instance, consider Fig. 13, where signals merge
in a common ancestor if traversing backwards from a2,s,
hence eliminating any scenario where the output of block
AND is true. By our definition, {a1,s} is always an IMC of
a2,s, which may sound counter-intuitive as, in this FBD, a2,s
can always be concluded regardless of any other knowledge
of a2,s. The following version of the definition of a cause is
based on the whole set of constraints of a system model.

FIGURE 13. Illustration of a non-intuitive algorithm result at step s due to
variables u3 and u4 having a common ancestor u1. The path of an
explanation process for a2,s is highlighted with bold blue. Here block NOT
inverts the signal from variable u1, thus, block AND computes the
expression v (a2,s) = v (a1,s) ∧ ¬v (a1,s), which is always false. The
algorithm will result in the path in bold blue and {(u1, 1, s)} will be the
inclusion-minimal cause of u2.

Definition 11 (Flow-independent cause): Consider FBD
D, its set of constraints CD, a counterexample X , a set of
assignments C ⊆ X from this counterexample, and an
explanation target t ∈ X . Then C is a flow-independent cause
of t iff the formula∧

r∈CD

r

 ∧
 ∧
ai,j∈C

(vi,j = v(ai,j))

→ (vt,tj = v(t))

is valid.

Definition 12 (Minimal flow-independent cause): C is a
minimal flow-independent cause (MFIC), if there is no
C ′ ⊂ C that satisfies the relation above.
Essentially, Definition 12 means that a set of assignments

C is anMFIC if it corresponds to aminimal set of assignments
that should be fixed in an FBD to keep the value of the
target unchanged even in case other variables values vary.
Still, Fig. 14 shows that the new definition brings up another
issue. The set of constraints of an FBDs does not encode
the direction of the information flow. This fact allows the
assignments that the value of the target does not depend on
to be included in MFIC.

FIGURE 14. Causes that are intuitively redundant but allowed by
Definition 12. The subset of constraints for this block is
CD = {v4,1 = v2,1, v5,1 = v3,1, v1,1 = v2,1, v1,1 = v3,1}, which means
that the values of all the variables u1, .., u5 are equal at the current
counterexample step. Following Definition 12, the minimal MFIC of any of
the assignments of these variables is a singleton that includes any of
them, i.e., {a1,1}, {a2,1}, {a3,1}, {a4,1}, {a5,1} (highlighted with bold blue).

Recalling that our Definition 9 filters away assignments
not required for the calculation of the target, we can combine
it with Definition 12 that considers the diagram as a whole
and, as a result, get the definition of a combined cause that
gets rid of both problems mentioned.
Definition 13 (Combined cause): Assume C ′ and C ′′ are

the unions of all MFICs and IMCs correspondingly. Then,
a set of assignments C is a combined cause if C = C ′ ∩ C ′′.
The algorithm that finds combined causes and its imple-

mentation in the graphical user interface is a part of the
ongoing and future work.

IX. CONCLUSION AND FUTURE WORK
In this paper, we have presented a novel counterexam-
ple explanation algorithm and an open-source tool, Oeritte,
which implements it together with a known LTL formula
explanation algorithm [23] and offers graphical backward
counterexample analysis.

Inspired by works [24], [37], the tool provides methods
and visual elements supporting explanations in terms of both
the LTL formula and the model (FBD) in the form of paths
from causes to the target values that they explain. The new
part of a user interface – LTL formula steps view, originally
implemented in [23] – increases the comprehensibility of
a cause of the LTL formula failure. The counterexample
explanation functionality of the tool might be scaled for FBDs
encoded with any language by implementing a parser from
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the source language into the program and counterexample
representations, whose implementations are provided in the
tool’s repository.

The elements of the user interface of Oeritte and their
functionality address the challenges of counterexample visu-
alization, as well as LTL formulae and a counterexample
explanation. The variables of the diagram (Fig. 6b, Fig. 6c)
and the LTL formula tree (Fig. 5a) are evaluated according
to a chosen counterexample step, which addresses the first
challenge. The second challenge is covered by the possibil-
ity to retrieve causes of the failure using only the formula
structure, where the LTL formula tree (Fig. 5a), the button
‘‘explain formula’’ and highlighted values (Fig. 5c) help with
visualization. Finally, the diagram (Fig. 5b) combined with
the presented method of individual assignment explanation
assists in the analysis of the system model as a whole.

An industrial-sized case study proves that Oeritte assists in
counterexample explanation for models of complex systems,
saving time and efforts of analysts.

Intuitively, our algorithm builds a tree of logical inference
with the root in the explanation target and the leaves in input
assignments of the opened diagram. This bounds the search
area and, as shown in the case study, sufficiently reduces the
time spent on understanding the issue. On the other hand,
there is still room for making the results more precise. For
instance, consider a counterexample where the formula might
have been true unless the last state triggered its failure. Here,
the way inference paths were modified since the previous step
and why this change took place might play a key role in the
explanation process. In another scenario especially applicable
to models of complex systems, numerous assignments from
different steps in scattered diagram areas influence the target.
Having a single counterexample, we could calculate a set
of changes (minimal or not) in variable values that may
indirectly indicate the cause of the problem. Adding to this
method a possibility for the user to fix the assignments, so that
the changes for them are not suggested, will contribute to
narrowing down the search.

One of the branches of our future work includes the the-
oretical formulation of the aforementioned diagram search
space reduction ideas, development and implementation of
supporting graphical user interface concepts. Another point
of enhancement is the tool itself. We will continue improving
the user interface (especially its diagram area) and eliminat-
ing the input data restrictions. One of the most challeng-
ing milestones in explanation enhancement is to show the
complex inference paths clearly, visually separating minimal
causes and adding the time dimension.

APPENDIX A
PROOF OF THEOREM 1
Definition 14 (Computation graph): A computation graph

of an FBD is a directed graph whose vertices correspond to
assignments. Due to the determinism assumption of atomic
blocks, these assignments can be expressed as functions of
some other assignments. These dependencies correspond to

the arcs of the computation graph. The graph is also acyclic
as feedback loops constituting of assignments from a single
time step are forbidden in considered FBDs.
Definition 15 (Causal path): In the computation graph of

FBDD for counterexample X , a causal path p = a1 a2 . . . am,
represented by a sequence of assignments ai, where i ∈ [1,m]
and am = t , is a directed path from an assignment a1 to the
explanation target such that each vertex aj, j ∈ [1,m − 1],
belongs to the local IMC of aj+1.

Proof: Suppose that Ct is the union of IMCs of t . As
Alg. 1 explores exactly all causal paths (this is due to line 7),
it remains to prove that assignment a belongs to some IMC
iff a belongs to some causal path. For it, we need to prove the
following two statements:

1) If there exists a causal path p from a to t , then a belongs
to some C ⊆ Ct .

2) If a ∈ C , where C ⊆ Ct , then there exists a causal path
from a to t .

By C∗a we denote a local IMC of a. To prove the first state-
ment, we take C =

⋃
a′∈p,a′ 6=a

C∗a′ , i.e., the union of local IMCs

of the assignments constituting p. Suppose that C 6⊆ Ct .
Then it is possible to remove some assignment from C and
it would remain a cause of t . But removing some assignment
will make it impossible to deduce its parent according to
Definition 9 (since all the children form a local IMC).Without
this parent, it becomes impossible to deduce the parent of this
parent. Applying this consideration a finite number of times
will make us conclude that it is impossible to deduce t . Thus,
C ⊆ Ct . Contradiction.
To prove the second statement, we will find how to con-

struct such a path for each computation graph. We can select
C to be an IMC of t . For C , there is a sequence of expand-
ing sets that eventually reaches t . Some of these extensions
introduce some assignments a11, . . . , a

1
k , to which there is an

arc from a (there is at least one such assignment, otherwise
removing a would retain C a cause of t and C would not be
IMC). If for all a11, . . . , a

1
k there are no arcs to assignments

used in the deduction for C , then, as before, we could have
removed a from C . Thus, there is at least one assignment a1i1
for which such an arc exists. Repeating the same considera-
tion for the parents of a1i1 , we get that there is some assignment
a2i2 to which there is an arc from a1i1 . There exists k such that
by repeating the same consideration k times, we will always
end up finding an arc leading to t . Thus, we have found a
causal path p = a a1i1 . . . a

k
ik t . �
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