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Low-Computational Voltage-Assessment Approach Considering Fine-Resolution Simulations for Distribution Systems with Photovoltaics

Karar Mahmoud, Mohamed Abdel-Nasser, and Matti Lehtonen

Abstract—The proliferation of photovoltaic (PV) has been increased in distribution systems worldwide. The intermittent PV generation can cause diverse operational problems in the grid, especially voltage deviations and violations. As a result, voltage assessment in distribution systems interconnected with PV, which has a heavy computational burden, is privileged to assist power utilities in decision-making. In this paper, a low-computational and accurate voltage assessment approach with PV considering fine-resolution simulations (i.e., time-step of 1 second) is proposed. Specifically, the proposed approach can rapidly compute the voltage deviation in the whole distribution system and terminal voltages of PV units based on a data-driven model. This model is built using machine learning considering various scenarios of PV and load profiles. The proposed approach has the following features: 1) its computational burden is very low compared to the widely used iterative based methods, 2) it can handle the full data with the finest available resolution, yielding accurate voltage assessment. The proposed method has been applied for voltage assessment considering daily and annual simulations of different distribution systems interconnected with PV units. The simulation results manifest the high accuracy and computational speed of the proposed approach, especially for fine-resolution simulations.

Index Terms—Voltage assessment, photovoltaic, low-computational, data-driven, distribution systems.

I. INTRODUCTION

Modern power systems incorporate decentralized small-scale distributed generations (DG) units attached to low/medium voltage distribution systems. To meet environmental and economic aspects, photovoltaic (PV) and wind DG units are widely installed to feed nearby commercial or residential loads with electricity [1]–[3]. Notably, power flow in distribution lines could be altered from unidirectional to bidirectional due to the injection of the intermittent power of renewable DG units [4], [5]. Power system planners and operators use computational tools to study the potential impacts of DG units that can occur at various times of the year, such as voltage violations and excessive power losses.
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To analyze the impact of DG units on modern distribution systems, high time-resolution data should be used to accurately represent their intermittent output power as well as fluctuated loads. However, conventional snapshot tools are insufficient to study all possible impact of these DG units. Therefore, several quasi-static time series (QSTS) analysis methods have been proposed to study the time-dependent aspects of power flow, such as the interaction between load and PV output fluctuations and control devices [6], [7]. QSTS analysis aims to provide time-series analysis of distribution systems by conducting distribution power flow algorithms for all time instants within the studied period. In general, these QSTS analysis methods have a high computational burden, especially for annual or long-term simulations with fine-resolution data (i.e., time-step of 1 second). In [8], the challenges in reducing the computational burden of QSTS simulations were discussed, including the number of power flows to be computed, comprehensive simulation analysis with fine-resolution data, time dependence between time steps, and multiple valid power flow solutions. These challenges limit system operators to simulate the distribution system with low-resolutions data in order to reduce its computational burden on the expensive accuracy, particularly when assessing the fluctuating voltage.

In the literature, several techniques have been proposed to reduce the computational burden of the voltage assessment in distribution systems with renewable generation. These techniques either reduce the number of power flows to be solved or shorten the computational time of power flow methods [9]. In [10], a generalized analytical technique to assess impacts of PV on radial distribution systems was presented. In [11], an index-based approach was proposed for evaluating the impact of PV with rich generation, taking into account the voltage rise phenomena as well as reverse power flow. In [12], a voltage assessment approach has been proposed for distribution systems with PV where a variable-width sliding window is utilized. In [13], a voltage assessment method has been proposed based on regression and correction techniques with intermittent PV generation and fluctuated loads. A methodology for primary voltage assessment on distribution systems interconnected with high PV penetration has been proposed in [14] based on time-series simulations. The authors of [15] proposed a numerical approach for simulating PV impacts on distribution systems, utilizing complete generation and load models. The authors of [16] suggested to store and reassign power flow solutions during time-series simulations in distribution systems. In [17],
a clustering technique was used to reduce the data resolution of load and DG scenarios, and calculated the power flow for the centroids of the clusters only. In [18], down-sampling and vector quantization methods were exploited to shorten the execution time of QSTS simulations. In [19], a variable step QSTS approach was proposed for fast analysis of PV impacts on distribution systems. Notably, most studies down-sample, cluster or quantize the fine-resolution data to reduce the number of power flows required to complete long-term simulations (e.g. 1 year). However, the use of low resolution data leads to inaccurate simulations [8], [20], [21].

As demonstrated in the above-mentioned literature review, the assessment of PV impacts on the voltage profiles in distribution systems is essential for utilities. In this regard, annual fine-resolution simulations of the distribution system based on traditional iterative power flow methods is a highly time-consuming task. To cover the gap in the literature, we propose the employment of machine learning to the voltage assessment problem in distribution systems with PV. The proposed machine learning-based approach produces fast and accurate fine-resolution simulations of distribution systems with PV, which overcomes the limitations of the existing iterative approaches. Specifically, the proposed approach calculates the total voltage deviation (TVD) in the entire distribution system and the voltage at the point of common connection (PCC) of PV units based on machine learning techniques. Unlike the time-consuming iterative approaches, the proposed approach relies on machine learning, meaning it lightens the computational burden at the operation phase since the computational burden is shifted to the off-line training phase. Additionally, in contrast to existing approaches that reduce the resolution of data using down-sampling or clustering techniques to shorten the simulation time at the expense of accuracy, the proposed approach considers the whole data (intermittent load and PV profiles), which yields accurate and rapid simulations. Accordingly, the proposed data-driven based approach is considered efficient for voltage assessment with intermittent PV generation considering fine-resolution simulations (i.e. time-step of 1 sec). To demonstrate the effectiveness of the proposed approach, it has been tested on two distribution systems with PV considering daily and annual profiles at different time-resolutions, finding that the proposed approach reduces the computational burden of the voltage assessment to less than 1 sec.

It is important to mention that the proposed approach facilitates performing accurate fine-resolution simulations for distribution systems interconnected with PV in a very short time. Accordingly, it can assist system planners to study the potential impacts of PV on voltage levels and system operators to monitor the operating voltage condition of the distribution system, which are cardinal for different control/automation tasks, such as feeder reconfiguration, restoration and Volt/VAr optimization.

Section II states the voltage assessment problem in the presence of PV. Section III describes the proposed machine learning based voltage assessment approach. Sections IV and V present results and conclusions, respectively.

II. PROBLEM STATEMENT AND PROPOSED APPROACH

The integration of PV units with high penetrations to distribution systems can be considered as a challenge for utilities. Such distributed PV generators have intermittent characteristics due to the fluctuations of the weather conditions, mainly solar irradiance and temperature. For example, Fig. 1 shows the output active power of PV during clear, cloudy, overcast, and rainy days. As shown, the PV generation profiles can have significant variations with respect to the different days. Furthermore, for all days (except the clear day), excessive fluctuations are noticed which requires fine-resolution simulations (in terms of seconds) to assess PV impacts on voltages. As a result, the voltage levels in the hosted distribution system (see Fig. (2)) are greatly alerted, and voltage assessment in the planning phase and even the operating phase of PV is essential. For this purpose, intensive time-series power flow solutions are required, which require heavy computational costs in terms of the CPU time. Driven by this limitation, we propose a fast approach for voltage assessment in distribution systems with PV. The proposed approach computes the PCC voltages, which represent terminal voltages of PV units, and the voltage deviation in the whole distribution system based on a data-driven model. This model is built using a machine learning technique considering various scenarios of PV and load profiles. Unlike the existing approaches that can take hours to deliver annual simulations of distribution systems, the proposed data-driven approach can rapidly deliver such annual simulations within a fraction of second at a high accuracy rate.

Figure 1. PV generation profiles for different days.

Figure 2. Distribution system with different loads and PV.
III. PROPOSED METHOD

A. Data Structure

The objective of voltage assessment is to compute the voltages at PCCs and the total voltage deviation in distribution systems during all time instants of the studied period \( \Omega_T = \{T_1, T_2, ..., T_N\} \). For a certain distribution system, \( \Omega_{Bus} = \{B_1, B_2, ..., B_{N_B}\} \) and \( \Omega_{PV} = \{PV_1, PV_2, ..., PV_{N_{PV}}\} \) symbolize the lists of all buses and PV buses, respectively. The generated power of each PV unit is denoted as \( S_{PV} \). Besides, the distribution system involves different loads types, which represents the practical condition. To model these loads in the voltage assessment model, the time-series values of various load types, as well as the corresponding PV generation values can be structured in a matrix \( \Theta \), as follows:

\[
\Theta = [\alpha \ \beta]
\]

(1)

in which

\[
\alpha = \begin{bmatrix}
S_{L_1,T_1} & S_{L_2,T_1} & \cdots & S_{L_{N_L},T_1} \\
S_{L_1,T_2} & S_{L_2,T_2} & \cdots & S_{L_{N_L},T_2} \\
\vdots & \vdots & \ddots & \vdots \\
S_{L_1,T_{N_T}} & S_{L_2,T_{N_T}} & \cdots & S_{L_{N_L},T_{N_T}}
\end{bmatrix}
\]

(2)

\[
\beta = \begin{bmatrix}
S_{PV_1,T_1} & S_{PV_2,T_1} & \cdots & S_{PV_{NPV},T_1} \\
S_{PV_1,T_2} & S_{PV_2,T_2} & \cdots & S_{PV_{NPV},T_2} \\
\vdots & \vdots & \ddots & \vdots \\
S_{PV_1,T_{N_T}} & S_{PV_2,T_{N_T}} & \cdots & S_{PV_{NPV},T_{N_T}}
\end{bmatrix}
\]

(3)

where \( \alpha \) and \( \beta \) involve the profiles of various load types and PV units, respectively. In this study, we consider three load types: residential, commercial, and industrial (details of load types are described in Section V.A). Let \( i \) and \( j \) represent the rows and columns of \( \Theta \), respectively, the elements of \( \Theta \) are normalized by dividing each column \( j \) with the corresponding nominal power, as follows:

\[
\psi_{Li,T_j} = S_{Li,T_j}/S_{Li,R} \quad \forall i, j \in \alpha
\]

(4)

\[
\psi_{PVi,T_j} = S_{PVi,T_j}/S_{PVi,R} \quad \forall i, j \in \beta
\]

(5)

where \( S_{Li,R} \) and \( S_{PVi,R} \) are, the rated power of load type \( i \) and nominal power of the \( j^{th} \) PV unit, respectively. Then, a normalized matrix (\( \Gamma \)) can be expressed as follows:

\[
\Gamma = [\phi \ \varphi]
\]

(6)

in which

\[
\phi = \begin{bmatrix}
\psi_{L_1,T_1} & \psi_{L_2,T_1} & \cdots & \psi_{L_{N_L},T_1} \\
\psi_{L_1,T_2} & \psi_{L_2,T_2} & \cdots & \psi_{L_{N_L},T_2} \\
\vdots & \vdots & \ddots & \vdots \\
\psi_{L_1,T_{N_T}} & \psi_{L_2,T_{N_T}} & \cdots & \psi_{L_{N_L},T_{N_T}}
\end{bmatrix}
\]

\[
\varphi = \begin{bmatrix}
\psi_{PV_1,T_1} & \psi_{PV_2,T_1} & \cdots & \psi_{PV_{NPV},T_1} \\
\psi_{PV_1,T_2} & \psi_{PV_2,T_2} & \cdots & \psi_{PV_{NPV},T_2} \\
\vdots & \vdots & \ddots & \vdots \\
\psi_{PV_1,T_{N_T}} & \psi_{PV_2,T_{N_T}} & \cdots & \psi_{PV_{NPV},T_{N_T}}
\end{bmatrix}
\]

where \( \phi \) and \( \varphi \) represent the normalized matrix of loads and PVs, respectively.

B. Voltage assessment using support vector regression (SVR)

In general, all possible scenarios of PV output power and loads, and the corresponding TVD and PCC voltages can be considered as (input, output) training pairs. These pairs can be exploited to train a machine learning technique to learn a model (mapping function) that maps a possible scenario to TVD and PCC voltages. After the model is built, assessing the outputs for any new scenario of PV output power and load need simple operations with very short execution time. Indeed, there are several machine learning techniques that can be utilized to model voltage time-series data, such as support vector regression (SVR), regression trees, and neural networks. Indeed, the support vector machine (SVM) algorithm is a popular machine learning tool that offers solutions for both classification and regression problems. In this study, we employ SVR with the radial basis function (RBF) kernel to build the voltage assessment model, noting that the use of kernel trick (kernel functions) provides a way to create nonlinear regression models [22]. SVR with RBF kernel is efficient for handling nonlinear relationships between targets and input data by implicitly mapping their inputs into high-dimensional feature spaces. Another merit of the SVR technique is that its computational complexity does not depend on the dimensionality of data. Besides, it has a generalization capability with excellent prediction precision.

Let \( S = \{(x_i, y_i) | x_i \in \mathbb{R}^p, y_i \in \mathbb{R}, i = 1, 2, ..., n\} \) be a dataset, in which \( x_i \) is an input and \( y_i \) is the corresponding target, and \( n \) is the number of instances. The SVM algorithm finds a function \( f(x) \) that is flat as possible and maps \( x_i \) to \( y_i \) with \( \epsilon \) deviations:

\[
f(x) = \langle w, x \rangle + b \quad \text{with} \quad w \in \mathbb{R}^p \quad \text{and} \quad b \in \mathbb{R}
\]

(9)

here \( \langle \cdot, \cdot \rangle \) refers to the dot product in the \( p \)-dimensional space. Note that small values of \( w \) indicates the flatness of the solution. The regression problem can be expressed as optimization problem [23], [24]:

\[
\text{minimize} \quad \frac{1}{2} ||w||^2 + C \sum_{i=1}^{n} (\xi_i + \xi_i^*)
\]

(10)

subject to

\[
y_i - w \cdot \Phi(x_i) - b \leq \epsilon + \tilde{\zeta}_i
\]

(11)

\[
w \cdot \Phi(x_i) + b - y_i \leq \epsilon + \xi_i^*
\]

(12)

\[
\tilde{\zeta}_i, \xi_i^* \geq 0
\]

(13)

where \( \zeta_i \) and \( \xi_i^* \) are slack variables. The parameter \( C > 0 \) is presented to make the linear solution feasible, noting that \( C > 0 \) controls the trade-off between the flatness of \( f(x) \) and...
the amount to which deviations larger than $\epsilon$. The optimization problem is usually solved in its dual formulation using Lagrange multipliers:

$$\text{minimize} \; \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{n} (\alpha_i - \alpha_i^*) \cdot \Phi (x_i, x_j)$$

\[
\cdot (\alpha_j - \alpha_j^*) - \sum_{i=1}^{N} (\alpha_i + \alpha_i^*) \cdot \varepsilon + \sum_{i=1}^{n} (\alpha_i - \alpha_i^*) \cdot y_i
\]

subject to

$$\sum_{i=1}^{n} (\alpha_i - \alpha_i^*) = 0; \alpha_i, \alpha_i^* \geq 0$$

The following simplified expression for SVR output can be obtained after solving for the positive Lagrange multiplier pairs $(\alpha_i - \alpha_i^*)$:

$$\hat{y}(x) = \sum_{i=1}^{N} (\alpha_i - \alpha_i^*) \cdot K (x, x_i) + b$$

Note that $K (x_i, x_j) = \Phi (x_i) \cdot \Phi (x_j)$ refers to the SVR kernel. Here, we use RBF kernel, which can be defined as follows: $K (x_i, x_j) = \exp \left( -\frac{1}{2} \| x_i - x_j \|^2 \right)$.

To implement the voltage assessment approach by the SVR technique, training dataset which involves input and output vectors are required. For this purpose, synthetic data are constructed using different possible scenarios of PV and load power values. To do so, the normalized load and PV power values are sampled within the higher and lower boundaries ($\eta_{\text{min}}, \eta_{\text{max}}$). Let us define the two vectors $X_{L_u}$ and $X_{PV_v}$ that contain the sampled values of load type $u$ and PV unit $v$, respectively, as follows:

$$X_{L_u} = \begin{bmatrix} \eta_{L_{u,\text{Min}}} \\ \eta_{L_{u,\text{Max}}} \end{bmatrix}$$

$$X_{PV_v} = \begin{bmatrix} \eta_{\text{PV}_{v,\text{Min}}} \\ \eta_{\text{PV}_{v,\text{Max}}} \end{bmatrix}$$

where $R_{PV_v}$ and $R_{L_v}$ are uniform sampling rates of PV and load power values, respectively. Then, a matrix $X$ can be built by considering all possible combinations of $X_{L_u}$ and $X_{PV_v}$ elements, in which each combination represents a possible operation scenario. Once the input matrix $X$ is built, the corresponding output matrix $Y$ is generated. For this purpose, a power flow tool can be utilized to compute the voltages and total voltage deviations (i.e., $Y$) for each possible scenario (i.e., each row of $X$). In this work, a backward forward sweep (BFS) power flow method proposed in [25] is utilized. The solution steps of this power flow method involves: 1) computing current injections at all nodes considering PV and load power, 2) computing the line power flows, and 3) updating voltages by developed quadratic-based line models. These three steps are repeated till the solutions are converged.

Fig. 3 shows a general branch model of distribution systems interconnected with PV. For a distribution system with various branches, the $Y$ matrix can be expressed as follows:

$$Y = [V_{\text{PV}} \; \text{TVD}]$$

in which

$$V_{\text{PV}} = \begin{bmatrix} V_{\text{PV},1,1} & \cdots & V_{\text{PV},1,N_{PV}} \\ \vdots & \ddots & \vdots \\ V_{\text{PV},N_{PV},1} & \cdots & V_{\text{PV},N_{PV},N_{PV}} \end{bmatrix}$$

$$\text{TVD} = \begin{bmatrix} TVD_1 \\ \vdots \\ TVD_{N_{PV}} \end{bmatrix}$$

\[ TVD_i = \sum_{b \in \Omega_{\text{Bus}}} (1 - V_{b_i})^2 \]

The input data ($X$) and output data ($Y$) are employed for constructing the SVR model. Then, daily or yearly data (PVs and loads) can be fed into the trained SVR model to rapidly calculate the corresponding PCC voltages and TVD ($Y^{\text{Est}}$). It worth noting that the data used to train the voltage assessment model are generated by considering the upper and lower operating conditions of the load and PV units ($\eta_{\text{min}}, \eta_{\text{max}}$) in the distribution system under study. Therefore, any actual PV and load power will be within these operational limits. Note that in the assessment phase, realistic datasets for PV and load profiles, described in the result section, are utilized for evaluating the proposed approach. These datasets are considered as inputs for the trained machine learning model which in turn estimates the corresponding output voltage and TVD.

Notably, the performance of the proposed approach can be maintained under the reconfiguration of the distribution network with tie and sectionalizing switches. In general, the topology of the distribution system is decided depending on the load and PV generation conditions. Accordingly, for each load and PV scenario, the topology of the distribution network is assigned and incorporated in the matrix $X$. By doing so, the voltage assessment model will be updated to consider the reconfiguration of the network.
IV. SOLUTION PROCESS AND EVALUATION METRICS

A. Solution Process

The solution process of the proposed approach is presented in Algorithm 1. It starts with reading the data of the distribution system under study including line parameters. Further, the algorithm reads all data of various load types and their corresponding profiles. Another important variable to be entered to the algorithm is the data of the PV units including the locations, sizes and their generation profiles. Once these data are entered into the algorithm, the vectors $X_L$ and $X_{PV}$ are constructed according to (17) and (18) based on the adopted uniform sampling rates $R_{PV}$ and $R_L$, respectively. Then the $X$ matrix is built as explained in the previous subsection, and so the corresponding $Y$ matrix represented in (19) is computed via the power flow method.

To build the voltage assessment model, both $X$ and $Y$ are fed into the SVR technique. Given daily or annually profile with a certain resolution of PV and load power data, for each time instants of the studied period $\Omega_T = \{T_1, T_2, ..., T_{NT}\}$, the corresponding TVD and PCC voltages are computed using the voltage assessment model. Notably, the proposed approach considers the whole dataset avoiding down-sampling or clustering techniques that may lose information about the actual status of voltages in the distribution system. This voltage assessment model lightens the computational burden because most of the computational burden has been shifted to the off-line training process. Therefore, the use of the trained voltage assessment can perform fine-resolution simulations rapidly. Note that the BFS power flow method [25] which can deliver accurate results is utilized for computing the actual values of the voltage and TVD in the distribution system.

Algorithm 1 Implementation of Proposed Method

1: Read distribution system parameters and various load profiles considering their distribution among the buses.
2: Read data of PV including: locations, sizes, and generation profiles.
3: Build the $X_L$ and $X_{PV}$ matrices according to (17) and (18).
4: Construct the matrix $X$ by considering all possible combinations of $X_L$ and $X_{PV}$ elements.
5: Generate $Y$ matrix with respect to $X$ as described in (19).
6: Build the SVR model using the input matrix $X$ and the target matrix $Y$.
7: Read daily or annually PV and load profiles during the studied period.
8: while $t \leq NT$ do
9: \hspace{1em} Compute $Y_{t}^{\text{Est}}$ using the SVR model.
10: \hspace{1em} Save PCC voltages and TVD.
11: \hspace{1em} end
12: Print results.

B. Performance evaluation metrics

To prove the validity of the proposed approach, we use five metrics to measure how much the computed TVD and voltages are close to the exact values. The metrics used are normalized mean squared error (NMSE), root mean squared error (RMSE), mean absolute error (MAE), mean absolute relative error (MARE), and coefficient of correlation (COC), formulated as follows:

\begin{equation}
NMSE_i = \frac{1}{NT} \sum_{t=t_1}^{t_{NT}} \frac{(|D_{i,t}^P| - |D_{i,t}^E|)^2}{a_1 + a_2}
\end{equation}

\begin{equation}
RMSE_i = \sqrt{\frac{1}{NT} \sum_{t=t_1}^{t_{NT}} (|D_{i,t}^P| - |D_{i,t}^E|)^2}
\end{equation}

\begin{equation}
MAE_i = \frac{1}{NT} \sum_{t=t_1}^{t_{NT}} |D_{i,t}^P - D_{i,t}^E|
\end{equation}

\begin{equation}
MARE_i = \frac{1}{NT} \sum_{t=t_1}^{t_{NT}} \frac{|D_{i,t}^P - D_{i,t}^E|}{D_{i,t}^E}
\end{equation}

\begin{equation}
COC_i = \frac{\sum_{t=t_1}^{t_{NT}} (D_{i,t}^E D_{i,t}^P) - (\sum_{t=t_1}^{t_{NT}} D_{i,t}^E)(\sum_{t=t_1}^{t_{NT}} D_{i,t}^P)}{\sqrt{\sum_{t=t_1}^{t_{NT}} D_{i,t}^E \sum_{t=t_1}^{t_{NT}} D_{i,t}^P}}
\end{equation}

where $D^E$ and $D^P$ refer to the actual values computed by the BFS power flow method and predicted values obtained by the trained model, respectively, $a_1 = \frac{1}{NT} \sum_{t=t_1}^{t_{NT}} D_{i,t}^P$, $a_2 = \frac{1}{NT} \sum_{t=t_1}^{t_{NT}} D_{i,t}^E$, $Z_{1,t} = NT \sum_{t=t_1}^{t_{NT}} (D_{i,t}^E)^2 - (\sum_{t=t_1}^{t_{NT}} D_{i,t}^E)^2$, and $Z_{2,t} = NT \sum_{t=t_1}^{t_{NT}} (D_{i,t}^P)^2 - (\sum_{t=t_1}^{t_{NT}} D_{i,t}^P)^2$.

V. RESULTS AND DISCUSSIONS

A. Test system and studied cases

The proposed voltage assessment approach with PV has been implemented on MATLAB2019 with 2.4-GHz PC with...
16.00 GB of RAM. The IEEE 33-bus distribution test feeder has been utilized for evaluating the performance of the proposed approach (Fig. 4). The nominal load data and parameters of the lines are given in [26]. In this work, three PV units are assumed to be distribution at buses 6, 17, and 32. To simulate the real situation where various load types exist, we consider three load types (i.e. residential, commercial, and industrial) to be allocated among the buses of the test feeder. We study two cases on the IEEE 33-bus test feeder interconnected to the three PV units to prove the efficacy of the proposed voltage assessment approach:

- **Case 1—Daily case**: The voltage assessment is performed for a fluctuated profile of PVs with 1 sec, 30 sec, 1 min, 15 min, 30 min, and 1 h time resolutions.
- **Case 2—Yearly case**: The voltage assessment is performed for a whole year of PVs with 30 sec, 1 min, 15 min, 30 min, and 1 h time resolutions.

The BFS method is used to validate the results and the performance of the proposed method with the two cases. With case 1, the daily generation profiles of PVs and profiles of the three load types are given in [27] and [28], respectively. Fig. 5 shows generation profiles of PV with 1 sec, 1 min, and 1 hour resolutions. As noticed, the variation with the lower resolutions (1 sec and 1 min) are much higher than the 1 hour resolutions. Therefore, the voltage assessment should be performed at the finest resolution of data (huge number of samples), which requires a fast computational approach to get the result in a reasonable time. With case 2, the profiles of the various load types and PV units for the year are taken from [29] and [30], respectively. In the assessment phase, these daily and yearly datasets are entered to the trained machine learning model for estimating the corresponding output voltage and TVD.

Here, we provide the parameters of the proposed voltage assessment approach. \(\eta_{\text{PV}}^{\min}\) and \(\eta_{\text{L}}^{\min}\) values are 0.0 and 0.3, respectively while \(\eta_{\text{PV}}^{\max}\) and \(\eta_{\text{L}}^{\max}\) values are 1.0. \(R_{\text{L}}\) and \(R_{\text{PV}}\) values are adopted to be 0.05. Accordingly, the sample numbers in \(X_{\text{L}}\) and \(X_{\text{PV}}\) equal 15 and 21, respectively. Since the number of load types \((u)\) is 3, the number of samples in \(Y\) is 70875 according to the description of (19).

**B. Evaluation of the computational burden**

Here, the computational burden (in terms of the CPU time) of the proposed voltage assessment approach with the two cases at various resolutions is studied. Fig. 6 and Fig. 7 show the computational burden of the proposed voltage assessment approach and the exact BFS method with case 1 and case 2, respectively. Besides, the corresponding speedup of the proposed approach is shown at the different time resolutions. Note that the y-axis of Fig. 6 and Fig. 7 has the log scale. These figures demonstrate that computational burden of the iterative power flow method is heavy, especially with the high resolutions of data (i.e. massive number of samples). At the finest resolution of case 1 (1 sec), the CPU time of the iterative power flow method is close to 1000 sec while it is about 10000 sec at the finest resolution of case 2 (30 sec). This analysis emphasizes that the iterative power flow methods are not computationally efficient for assessing voltages with high resolution data because they require extensive calculation processes at each time instant of the simulation. On the one hand, the long execution time of the iterative power flow methods with high data resolutions limits the number of simulations to be done by system operators. On the other hand, the use of rough resolutions of data reduces the CPU time values of the iterative power flow methods on the expensive of the accuracy of the voltage assessment since they do not utilize the full representation of fluctuated voltages.

Unlike the existing voltage assessment approaches based on the iterative power flow methods, the proposed approach has a very low computational burden without applying any down-sampling or clustering technique to reduce the resolution of the data, and thus benefiting the full representation of PV and load profiles. In both cases, Fig. 6 and Fig. 7 show that the CPU time of the proposed voltage assessment approach is almost 0.1 sec at the different time resolutions, which is much lower than those of the iterative method. We also compute the speedup of the proposed approach as follows: \(\text{speedup} = T_i/T_p\), where \(T_p\) and \(T_i\) are the CPU time of the proposed and iterative power flow approaches, respectively. In the case of the rough resolution of data (1 hour), the speedup of the proposed method is about 10 with the daily simulations, and about 900 with annual simulations. The red dashed lines shown in Fig. 6 and Fig. 7 demonstrate that the speedup values of the proposed approach significantly increase with the use of high resolution of data. Interestingly, the speedup of the proposed approach with cases 1 and 2 at the finest data resolutions is about 10000. This analysis emphasizes the low computational burden of the proposed voltage assessment approach with both fine and rough resolutions of data.
Table I
ACCURACY OF THE PROPOSED METHOD FOR DAILY SIMULATIONS WITH DIFFERENT RESOLUTIONS.

<table>
<thead>
<tr>
<th>Item</th>
<th>Voltage Errors</th>
<th>TVD Errors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error</td>
<td>NMSE</td>
<td>RMSE</td>
</tr>
<tr>
<td>1-sec</td>
<td>0.0000113</td>
<td>0.0000062</td>
</tr>
<tr>
<td>30-sec</td>
<td>0.0000114</td>
<td>0.0000061</td>
</tr>
<tr>
<td>1-min</td>
<td>0.0000112</td>
<td>0.0000061</td>
</tr>
<tr>
<td>15-min</td>
<td>0.0000111</td>
<td>0.0000062</td>
</tr>
<tr>
<td>30-min</td>
<td>0.0000115</td>
<td>0.0000063</td>
</tr>
<tr>
<td>1-hour</td>
<td>0.0000101</td>
<td>0.000006</td>
</tr>
</tbody>
</table>

Table II
ACCURACY OF THE PROPOSED METHOD FOR YEARLY SIMULATIONS WITH DIFFERENT RESOLUTIONS.

<table>
<thead>
<tr>
<th>Item</th>
<th>TVD errors</th>
<th>Voltage errors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error</td>
<td>NMSE</td>
<td>RMSE</td>
</tr>
<tr>
<td>30-sec</td>
<td>0.0000371</td>
<td>0.0000245</td>
</tr>
<tr>
<td>1-min</td>
<td>0.0000370</td>
<td>0.0000245</td>
</tr>
<tr>
<td>15-min</td>
<td>0.0000369</td>
<td>0.0000245</td>
</tr>
<tr>
<td>1-hour</td>
<td>0.0000371</td>
<td>0.0000246</td>
</tr>
</tbody>
</table>

C. Accuracy Evaluation

In this subsection, the accuracy of the proposed approach to compute the TVD and PCC voltages of PV is demonstrated for the daily and annual case studies with the different resolutions. In Table I and Table II, the performance of the proposed approach in terms of NMSE, RMSE, MAE, MARE, and COC evaluation metrics, is shown for case 1 and case 2, respectively, at the different resolutions of the data. Note that the best value of NMSE, RMSE, MAE and MARE evaluation metrics is zero, while the best value of COC is one. As noticed in Table I and Table II, the values of NMSE, RMSE, MAE and MARE achieved by the proposed approach are close to zero at all resolutions with the two cases. With case 1, the proposed approach achieves a RMSE value of 0.000062 at 1 sec data resolution while it achieves a RMSE value of 0.000245 at 30 sec data resolution with case 2. Further, the proposed approach obtains COC values almost equal 0.999 (COC≈1) for all resolution of the daily and annual cases.

It is worth noting that fine-resolution simulations can provide a more detailed analysis for different aspects, most importantly voltage fluctuations. For the sake of simplicity and space limitations, in Fig. 8 we show the voltage at bus 6 and TVD computed by the proposed and iterative approaches at only 1 sec, 1 min and 1 hour data resolutions for case 1. Notably, the fluctuation of the TVD and the PCC voltage in the case of 1 sec are much higher than those in the case of 1 hour. In other words, the voltage fluctuations cannot be noticed as shown in Fig. 8a that has a resolution of 1 hour; However, the use of a finer resolution (1 sec) in Fig. 8c reveals the existing fluctuations of the voltage during the studied period. As noticed, the voltage and the TVD values computed by the proposed approach are almost equal to the the exact values computed by the iterative power flow approach, even at the finest resolution.

D. Voltage assessment with different PV penetrations

Here, the proposed voltage assessment approach is applied to the 33-bus test feeder considering different PV penetrations. This analysis is vital to show the variation of the voltage level with PV size in order to find the optimal PV size while avoiding the voltage violations. To do so, we apply the proposed approach to rapidly compute the voltage at PCC and the voltage deviation. The three PV units are located at buses mentioned in Section VA. In this analysis, the finest resolution of the annual data is considered where the PV size is changed from 0 to 10000 kW.

Fig. 9 shows the variation of PCC voltage with the PV size and the average voltage deviation during the year against the PV size. In Fig. 9 (a), the horizontal dashed line represents the maximum voltage limit (1.1 pu) while the vertical dashed line represents the critical PV size at which the PCC voltage exceeds the voltage limit during the year. It should be noted that each blue curve represents the voltages computed using the proposed approach for a particular sample of the annual data with the studied PV penetrations. As shown, the critical penetration equals 4200 kW, noting that any PV size larger than this limit yields excessive voltage violations. Besides, the average voltage deviation given in Fig. 9 (b) demonstrates that the PV size can contribute in minimizing the voltage deviations until 1200 kW PV size at which the corresponding lowest voltage deviation is 0.05836. Beyond this limit, the the average voltage deviation is increased with the PV penetration. This analysis affirms the applicability of the proposed approach not only for time-series simulations, but also for determining the most proper PV size with respect to the PCC voltage and the total voltage deviation.

E. Validation on larger distribution system

To further verify the effectiveness of the proposed approach, we test it on the 119-bus distribution system (Fig. (10)) interconnected to three PV units [31]. Table III shows the maximum NMSE, RMSE, MAE, MARE values, and the minimum COC values of the TVD and voltages by the proposed approach with yearly simulations in the 119-bus distribution system. As noticed the values of NMSE, RMSE, MAE and MARE achieved by the proposed approach are close to zero.
Figure 8. The voltage at bus 6 and TVD computed by the proposed and iterative approaches at different resolutions for case 1. (a) voltage at 1 hour resolution, (b) TVD at 1 hour resolution, (c) voltage at 1 min resolution, (d) TVD at 1 min resolution, (e) voltage at 1 sec resolution, and (f) TVD at 1 sec resolution.

at all resolutions while the proposed approach obtains COC values almost equal 0.999 for all resolution. Fig. 11 shows the computational burden of the proposed voltage assessment approach and the exact BFS method with yearly simulations in the 119-bus distribution system. With time-resolutions of 30-sec, 1-min, 15-min and 1-hour, the CPU time of the proposed approach is almost 0.1 sec, which is much lower than the ones of the exact method. Interestingly, the speed-up values for this larger distribution system is higher than those of the 33-bus test system. This trend reveals that the proposed approach
is efficient for voltage assessment in large-scale distribution systems.

VI. CONCLUSIONS

In this paper, we have proposed a fast and accurate voltage assessment approach in distribution interconnected with PV using considering fine-resolution simulations. The proposed approach is based on data-driven models using machine learning techniques considering various scenarios of PV and load profiles. The main merit of the proposed approach is that it can calculate the total voltage deviation and terminal voltages of PV units accurately in a very short time. To demonstrate the effectiveness of the proposed approach, it has been tested on distribution systems interconnected with PV units considering daily and annual simulations. The simulation results emphasize the high precision and insignificant computational burden of the proposed approach compared to existing iterative based methods with both fine- and rough-resolution simulations. In both daily and yearly cases, the CPU time of the proposed
voltage assessment approach is almost 0.1 sec at the different time resolutions, which is much lower than those of the iterative method (e.g., 10000 sec with the finest resolution of the yearly case). In terms of 5 evaluation metrics, the proposed approaches achieves accurate TVD and PCC voltages, specifically it obtains very small NMSE, RMSE, MAE, MARE values, and COC close to one. The proposed approach can play a vital role to assist power utilities in decision-making relating to assessing the influence of PV on voltages levels in distribution systems with high resolution of data. In the future, the proposed approach will be extended to include other DG types and energy storage systems.
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