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A B S T R A C T

Heart failure (HF) is a major global health concern and is increasing in prevalence. It affects
the larynx and breathing � thereby the quality of speech. In this article, we propose an
approach for the automatic detection of people with HF using the speech signal. The pro-
posed method explores mel-frequency cepstral coefficient (MFCC) features, glottal features,
and their combination to distinguish HF from healthy speech. The glottal features were
extracted from the voice source signal estimated using glottal inverse filtering. Four machine
learning algorithms, namely, support vector machine, Extra Tree, AdaBoost, and feed-for-
ward neural network (FFNN), were trained separately for individual features and their com-
bination. It was observed that the MFCC features yielded higher classification accuracies
compared to glottal features. Furthermore, the complementary nature of glottal features was
investigated by combining these features with the MFCC features. Our results show that the
FFNN classifier trained using a reduced set of glottal + MFCC features achieved the best over-
all performance in both speaker-dependent and speaker-independent scenarios.
© 2021 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC

BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/)
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1. Introduction

Pathophysiologically, heart failure (HF) is characterized as the inability of the heart muscle to pump blood as well as it
should (Coronel, 2001). HF is estimated to affect more than 37 million people worldwide (Ziaeian and Fonarow, 2016). Patients
with HF experience various symptoms, such as edema, fatigue, dyspnea, rapid or irregular heartbeat, chest pain, and
nausea (Ponikowski, 2016). These symptoms limit patients daily physical and social activities and result in poor quality of
life (Zambroski, 2005; Rector, 2006). Although HF is a serious condition that progressively deteriorates over time, the majority of
cases can greatly benefit from treatment at the right time.

The presence of edema, swelling caused by fluid retention in body tissues, is a distinctive feature of HF (Murton, 2017). HF-
related edema causes an increase in weight as decompensation approaches (Joseph, 2009). Regular weighing is an easy and non-
invasive way for patients to detect a weight increase at home (Joseph, 2009). However, edema-related weight gains occur rela-
tively late in the disease progression and may not be detected in time to prevent decompensation (Joseph, 2009). Therefore, HF
specialists emphasize the need for alternative non-invasive technologies that can identify edema earlier than weight
gain (Gheorghiade, 2005). Speech is an emerging non-invasive biomarker that has been associated with several pathologies
including dysphasia, obstructive sleep apnea, and other neurological and laryngeal disorders (Kiran Reddy et al., 2020;
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Goldshtein, 2011; Orozco-Arroyave, 2015). Two recent studies have investigated the relationship between speech and heart
disease (Murton, 2017; Maor, 2016). In Murton (2017), the authors analyzed how several measures of voice quality, such as the
cepstral peak prominence (CPP) parameter, correlate with improvements in HF symptoms during a decompensation treat-
ment. Logistic regression analysis of mel-frequency cepstral coefficients (MFCCs) was used to study the association
between coronary artery disease and voice characteristics in Maor (2016). These studies showed for the first time that
non-invasive voice signal characteristics are associated with heart diseases. Furthermore, it has been observed that the
severity of HF-related edema required to measurably change the voice is small compared to the severity needed to
increase body weight (Murton, 2017). Hence, speech-based approaches have a great potential to be used for non-invasive
detection of HF at an early stage.

HF-related edema in the vocal folds and lungs is hypothesized to affect phonation and speech respiration (Murton, 2017).
Therefore, the acoustic features extracted from two of the main parts of the speech production process, glottal excitation and
vocal tract, may contain useful information for identifying HF. To the best of our knowledge, there are no previous studies on the
automatic detection of HF from speech signals. The current study focuses on investigating the effectiveness of MFCC features,
glottal features, and their combination in distinguishing the speech of HF patients from the speech of healthy controls. The glottal
features consist of time- and frequency-domain glottal parameters, which characterize different aspects of the airflow excitation
waveform of voiced speech, the glottal waveform (Alku, 2002). While MFCCs mainly capture the vocal tract information of
speech, the glottal features represent the source information of the speech production mechanism. The features extracted from
every speech utterance, as well as the corresponding binary label indicating the presence of HF (i.e., HF vs. healthy), were used to
train support vector machine (SVM), Extra Tree (ET), AdaBoost, and feed-forward neural network (FFNN) classifiers. The perfor-
mance of the classifiers was compared in speaker-dependent and speaker-independent scenarios. The speaker-independent clas-
sification was performed on training data by using a leave-five-speakers-out cross validation strategy. The experimental results
show that FFNN provides the best classification performance when trained using the optimal subset of features obtained via fea-
ture selection.

The rest of the paper is structured as follows. Section 2 describes the proposed method, the collected speech database, the
acoustical features, and the classifiers used in the current study for classifying healthy from HF speakers. In Section 3, statistical
analyses of the glottal parameters between healthy speakers from HF speakers are reported. Further, this section also demon-
strates the acoustical changes in the speech signal and glottal excitation, caused by HF. The results of the classification experi-
ments are described in Section 4. Section 5 summarizes the present work.

2. The proposed method

Fig. 1 depicts the steps in the proposed system for the automatic detection of HF from a speech signal. In the training phase,
the features extracted from speech signals and the corresponding HF/healthy labels are used to train four classifiers, namely,
SVM, ET, AdaBoost, and FFNN classifiers. Two types of feature sets are extracted from every speech utterance present in the
speech corpus (described in Section 2.1). The first set consists of glottal parameters extracted from glottal flow waveforms. The
glottal waveforms are estimated from speech signals by using a recently proposed automatic glottal inverse filtering (GIF) algo-
rithm, the quasi-closed phase (QCP) method (Airaksinen, 2013). The QCP method is chosen for GIF because it was shown to per-
form better than the four most popular GIF algorithms (Airaksinen, 2013). From the obtained glottal flow waveforms, 12 time-
and frequency-domain glottal parameters are extracted using the APARAT toolbox (described in Section 2.2). The second set con-
sists of MFCC features and their statistics (described in Section 2.3). The terms feature set and features are used interchangeably
in this paper.

The SVM, ET, AdaBoost, and FFNN classifiers (discussed in Section 2.4) are trained using the features extracted from
speech utterances as input and the corresponding labels as output. Each classifier is trained separately using individual
and combined (MFCC and glottal) feature sets. During testing, the trained classifiers can be used to detect the presence of
HF from the speech signals. The same set of speech features that were used during training, are extracted from the test
speech utterance. The extracted features are given as input to the classifiers, and the classifier predicts the labels
(HF/healthy).

2.1. The HF database

As part of the current study, a new speech database was recorded by the authors. The database includes recordings in Finnish
(text readings and spontaneous speech) by 25 healthy speakers (7 female and 18 male) and 20 HF patients (6 female and 14
male). The ages of the healthy speakers were between 54 and 83 (mean: 60) and the ages of the HF patients were between 36
and 81 (mean: 67). The patients were hospitalized for HF of any etiology, regardless of the left ventricular ejection fraction. The
speech data, sampled at 44.1 kHz, were recorded in doctor’s practice rooms using a condenser microphone (DPA 4065-BL). Each
speaker read the same Finnish text of 91 words three times (the text-reading task) and produced one spontaneous speech. For
the experiments of the current study, we have only considered the middle recitation of the text-reading task. This implies that
the language and linguistic content of the speech is the same for all the speakers. A linear phase FIR filter (cut-off frequency:
60 Hz) was used to remove the low-frequency noise picked up by the recording microphone. The duration of each speech file
was »1 min. The wave files were chopped into non-overlapping segments of 4 s each. Hence, a total of 628WAV files (segments)
were available for analysis.
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2.2. Extraction of the glottal feature set

The glottal flowwaveform estimated by using the QCP was parameterized with a glottal parameter set consisting of 12 known
time- and frequency-domain parameters (Childers and Lee, 1991; Alku, 2002). These parameters characterize various aspects of
the glottal flow waveform, and were estimated using the APARAT toolbox (Airas, 2005). The glottal parameters are listed in
Table 1. The glottal parameters were computed in 30 ms frames. While the harmonic richness factor (HRF) and the difference
between the first two glottal harmonics (H1H2) were computed pitch asynchronously once per frame, the remaining parameters
were computed pitch synchronously once per glottal cycle and then averaged over the frame. All of the nine time-domain param-
eters and the parabolic spectral parameter (PSP) were expressed using a linear scale, while H1H2 and HRF were expressed using
the dB scale. The glottal parameters computed from all voiced frames of the input speech signal finally form the glottal parameter
vector of the utterance. Voicing detection was computed using a simple method based on the frame’s log energy. The following
eight statistical measures were computed from the glottal parameter vector, as well as from its first derivative: minimum, maxi-
mum, mean, median, standard deviation, range, kurtosis, and skewness. This results in (12 + 12) � 8 = 192 parameters, referred
to in this work as the glottal feature set (GFS).

Fig. 1. The proposed method for HF detection from speech signals.

Table 1
Time- and frequency-domain glottal parameters. For more details,
see Childers and Lee (1991) and Alku (2002).

Time-domain glottal parameters

OQ1 Open quotient, calculated from the primary glottal opening
OQ2 Open quotient, calculated from the secondary glottal opening
NAQ Normalized amplitude quotient
AQ Amplitude quotient
CIQ Closing quotient
OQa Open quotient, derived from the LF model
QOQ Quasi-open quotient
SQ1 Speed quotient, calculated from the primary glottal opening
SQ2 Speed quotient, calculated from the secondary glottal opening

Frequency-domain glottal parameters
H1H2 Difference between the first two glottal harmonics
PSP Parabolic spectral parameter
HRF Harmonic richness factor
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2.3. Extraction of the MFCC feature set

In this study, 13 MFCCs were extracted every 10 ms. The MFCCs computed from all the voiced frames of the input speech sig-
nal form the MFCC parameter vector of the utterance. Eight statistical measures were computed from the MFCC parameter vec-
tor: minimum, maximum, mean, median, standard deviation, range, kurtosis, and skewness. This results in 13 � 8 = 104
parameters representing the MFCC feature set (MFS).

2.4. Classifiers

2.4.1. SVM
One of the most prevalent supervised learning models is SVM (Cortes, 2010). This algorithm aims to find the optimal hyper-

plane, based on labeled training data, which can be used to classify the test data. Although deep learning has become a prevalent
approach in many classification studies in speech technology (such as recurrent neural networks (RNNs) for emotion
recognition (Mirsamadi, 2017), convolutional neural networks (CNNs) for speaker identification (An et al., 2019), generative
adversarial nets (GANs) for language identification (Shen, 2017), and convolutional LSTM deep neural networks (CLDNNs) for
spoof detection (Dinkel et al., 2018)), SVM still constitutes a highly justified classifier technology in detecting speech from
patients with diseases such as dysphasia (Kiran Reddy et al., 2020), obstructive sleep apnea (Goldshtein, 2011), predementia, and
Alzheimer’s (K€onig, 2015). This is because speech databases recorded from patient populations usually contain little data, and
the amount of training data is typically not sufficient for training data-hungry deep learning networks. In this work, the Scikit-
learn Python library (Pedregosa, 2011) was used to implement the non-linear SVM algorithm with a radial basis function (RBF)
kernel. The RBF kernel was chosen by first comparing its performance with two other kernels (linear and polynomial) in pilot
experiments and by observing that the RBF kernel yielded the best accuracy among the three kernels compared. The kernel equa-
tion is given by

Kðx; yÞ ¼ expð�g k x� y k 2
�
; g >0; ð1Þ

where x and y are training samples and labels, respectively, and g is the kernel parameter. In addition to g; regularization was
used in the SVM with a regularization parameter C.

2.4.2. ET
The ET classifier (Geurts, 2006), a variant of Random Forest, is a type of ensemble learning technique that aggregates the

results of multiple de-correlated decision trees to output its classification result. Unlike the Random Forest method, the ET classi-
fier splits nodes by choosing cut-points fully at random, and it also uses the whole learning sample (rather than a bootstrap rep-
lica) to grow the trees. The ET algorithm works by creating a large number of unpruned decision trees from the training data
according to the classical top-down procedure (Geurts, 2006). Predictions are made by using majority voting from decision trees.
The main advantage of the ET algorithm is that it gives results that are comparable to those obtained by Random Forest but this
is achieved computationally more effectively (Geurts, 2006). The ET classifier was implemented in the current study using the
Scikit-learn Python library (Pedregosa, 2011).

2.4.3. AdaBoost
Adaptive boosting (AdaBoost) (Freund, 1999) is an iterative ensemble boosting approach that constructs a strong classifier

sequentially by combining multiple weak classifiers. The set of weak classifiers is built iteratively from the training data. At each
iteration, a higher weight is assigned to wrongly classified samples so that these observations get a high probability for classifica-
tion in the succeeding iteration. Weights are also computed for the classifiers according to the classification accuracy. A more
accurate classifier will get a higher weight. During testing, the predicted class of an input sample is computed as the weighted
mean prediction of the classifiers in the ensemble. The AdaBoost classifier was also implemented using the Scikit-learn Python
library (Pedregosa, 2011).

2.4.4. FFNN
Another classifier explored in the current study is FFNN. This is a supervised learning algorithm that learns a non-linear func-

tion f ð ¢ Þ : Rm !Rn from the training data, where m and n are the dimensions of input and output, respectively. Deeper networks
require large amounts of data for proper training, which is generally not available for speech data recorded from
patients (Kiran Reddy et al., 2020). On the other hand, a single hidden layer FFNN consisting of an appropriate number of hidden
units may give the desired performance even with a small dataset (Kiran Reddy et al., 2020). Hence, in this work, an FFNN with a
single hidden layer is used. The Keras framework Keras was used for constructing the FFNN. The optimal number of hidden neu-
rons was derived using a grid search algorithm (described in Section 4.1). A rectified linear unit (ReLU) activation function was
used for the hidden layer, and the output layer used a sigmoid activation function. The maximum number of epochs for training
was set to 25. The learning rate and the mini-batch size were set to 0.001 and 32, respectively. The squared hinge loss was
selected as the loss function. The weights of the network were initialized randomly, and they were optimized using the RMSprop
algorithm.
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3. Analysis of the glottal parameters and Log-Mel spectrograms between speakers with HF and their healthy controls

This section describes statistical tests that were computed from the glottal parameters (described in Table 1) in order to study
whether they show significant differences between the two speaker groups (healthy speakers vs. speakers with HF). It should be
noted (see Section 2.1) that the glottal parameters were computed from Finnish speakers reading the same text, that is, the lan-
guage and linguistic content of the speech data are the same for all speakers in both groups. In addition, the two groups are simi-
lar in age, and none of the speakers had any known disorders (e.g., a common cold) that could have affected their speech
production at the time of the recordings, except for HF in the case of the HF group. Therefore, it can be assumed that if the statisti-
cal tests showed a significant difference between the two speaker groups, the difference is expected to be due to HF.

Statistical tests were carried out with one-way repeated measures analyses of variance (ANOVAs) using each of the glottal
parameters as a dependent variable and the speaker group (healthy speaker vs. HF patient) as an independent variable. The glot-
tal parameters computed from all the voiced frames of an utterance were first averaged to obtain the utterance-level parameters
for which the ANOVA tests were computed. The results of the ANOVA tests are given in Table 2. From the table, it can be observed
that, except for PSP, all the glottal parameters showed statistically significant (p < 0.01) differences between the healthy speak-
ers and the speakers with HF. In addition to the ANOVA test, the statistical distributions of the glottal parameters between the
two speaker groups are described using box plots for four selected glottal parameters in Fig. 2. This figure shows the distributions
of three time-domain glottal parameters (the open quotient, calculated from the primary glottal opening (OQ1), the closing quo-
tient (CIQ), and the speed quotient, calculated from the secondary glottal opening (SQ2)) and one frequency-domain glottal
parameter (H1H2). The box plots demonstrate that the glottal parameters discriminate HF patients from their healthy controls.
In addition, these box plots enable describing the general differences in the glottal flow pulse between the HF patients and their
healthy controls as follows. The three time-domain parameters shown in Fig. 2 demonstrate that the mean values of OQ1 and
ClQ are larger for the speakers with HF compared to their healthy controls and that the mean value of SQ2 is closer to 1.0 for the
speakers with HF compared to their healthy controls. As described in previous studies on the parameterization of human speech
production (Holmberg et al., 1988; Alku, 2011), an increase in OQ1 and ClQ combined with the value of SQ2 moving close to 1.0
implies that the glottal flow pulse changes to a more rounded, soft shape. In the frequency domain, this corresponds to an
increase in the spectral tilt of the glottal flow, an issue which is also demonstrated by Fig. 2 (i.e., the mean value of H1H2 is lower
for the speakers with HF compared to their healthy controls). In summary, the ANOVA test results, along with the parameters’
box plots, suggest that the speakers with HF tend to produce their speech by using a softer, low-frequency rich glottal flow pulse
compared to their healthy controls.

Fig. 3 shows examples of glottal source waveforms estimated using the QCP from speech signals produced by a healthy
speaker and by a speaker with HF. The figure demonstrates that the glottal flow of the healthy speaker shows a clear closed phase
and a short open phase. However, for the speaker with HF, the closed phase is practically absent from the glottal flow and the
shape of the glottal pulse is more rounded.

Finally, in order to demonstrate differences between speech signals produced by speakers with HF and their healthy controls,
Fig. 4 shows time-domain waveforms and log-mel spectrograms over a time span that covers one sentence. A spectrogram, which
is similar to the wavelet scalogram (Guariglia, 2017; Keerthana et al., 2019; Zheng et al., 2019; Mallat, 1989), is a time-frequency
representation of the speech signal. In this example, a healthy male speaker (left panels) and a male speaker with HF (right pan-
els) uttered the same written sentence. It can be seen that the spectrogram of the healthy speaker shows a clear harmonic struc-
ture, especially at low frequencies. In contrast, the spectrogram of the speaker with HF shows a blurred harmonic structure
containing more noise-like components. Hence, the log-mel spectrogram contains information that enables discriminating

Table 2
One-way analysis of variance results
for the glottal parameters using the
speaker group (healthy speaker vs.
HF patient) as an independent vari-
able. Statistically significant values
are shown in bold.

Parameter F-value p-value

NAQ 9.672 0.001956
AQ 13.975 0.000202
OQ1 143.5137 0.000000
OQ2 8.703 0.003296
QOQ 97.025 0.000000
OQa 44.215 0.000000
CIQ 82.987 0.000000
SQ1 84.498 0.000000
SQ2 88.796 0.000000
HRF 88.796 0.000000
PSP 3.484 0.076386
H1H2 86.199 0.000000
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speakers with HF from their healthy controls. In the current study, the MFCCs were used to express the log-mel spectrogram. The
use of MFCCs can be justified by the observations above but also by the results of a previous study (Maor, 2016), where MFCCs
were used in the detection of coronary artery disease from speech signals.

4. Classification experiments and results

The main focus of the current study is on investigating whether the different machine learning classifiers and acoustical fea-
tures described in Section 2 are capable of distinguishing the speech of HF patients from the speech of healthy controls. In order
to study this, classification experiments were arranged, and they will be described in Section 4.1. The results of the classification
experiments are reported in Section 4.2.

4.1. The experimental setup

A grid search algorithm was used to find the optimal parameter values for SVM. For this, speech utterances from three HF
speakers and three healthy speakers were used as validation data, and the speech utterances from the remaining speakers were
used as training data. To perform the grid search, g and C were varied from 10�3 to 103 in multiples of 10. The combination (g;
C), which achieved the best validation performance, was chosen. The same procedure was followed to determine the optimal
number of hidden neurons in FFNN by varying the number of neurons from 128 to 1024 in steps of 128. It was observed that
SVM achieved the best validation performance using the parameter combination g ¼ 0:01 and C ¼ 10. FFNN performed best
when the number of hidden units was set to 512. The two hyper-parameters of AdaBoost (the number of estimators and the
learning rate) were also set using a grid search. The number of estimators was varied from 50 to 500 in steps of 25, and the learn-
ing rate was varied from 10�3 to 101 in multiples of 10. The ET algorithm has several hyper-parameters, but tuning too many
hyper-parameters could also make Extra Trees too similar to Random Forest. Therefore, the grid search was used to find optimal
values for the three most important hyper-parameters: the number of trees in the forest, the minimum number of samples
required to split an internal node, and the minimum number of samples required to be at a leaf node. The number of trees was
varied from 50 to 500 in steps of 25. The other two parameters were varied from 2 to 20 in steps of 2. The combination of the
three hyper-parameters, which achieved the best validation performance, was finally chosen. The individual features were stan-
dardized by applying zero mean and unit variance normalization before applying the machine learning models.

Fig. 2. The box plots of four glottal parameters computed using the QCP method and the speech of HF patients and their healthy controls. The central mark indi-
cates the median, and the bottom and top edges of the box indicate the 25th and 75th percentiles respectively. The whiskers on either side cover all points that
are within 1.5 times the interquartile range, and points beyond these whiskers are plotted as outliers using the ”+” symbol.
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There were 45 speakers altogether (25 healthy speakers and 20 HF patients) in the database. In the speaker-dependent
scheme, 70% of the wave files (randomly chosen) were used for training, and the remaining 30% were used for testing. The exper-
iment was repeated ten times, each time building different training and testing sets. The final classification accuracy was
obtained as the average of accuracy obtained at each iteration. In the speaker-independent scheme, a leave-five-speakers-out
cross validation strategy was used to determine the classification accuracy of the training data. In this strategy, five speakers
were used at every fold for validation, and all other speakers were used for training. The cross-validation process was then

Fig. 3. An illustration of glottal flowwaveforms estimated using the QCP from speech signals produced by a healthy speaker and by a speaker with HF. The signals
shown in panels are: (a) the acoustic speech signal produced by the healthy speaker, (b) the corresponding glottal flow waveform, (c) the acoustic speech signal
produced by the speaker with HF, and (d) the corresponding glottal flow waveform. The speech signals were extracted from parts of the vowel [a].

Fig. 4. An illustration of differences in speech signals between a healthy speaker (left panels) and a speaker with HF (right panels), both producing the same sen-
tence. The top panels show the time-domain speech signals and the bottom panels show the corresponding log-mel spectrograms.
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repeated with each set of five speakers used exactly once for validation. The classification accuracies obtained at all folds were
averaged to obtain the final accuracy. The classification accuracy was computed as the ratio of the number of correctly classified
speech utterances to the total number of speech utterances.

4.2. Results

The average classification accuracies obtained using the individual feature sets for the speaker-dependent case are shown in
Table 3. From the table, it can be observed that the classification accuracies obtained with the MFS set, which is based on MFCCs,
are better than the ones obtained using the GFS set, which uses glottal features, for any classifier. Moreover, it can be seen that
when MFS is used in different classifiers, SVM achieves the highest classification accuracy. Given the results reported in Section 3,
which indicate that the glottal features are significantly affected by HF, and also given the fact that MFCCs were originally devel-
oped to parameterize the vocal tract characteristics of speech signals (Davis and Mermelstein, 1980), the better performance of
MFCCs compared to the glottal features in the classification experiments might at first seem surprising. Similar results have, how-
ever, also been recently observed in other SVM-based biomarking studies [8]. The potential explanations for the better perfor-
mance of MFCCs compared to the glottal features are as follows. First, despite the fact that MFCCs focus on the parameterization
of the vocal tract, they also carry information about the glottal source, such as irregular movements and incomplete closure of
the vocal folds in the presence of pathologies (Godino-Llorente et al., 2006). Second, it is possible that HF affects not only the glot-
tal flow (as reported in Section 3) but also the vocal tract by causing incomplete closure of the vocal folds, which induces changes
to formant bandwidths and the spectral tilt of the tract when compared with the same vocal tract geometry with a fully closed
glottis (Barney, 2007). Therefore, MFCCs are also able to parameterize the vocal tract changes caused by HF while these changes
do not affect the glottal features. These two reasons explain why the cepstral feature vector given by the MFCC computation
turned out to be more effective in the detection task compared to the corresponding glottal feature vector.

An improvement in the classification accuracy was achieved by combining the glottal features with MFS. This shows that the
glottal features and MFCCs carry complementary HF-related information. Although the accuracy obtained with MFS + GFS is
higher than with the glottal features, it was still less compared with MFS. This may be due to the presence of irrelevant and
redundant features in the combined feature set. Therefore, we applied feature selection on the combined feature set in order to
choose an appropriate subset of features to improve the accuracy. The feature selection was conducted using an ET classifier. To
perform feature selection, the normalized total reduction in the Gini impurity (Sandri and Zuccolotto, 2008) was computed for
each feature, during the construction of the ET forest. This value is called the Gini importance of the corresponding feature. Only
those features whose Gini importance is greater than the mean Gini importance of all features are retained, and the remaining
features are eliminated. The bar plot in Fig. 5 demonstrates the Gini importance for the various features and how the selection
procedure selects features from the MFCC and glottal source feature sets. From the last column of Table 3, it can be seen that the
classification accuracy further improved after the feature selection. Furthermore, the feature selection has drastically reduced the
size of the combined feature set. This enhances the computational efficiency as well as the generalization capabilities. The best
classification accuracy (95:02%) was achieved when FFNN was trained using the reduced set of the MFS + GFS features.

Table 4 shows the average classification accuracies in the speaker-independent scenario. The results show a trend similar to
the ones in Table 3. Although the classification accuracies are low compared to those achieved in the speaker-dependent mode,
the models performed fairly well on unseen test data. Even in the speaker-independent case, FFNN trained using the reduced set
of MFS + GFS achieved the best classification accuracy (81.51%).

The best performing FFNN classifier in Table 3 was further analyzed using a confusion matrix in a speaker-independent evalu-
ation. This was done to make sure that the models were not biased towards a particular class. For these experiments, 15 HF and
15 healthy speakers selected randomly from the database were considered for training, and the remaining 15 speakers (five HF
and ten healthy speakers) were used for testing. The data in the training and test set were normalized and shuffled randomly.
The experiment was repeated 20 times, each time building different training and testing sets. There was no overlap in the data
used during training and testing in any iteration. The final results are presented in a confusion matrix, where various measures
are defined as in Saenz-Lechon (2006):

1. The true positive rate (tp) (which is also called sensitivity) is the ratio between the number of HF utterances correctly classified
and the total number of HF utterances.

2. The false negative rate (fn) is the ratio between the number of HF utterances wrongly classified and the total number of HF
utterances.

Table 3
Average classification accuracies (%) obtained using various individual feature sets in speaker-
dependent mode. The feature vector dimension is given in parentheses.

Classifier MFS (104) GFS (192) MFS + GFS (296) MFS + GFS with feature selection (85)

SVM 91.34 77.89 90.23 94.47
ET 88.58 76.71 85.32 91.84
AdaBoost 84.77 75.36 86.23 88.41
FFNN 90.56 75.91 89.66 95.02
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3. The true negative rate (tn) (which is also called specificity) is the ratio between the number of healthy utterances correctly
classified and the total number of healthy utterances.

4. The false positive rate (fp) is the ratio between the number of healthy utterances wrongly classified and the total number of
healthy utterances.

Table 5 shows the confusion matrices with the mean and standard deviation values obtained by averaging the results for each
individual iteration. From the table, it can be seen that both classes are being predicted equally well with the FFNN classifier. The
overall results indicate that the FFNN trained using the reduced MFS + GFS set provides the best performance in the HF detection
from speech signals.

In order to get a preliminary understanding of whether the proposed system can be used in real-life scenarios, the FFNN and
SVM classifiers were further studied in the detection of HF from noisy speech. The classifiers were trained using clean speech and
tested using noisy speech (i.e., the experiments were conducted under mismatched noise conditions). As discussed in Section 4.1,
70% of the data was used for training and the remaining 30% for testing. The test data was corrupted by additive noise in different
signal-to-noise (SNR) conditions using two types of noise: (1) stationary office noise and (2) non-stationary traffic noise. Since the
classifiers were shown to perform best with the reduced MFS + GFS feature set in the preceding experiments, this feature set was
used here to train both classifiers. Fig. 6 shows the classification accuracies obtained with the SVM and FFNN classifiers at differ-
ent SNR values and also for clean test speech. As mentioned in Section 2.1, the speech signals were recorded in doctor’s practice
rooms, and hence a small amount of ambient noise is already present in the clean speech. This ambient noise was removed using
a linear phase FIR filter. It can be seen from the figure that the performance of the SVM and FFNN classifiers is better in the case
of office noise compared to traffic noise. This is because office noise is stationary with predominantly low-frequency components.
On the other hand, traffic noise is non-stationary, that is, it is time-varying in nature, and it also has more high-frequency energy.
Compared to MFCCs, the glottal features are expected to contribute to a fair reduction in performance due to the inherent

Fig. 5. Bar chart of the ET classifier’s Gini importance score for each feature. The x-axis indicates the index of the individual feature in the combined feature vec-
tor. The unshaded and light-yellow shaded portions show the scores for MFCC and glottal source descriptors, respectively. The dotted line indicates the threshold
for feature selection. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Table 4
Average classification accuracies (%) obtained using various individual feature sets in speaker-inde-
pendent mode. The feature vector dimension is given in parentheses.

Classifier MFS (104) GFS (192) MFS + GFS (296) MFS + GFS with feature selection (85)

SVM 76.26 65.59 75.52 77.15
ET 68.07 64.15 64.80 72.29
AdaBoost 76.54 68.85 73.04 79.23
FFNN 77.02 71.03 75.34 81.51
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sensitivity of GIF to artefacts (Alku, 2011). While there is a sharp decrease in accuracy for both classifiers at low SNRs, there is
only a small decrease in accuracy when the noise condition changes from clean to mild and moderate (i.e., SNR conditions
between 15 and 30 dB). This indicates that the proposed approach can potentially be used in realistic conditions where the input
speech signal is not clean but mildly degraded by noise.

5. Summary and conclusion

HF is a serious and costly health problem, which remains one of the leading causes of death worldwide. Hence, there is a need
for technology to biomark HF at an early stage and to detect even a slight decompensation. Speech offers a biomarker that is
inherently cost-effective, comfortable, and non-invasive. Speech biomarkers have shown the potential to detect several disor-
ders, but the speech-based detection has not been studied previously for HF. In this paper, a preliminary study is reported to elu-
cidate on the potential of using speech in the biomarking of HF.

The proposed method utilizes the MFCC and glottal features extracted from speech to discriminate HF patients from their
healthy controls. The MFCC and glottal feature sets are extracted for every speech utterance. The glottal features are extracted
from the glottal flow waveforms estimated using the QCP inverse filtering method. The experimental results show that the MFCC
features achieved a higher classification accuracy compared to the glottal features. The classification accuracy achieved with the
combined (MFCC and glottal) feature set was comparable (although slightly inferior) when compared to the MFCC feature set.
Most importantly, the results indicate that each classifier achieved the highest classification accuracy when trained using the
reduced set of MFS + GFS. This confirms that the glottal and MFCC features carry discriminative information, which is essential

Fig. 6. The classification accuracy of the FFNN and SVM classifiers trained with clean speech and tested with noisy speech of different SNR values. Two types of
additive noise (traffic and office) were used. As a reference, accuracy in the case of clean test speech is also shown.

Table 5
Confusion matrix using MFS + GFS with feature selec-
tion. Average classification (%) (mean § standard
deviation).

Actual Labels MFS + GFS

HF Healthy

HF 79.47 § 4.41 (tp) 20.53 § 4.41 (fn)
Healthy 17.31 § 4.16 (fp) 82.69 § 4.16 (tn)
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for the development of robust HF detection systems. Our experiments also showed that FFNN performs better than the SVM, ET,
and AdaBoost classifiers when trained using the reduced of MFS + GFS features. The proposed method demonstrated the effec-
tiveness of the MFCC and glottal features, in both speaker-dependent and speaker-independent speech-based HF detection. In
the future, the proposed method can be extended to detect the stages and types of HF.
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