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ABSTRACT
Computing learners may not master basic concepts, or forget them between courses or from infrequent use. Learners also often struggle with advanced computing courses, perhaps from weakness with prerequisite concepts. One underlying challenge for researchers and instructors is determining the reason why a learner gets an advanced question wrong. Was the wrong answer because the learner lacked prerequisite skills, has not mastered the advanced skill, or some combination of the two? We contribute a design investigation into how to create differentiated questions which diagnose prerequisite and advanced skills at the same time. We focused on tracing and related skills as prerequisites, and on advanced object-oriented programming, concurrency, algorithm and data structures as the advanced skills. We conducted an inductive qualitative analysis of existing assessment questions from instructors and from a concept inventory with a validity argument (the Basic Data Structures Inventory). We found dependencies on a variety of prerequisite knowledge and mixed potential for diagnosing difficulties with prerequisites. Inspired by this analysis, we developed examples of differentiated assessments and reflected on design principles for creating/modifying assessments to better assess both advanced and prerequisite skills. Our example differentiated assessment questions and methods help enable research into how prerequisites skills affect learning of advanced concepts. They also may help instructors better understand and help learners with varying prerequisite knowledge, which may improve equity of learning outcomes. Our work also raises theoretical questions about what assessments really assess and how separate advanced topics and prerequisite skills are.

CCS CONCEPTS
• Applied computing → Education
• Theory of computation → Concurrency, Design and analysis of algorithms
• Information systems → Data structures
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ACM Reference Format:
1 INTRODUCTION

In computing education research (CER), we have initial evidence that, when learners take advanced classes they have weaknesses with prerequisite knowledge, which may negatively affect learning outcomes. A 2004 ITiCSE working group [44] suggested that many students lack mastery of program tracing after CS1, which contributes to their poor problem solving skills. Other studies show this may continue into later courses. Valstar et al. showed that more than 30% of students could not do questions on pointers or tracing recursion at the start of an upper level data structures class, which correlated with final exam scores [89]. Fisler et al. showed more than 30% of 3rd and 4th year CS majors failed questions on scope, parameter mutation, and/or variable mutation, suggesting knowledge transfer requires explicit instruction and/or reinforcement of prerequisites [14].

Clearly, assessments for advanced courses aim at assessing specific advanced topics, even though they often require prerequisite knowledge or skills. In general, the cause for a learner to fail such assessments may be related to 1) difficulties with the advanced concept or 2) weaknesses with basic concepts that may lead to incorrect application of the advanced concept. However, assessments for advanced topics are not intended to assess prerequisites explicitly, and may not be suited to support the right diagnosis.

For example, concept inventories for advanced topics seem unlikely to already diagnose problems with prerequisites, for two reasons. First, while concept inventories for advanced topics include distractors for misconceptions, they are designed by definition to cover misconceptions about the advanced concepts, not the prerequisites. Second, most concept inventories are actually never evaluated for how well they can diagnose student thinking or give formative feedback to students; just because they measure knowledge does not imply that measurement is useful for giving feedback [11, 28, 55, 73, 74]. To our knowledge there has been no analysis in computing education of whether the distractors for a concept inventory might diagnose prerequisites.

Pre-exams are also a possible tool to identify issues with prerequisite at the beginning of an advanced course. The drawback is that both administering pre-exams and addressing the identified issues is time consuming, and may also result in “boring” activities for students. Moreover pre-exams may not be enough to guarantee that the prerequisite skills are at the level required to focus properly on the new ones to be learned.

Finally, advanced topic assessments asking learners to “show your work” can sometimes diagnose prerequisite issues but require lengthy manual interpretation. Instructors can give advanced questions and ask students to “show your work”, an ancient and useful technique, but it takes a lot of time and instructor expertise to grade and write feedback.

In response to these drawbacks, our working group contributes a new genre of assessment: differentiated assessments, which are advanced topic assessment questions that also can diagnose relevant prerequisite issues. The key idea is to expand the typical scope we define for an assessment, to cover more of prerequisites. Unlike pre-exams, differentiated questions would be easier for advanced course instructors to use because they serve both purposes. Ideally, different incorrect answers would map to difficulties with the advanced content and difficulties with prerequisites, and also be easy to grade or even generate feedback for automatically.

The goal of our working group is to conduct a preliminary investigation into whether it is possible to design differentiated assessments, and if so, how this might be achieved. More precisely, we seek to contribute methods for both highlighting which prerequisite skills are measured by existing assessments, and to revise advanced assessments to make them more differentiated.

Differentiated assessments could be incorporated into advanced courses, and help instructors give better formative feedback (and potentially improve instructional design of courses by including observed frequently weak prerequisite skills). The scope of prerequisite knowledge investigated by differentiated assessments is necessarily limited, but can more narrowly focused on what is actually instrumental to the advanced topics. This might also help students in making sense of what they learn. The more students come in with varied backgrounds, especially in more advanced degree programs, the more generic prerequisite knowledge assessments can be problematic: having something clearly connected to the learning objectives seems a good way of supporting student diversity and equity.

The distinction between prerequisite and advanced skills clearly depends on the course context; prerequisite skills are those skills that students are assumed to be familiar with before attending a course, which are different from the new concepts the course aims to teach. For example, as a student progresses through their education, topics that were once new and difficult increasingly turn into prerequisites for other topics in other courses. For the purposes of our study, we consider as prerequisite skills or knowledge those that pertain to basic programming, and that are typically expected as learning outcomes of CS1. In particular we focus on the syntactical and conceptual knowledge of basic programming constructs, and on program comprehension skills including code tracing. While there are many other and important prerequisite skills one might consider, such as mathematics or basic literacy and writing skills, we did not include those in our scope.

As advanced topics, that in the report will be referred to as course topics, we chose algorithms and data structures, advanced object-oriented programming, and concurrency, as these are comparatively well-studied in CER, and match the expertise and teaching experiences of the working group members. In particular, we also considered in our study questions from the Basic Data Structures Inventory (BDSI), a concept inventory for data structures [66], which we chose because it is a recent, state of the art assessment with a validity argument supported by empirical studies.

To aid our assessment design investigation, we asked the following research questions:

RQ1: What prerequisite skills do advanced CS questions depend on?

RQ2: To what extent can an existing concept inventory for data structures with a validity argument – the BDSI [66] – also diagnose difficulties with prerequisite skills?

RQ3: What are examples of differentiated assessments and principles for designing differentiated assessments?
It is worth noticing that the RQ3 actually comprises two subquestions (concerning examples of assessments, and principles for designing assessments); however we merged them together because they are strongly connected and the methods we use to address them are interleaved, as will be presented in Section 3.

By answering these three research questions, we contribute:

- **An inductive qualitative analysis** of a selection of existing assessment questions for advanced courses, showing which prerequisite skills they require;
- **A code book** with prerequisite topics and concepts from the qualitative analysis;
- **New differentiated** assessment question designs that make implicit prerequisite assessment more explicit, so we can tell when the incorrect answers are caused by inadequate prerequisite skills;
- **A collection of design principles and strategies**, PAPRIDA (PAtterns and PRinciples for Differentiated Assessment) for modifying existing questions for advanced course topics to include more explicit assessment of prerequisite skills.

Empirical validity evidence that PAPRIDA and the examples of differentiated assessments work in practice are left to future work.

The remainder of this paper is organized as follows. In Section 2 we present related work. Next, in Section 3, we present the method used in the paper. The results are presented Sections 4 to 6, according to the three research questions. In particular, in Section 4 we present the results from our investigation on how prerequisite skills are present in existing assessments, answering RQ1. In Section 5, we explore how well the BDSI is able to differentiate between prerequisites and course topics answering RQ2. Lastly, in Section 6 we present the questions modified while developing PAPRIDA, and the patterns and principles in PAPRIDA itself, answering RQ3. Finally, we present some limitations with our approach in Section 7, discuss the results in Section 8 along with potential future work, and draw some conclusions in Section 9.

## 2 RELATED WORK

In this section we first consider skills related to basic programming knowledge, that we consider here as prerequisite skills; in particular in Section 2.1 we present three comprehensive works that identify CS1 knowledge, then we focus on tracing skills in Section 2.2. In Section 2.3 we present related works concerning the three advanced courses considered in the report. Work on assessment design is presented in Section 2.4.

### 2.1 Basic Programming Knowledge and Skills

In order to determine concepts that are prerequisites, it is important to understand the space of computer science concepts taught in typical undergraduate programs, and to determine which concepts are considered to build on other concepts. There have been some attempts at enumerating and ordering the standard concepts taught in CS undergraduate programs. Three important references are presented here that identify basic programming knowledge: the ACM 2013 Curriculum Guide [27], Goldman at al’s list of core concepts taught in CS1 [17, 18], and Sorva’s misconceptions catalogue [81]. Our group used these three lists as comparison standards for our list of identified concepts. A table mapping our concepts to the concepts from these three sources can be seen in Section 4.1, Tables 1 to 6.

ACM CC2013. The ACM 2013 Curriculum Guide [27] consists of an enumeration of topics that correspond to a wide set of Knowledge Areas (KAs) in computing. Its explicit purpose is to serve as a standard for computer science programs. It is developed by a task force over a two year period and subject to extensive external review. As a result, the ACM Curriculum Guide is widely accepted as a benchmark by universities developing computer science programs, which means its set of KAs and associated topics match the content of particular courses or course sequences in many programs. Thus, it is a useful catalog of computer science topics that are commonly taught in undergraduate computer science programs. Because of its comprehensiveness and wide acceptance, our group chose to use it as a basis of comparison with the topics that we identified during the process of analyzing existing assignments (see Section 3).

KAs are divided into knowledge units, and ultimately into topics for each knowledge unit (See Appendix A.1). The guide frequently identifies which knowledge units are advanced and which are introductory. In particular, the Software Development Fundamentals KS (SDF) is described as foundational to the other software oriented KAs. Since we are focusing on prerequisite skills in programming courses, Software Development Fundamentals (SDF) and Programming Languages (PL) KAs are the most relevant to our study. Since the advanced courses we included in our study are data structures, advanced object-oriented programming and concurrency, the following topics are also particularly important: SDF/Fundamental Programming Concepts, SDF/Fundamental Data Structures, and SDF/Development Methods as well as PL/Object-Oriented Programming, and PL/Basic Type Systems. The topics are described at a very high level of abstraction. The related skills and knowledge are not based on any particular programming language; CC2013 refers to these essential skills as a **lingua franca** in which other computer science concepts can be described.

**Core concepts identified by experts.** Goldman et al. [17, 18] set out to create a concept inventory for introductory computing subjects. An important part of this process was to investigate which core concepts are typically covered in introductory courses, and which of those are perceived to be important and difficult. This investigation was done by consulting experts (i.e., instructors) using a Delphi process. Three panels were assembled [18], one for each of the three subjects examined: programming fundamentals, discrete math and logic design. Each panel consisted of around 20 experts that were either instructors or authors of learning material in the subject. The authors concluded that the Delphi process was useful for reaching consensus; there were, however, some concepts where a good consensus was not reached. Since the concepts listed in this paper are specifically identified as introductory, it is likely that they are typically prerequisites to more advanced courses. For this reason, we considered this list as a possible starting point when analyzing existing assessment (see Section 3).

A summary of the final concepts for programming fundamentals is reported in Appendix A.2.
Misconception catalogue. Misconceptions can be caused by a lack of knowledge of how a particular syntactical construct behaves, i.e., due to an incorrect or incomplete understanding of the notional machine [13, 20].

Several misconceptions in introductory programming have been identified and addressed in the literature [38, 61, 67, 82]. For example, a classic misconception is the use of an assignment operator (=) instead of the comparison operator (==); another example of a misconception is that a variable can hold more than one value, this is manifested in the task of swapping two variables. Sorva collected a wide catalogue of misconception in [81], grouped under 11 topics (See Appendix A.3). Although it gives examples of novice programmers’ misconceptions about the content of introductory programming courses in general, it leans towards misconceptions found in courses taking the object-oriented approach. In this research misconceptions relevant to the advanced courses are highlighted in Section 2.3.

2.2 Tracing Skills

Although introductory programming education traditionally focuses on writing programs, there is a large body of research on reading, tracing and understanding programs, suggesting tracing knowledge is critical for learning writing skills [26, 46]. The relationship between student skill of reading, writing, tracing, and explaining, as identified by assessments, is well studied in the BRACelet project, reported in [6], that originate after an ITiCSE working group in 2004 [44]. In particular the project started the “Explain in plain English” style of questions and used Bloom and SOLO taxonomies to analyse them [91].

Tracing can be defined as the step by step execution of code, following the control flow path. This can be done with pencil-and-paper, mentally, using a debugger, or with the help of specific interactive visualization tools. Tracing tasks can include, for example, predicting the output of a segment of code, or making diagrams representing the contents of memory after some code executes. The report of an 2019 ITiCSE working group also include a catalog [26, Section 5] of program comprehension tasks, covering many different kinds of tracing tasks.

Tracing requires the application of syntactic and semantic knowledge implied by the fragment of code machine, i.e., the notional machine [13]. For this reason tracing activities are considered to have an important role in understanding the notional machine [24, 57]. Tracing tasks are also suitable to unveil learners’ shortfall or misconceptions, either related to basic semantic knowledge or concerning more advanced concepts as scope, references, parameter passing, that have major impact in later courses. On the other hand, errors in tracing tasks may also occur when the execution simulation is not performed rigorously or systematically enough. For instance, when debugging their own programs, learners may be influenced by what they want the program to do instead of identifying the exact actions prescribed by the code [63].

Xie et al. show that explicitly teaching tracing strategies can improve novices performances [93] and present a pedagogical approach where tracing acts as the first of four skills that the novice should develop [92].

Tracing activities can also be part of program comprehension strategies, including building strategies at higher levels of abstraction. For instance, executing a piece of code on a series of specific inputs may guide the learner to understand what the given code computes [26]. This high-level skill also includes understanding which fragments of code to be traced, or knowing when an external representation (e.g., a tracing table or a diagram) is needed.

Tracing can be shown by educational software tools that visualize step-by-step code execution or support visual program simulation exercises, see [83] for a survey. Such tools often present a simplified view or alternative view than that available from debuggers in modern IDEs, which allow line by line execution of a program whilst inspecting variables and the call stack.

They often support automatically assessed exercises and other interactive learning materials. These are important resources for large courses that might have hundred or even thousands of students. For example, PLTutor [57] integrates instruction on PL semantics, tracing, showing program execution, and integrating interactive practice questions, targeting CS1 level skills and recursion. Other examples include Python Tutor [19] which visualizes the execution of Python programs, and UUhistle [84] that additionally provides interactive puzzles in which learners use graphical controls to direct a program’s execution. Students are supposed to learn several skills – including tracing skills – better than by simply watching an animation of execution of a program [54].

2.3 Advanced Courses and Topics

As mentioned in the introduction, in this report we consider three course topics: advanced object-oriented programming, data structures and algorithms, and concurrency.

We will discuss related work focusing in particular on the relation between advanced topics and prerequisite skills, including tracing. To the best of our knowledge, however, there is no work that specifically aims at identifying ways to differentiate issues with prerequisite and course topics.

2.3.1 Advanced Object-Oriented Programming. Although Object-Oriented Programming (OOP) is sometimes presented also in introductory courses, most of the techniques used by object-oriented approaches to structure and reuse large code bases are left to advanced courses. In this paper we try to be agnostic of any particular language used at the introductory level, but we assume the topics a learner is supposed to master after a programming course taught by referring to an object-oriented language include classes, objects, methods, etc. Peter Wegner famously defined OOP as a paradigm in which programs deal with classes, objects, and inheritance [90]. But even by limiting the approach to class/object encapsulation, many misconceptions related to OOP topics have been studied [25, 29, 68, 71, 80], such as:

• the problems with handling references to primitive types and user defined ones;
• classes and objects (e.g., confusion between a class and its instances, classes as collections of objects instead of templates for creating them);
• object identity and immutability;
• object state (e.g., that an object can only hold instance variables of a single type);
• methods (e.g., a method can be invoked on an object only once);
• the control flow among objects.

Advanced users of OOP put emphasis on modularity issues and the potential that a fragment of code designed for a specific goal might be re-used in a different context [43, 53, 58]. To this end, it is important to appreciate polymorphic types and late binding, together with the constraints posed by Liskov’s substitution principle. The difficulties of dealing with a mix of static and dynamic typing, method dispatching, dependencies on abstract interfaces and concrete implementations, should be distinguished from more basic difficulties with the fundamental programming skills.

Cross et al. [10] found a positive student response to the use of a debugger in the context of teaching introductory programming with Java. Their particular teaching case concerned stepping through constructors in the inheritance chain when teaching OOP.

2.3.2 Data Structures and Algorithms. The second topic covered in this paper is that of Data Structures and Algorithms (DSA), which is one of the key learning goals in some CS2 courses [65]. An introductory data structures course typically covers classic structures – stacks, queues, hash tables and binary trees, as well as learning about abstract data types and the application of these structures, while advanced data structure courses introduce topics on balanced search trees, graphs and sorting algorithms. Even though there have been continuous calls to place more emphasis on teaching how to apply data structures in larger programs, most existing assessments still focus on implementation [78].

Students entering advanced DSA courses were found to have low proficiency on prerequisite knowledge. Valstar, Griswold and Porter [89] administered a test consisting of questions on prerequisite topics to students starting a course in advanced data structures. Each question was designed to test proficiency on one prerequisite topic. The topics ranged from basic topics like pass by reference/value to topics from the prior data structures course such as list implementations and runtime analysis, as well as topics from a computer organization class. They found that students were not very proficient on many of the prerequisite topics, and that weakness on prerequisites correlated with poor performance on the final. In addition, they looked at which questions, when answered correctly, correlated with good performance on the final; and which questions, answered incorrectly, correlated most strongly with poor performance on the final. The contribution of Valstar et al.’s paper is to not only show that poor prerequisite knowledge corresponds to poor performance in a course, but to give a more detailed analysis of the particular topics most correlated to course performance, which was extended upon in a paper the next year [37].

Visual program simulation exercises can be utilized in advanced courses to recap and evaluate if students have misconceptions on prerequisite skills. For example, UUhistle has been utilized in DSA to teach recursion (how stack frames are formed), but also for catching possible misconceptions students have related to the basic notional machine [84]. The OpenDSA project [15, 75] provides a complete interactive text book for DSA that includes a number of proficiency exercises that ask the student to simulate an algorithm step by step. This kind of visual algorithm simulation [36] resembles the process of tracing a fragment of code, but it is done in a much higher level of abstraction than in visual program simulation.

The relation between writing, tracing, and reading skills in CS2 have been investigated in [8, 22, 62] with conflicting results.

2.3.3 Concurrency. The third topic we will cover in this paper is concurrency. There are several models of concurrency that are being taught and used. In this paper, we will assume the model where multiple threads execute in a single process and communicate using shared memory and synchronization primitives such as semaphores, locks and condition variables. In this model, the programmer needs to make sure that important steps happen in the right order, for example waiting for the completion of another thread, and to ensure that multiple threads do not access the same piece of data concurrently, usually using locks. This model has previously been explored in various education contexts by a number of authors. One such example is Kolikant, who studied high-school students’ solutions to synchronization problems involving semaphores [34] in a concurrency simulator proposed by Ben-Ari et al. [64]. From the solutions, the author found that the problematic part was to identify the synchronization goal. Once the goals were identified, most students managed to solve the problem. In a later study involving questionnaires [35], the same authors investigate students’ views on what properties a concurrent program should have to be considered correct, and found that many students considered a program that exhibited occasional crashes or errors due to concurrency to be correct, which might impact their performance on concurrency questions.

Another study of common mistakes in this model of concurrency was made by Strömbäck et al. [86], who examined a large number of student solutions to a concurrency problem involving synchronizing a simple data structure. The results differed slightly from what Kolikant found. While 89% of students managed to identify an instance where a busy-wait loop needed to be replaced by a semaphore, only 62% managed to do so properly. A similar trend was observed when students were asked to synchronize shared data using locks. While a majority of students identified at least some aspects of the issue, only around half managed to arrive at a correct solution using locks. In this process, the authors identified a number of mistakes made by students. Some of these are likely due to students not understanding how the synchronization primitives, mainly semaphores and locks, work. The authors do, however, note that some of the mistakes are possibly due to lacking prerequisite skills, such as lacking tracing skills and a lacking understanding of pointers and scoping of variables.

Other concurrency models have been studied in an educational context. For example, tuple spaces [5] which have been studied extensively by Lönneberg et al. [45, 49], and the actor model [12]. The actor model is similar in nature to real-world events and it has been studied in this context as well [33, 42]. Moreover, Lönneberg et al. have studied how to utilize these models to study students approaches to debug concurrent programs. In their study, students make use of Atropos [45, 49], a novel visualisation system targeted to debugging concurrent programs. The tool is intended to display information relevant to understanding the behaviour of concurrent Java programs, and is capable of visualising a trace
of concurrent program for post-mortem analysis in the form of dependence graphs.

2.4 Assessment Design

In the computing education literature, assessment is a frequently studied topic; most works however focus on the assessment of either basics/prerequisite or advanced skills. Our differentiated assessment questions try to do both. For a review of works on assessment for introductory programming, the reader may refer to [39, 48].

2.4.1 Diagnostic Assessments and Concept Inventories. In the educational assessment field, assessments that support very specific inferences about different parts of a learner’s knowledge have been called diagnostic assessments [41]. Concept inventory (CI) tests are assessments with validity arguments for assessing the overall understanding of a student for a particular set of concepts [1, 70, 87]. They are characterized by being criterion-referenced (rather than norm-referenced), and are often presented in the form of multiple-choice tests, including “distractors” that cover frequent misconceptions. As a form of assessment, either might be used either formatively, perhaps at the start of a course in an effort to assess prior knowledge, or summatively. Diagnostic assessments and concept inventories have subtle but important differences.

While it is a frequent perception among researchers that concept inventories can diagnose a particular test-taker’s misconceptions, research in educational assessment has problematized that assumption. Jorion et al. shows that validity arguments need to be made separately for diagnosing test takers, and shows the different studies and analyses needed for such claims [28]. Sands et al. includes discussion of the same issues in physics around the original Force Concept Inventory and in concept inventories in general [73]. Santiago Roman’s dissertation and Denick et al. are examples of trying to interpret a CI more diagnostically [11, 74].

2.4.2 Assessments in Computing. Prior work on assessment has identified issues with assessment questions covering too many skills, which inhibits inferring why the learner got the question wrong when trying to give feedback or help them learn. The 2017 ITiCSE working group on assessing programming fundamentals showed how a single question can assess many skills/parts of knowledge [47]; for example, small errors, like not understanding modulus operators, can cause learners to get large questions incorrect [32].

In our analysis of assessment we follow a similar approach, aiming at identifying the many prerequisite skills required.

Several assessments use code tracing questions in order to assess programming knowledge; others assess tracing skills themselves, as the already mentioned [26, 44, 47]. Nelson et al. developed a systematic, multi-part formative assessment for tracing skills of simple statements as well as larger combinations of code [55].

Within computing education for CS1 knowledge, several assessments and concept inventories have been developed. For example, Parker, Guzdial, and Engleman [59] designed the SCS1, a concept inventory for introductory programming concepts (including fundamentals, logical operators, conditionals, iteration, arrays, parameters, recursion, and object-oriented basics). Other work on developing standardized assessments of introductory computer science concepts include Caceffo et al. [4], who developed a concept inventory for a C programming course including parameters and functions, iteration, loops, variable scope, recursion, pointers, and structures; Simon et al. [76, 77] who developed a set of benchmark questions to be embedded in exams in introductory programming courses at a range of institutions; Snow et al. [79], who used Evidence-Centered Design to develop a set of assessments for high school students taking the AP CS Principles course.

Work has also been done on assessing advanced topics. For example, assessments have been developed for algorithms and data structures [31, 60]. Assessments with explicit validity arguments have been developed for recursion [21]. The Basic Data Structures Inventory (BDSI) has the most extensive empirical work, which covers some basic data structures and algorithm runtime analysis concepts, and was developed as a concept inventory [66]. Question banks also contain instructor-submitted questions that cover advanced topics [16, 72]. Moreover, the OpenDSA project [15, 75] that was mentioned earlier as well as visual algorithm simulation exercises in general [36] provide a meaningful way to assess and give immediate feedback for students solving tracing exercises on data structures.

To the best of our knowledge there are no assessments designed to assess simultaneously prerequisites and advanced skills, in a way that it is possible to differentiate among them. Even concept inventories for advanced topics, although with validity arguments for measuring advanced topics, may not be suited to detect prerequisite issues, since 1) they aim at assessing advanced topic knowledge and 2) their distractors are, by design, aimed at detecting misconceptions about the advanced topics.

In our study we borrow from concept inventories the idea of using distractors related to misconceptions; in our case the goal is using some of the distractors to identify prerequisite issues.

2.4.3 Assessment Validity. Tew and Dorn argue for importance of assessment validity in computing education [88], and Nelson et al. present Kane’s validity framework for a computing education audience [55]. Assessment validity concerns trace back historically to concerns in psychology about whether some survey or other psychological measurement technique actually measures what it purports to measure [30, p. 6–7][9], and epistemological issues around what observations provide evidence relevant for theoretical statements (for example, disproving a theory) [85]. Validity arguments for a particular (pragmatic) use of an assessment draw on pragmatism [40] and the ancient human wisdom of asking “Why? For what purpose?”. While our paper recognizes the importance of making strong validity arguments for assessment, our paper focuses on trying to create new designs for assessment questions that can differentiate between issues with prerequisite and advanced course topics, and does not aim at contributing strong validity evidence that our designs work in practice.

3 METHOD

The goal of our work is to explore the issue that assessment for advanced courses often implicitly assess prerequisites, and to design improvements to these assessments to make prerequisites explicitly assessed. As such, we are conducting research through design,
exploring a problem by designing possible solutions to the problem and analyzing them. As is described by Herriott [23], design through research can be thought of as conducting an experiment to test a hypothesis. In this case, the hypothesis is that it is possible to address prerequisites explicitly together with course topics by making differentiated questions, and we are testing this hypothesis by designing such questions. As a side-effect of this inquiry, we will also propose methods for discovering hidden prerequisites in assessments, and for assessing them explicitly. Herriott also notes that design through research is well suited to conducting a systematic inquiry into a subject to discover new knowledge about it. As such, our contributions are mostly related to exploring the problem and designing possible solutions rather than providing empirical evidence for the validity and/or generalizability of these solutions. Therefore, we have adopted the ideas in educational design research suggested by McKenney and Reeves [50, 51]. According to the authors, "educational design research is a genre of research in which the iterative development of solutions to complex educational problems provides the setting for scientific inquiry," [50] and attempts to solve real-world problems while seeking to discover new knowledge that might be valuable to others facing a similar problem. Since educational design research is not a single method, but rather a way of approaching a problem, there is no well-defined procedure to follow. McKenney and Reeves do, however, describe the following characteristics of educational design research [50]:

- It uses scientific knowledge, and also other kinds of knowledge, such as craft wisdom, to ground design work.
- It produces scientific knowledge, and also craft wisdom among the participants in some cases.
- It strives to develop both interventions and reusable knowledge.
- It is an iterative method. In our case, we follow the method suggested by Reeves [69], which consists of four phases: problem analysis, solution development, iterative refinement, and reflection to produce design principles.

In educational design research, the different phases are often revisited during a project, and the results are thus refined during the project. According to the authors, it is essential to involve practitioners in this kind of educational design research in order to properly identify real teaching and learning problems, and to create prototype solutions based on existing principles and prior experience. The participating researchers in the current study are active faculty members and/or active researchers in computing education with primary responsibility for not only teaching their courses, but also designing the courses and developing course assessments. Together, the researchers represent over 100 years of collective experience in pedagogy and course design. In addition, several of the researchers have had significant responsibility for curriculum design at the program level, in official capacities such as CS program director, service on departmental curriculum committees, and through development of new programs at their universities. As a result, they brought to this task experience in course development at both the course and the program level, as well as years of experience developing course materials and assessments.

Our design process consisted of the four steps that are outlined in Figure 1:

**Problem Analysis and Data Collection:** This phase includes framing the problem, which is described in the introduction, and collecting data to analyze further.

**Solution Development 1 - The Codebook:** We identified and coded prerequisite skills required by each question in each assessment. A codebook for prerequisite skills was simultaneously developed throughout this process, taking inspiration from prior skill classifications. As we will present in further detail below, iterative refinement is an important part of this phase.

**Solution Development 2 - Differentiated Assessments:** We revised a subset of the questions in the assessments to make them able to differentiate between weak prerequisite skills or weak knowledge of course topics. Once again, iterative refinement is an important part of this phase.

**Reflection to Produce Principles - PAPRIDA:** Intertwined with the solution development 2 phase where we created differentiated assessments, we also identified and refined patterns and principles for designing such assessments.

The methods used in each step are detailed in the following subsections.
3.1 Problem Analysis and Data Collection

We decided from the outset to limit the scope of assessment material considered to “core” programming-related problems, including those related to pseudo-code. We excluded courses related to, for example, mathematics, and more applied or qualitative topics within computer science (such as security, ethics, software engineering, databases, etc.).

Assessments were contributed by the authors from undergraduate and masters level courses from a range of institutions in Europe and the United States. We specifically selected assessments covering the topics of concurrency, algorithms and data-structures, advanced object-oriented programming. The rationale being that these topics are widely taught, but are normally outside the scope of CS1 courses, and build upon some parts of CSI. As previously mentioned, we refer to these as course topics, implying that they are what is intended to be covered, compared to prerequisites. We also selected assessments which were known to be problematic for students due to lacking prerequisite skills. This selection was based on the members’ collective experience in teaching these topics. Some members even created pretests specifically constructed to address prerequisite knowledge. In these cases, the pretest questions were also included in the set of questions, as they may act both as inspiration for how to better assess prerequisite skills in assessments for course topics, and that they may be used as a foundation to build new such questions on top of. We also included the BDSI [66] as a source for questions, to answer RQ2 to see what prerequisites are involved in a state of the art concept inventory. In total, we looked at 11 questions from courses taught by the authors, and all 13 questions from the BDSI. The 11 questions from courses taught by the authors, as well as two questions from the BDSI are available in Appendices M and O. Questions labeled M.x are questions that were later modified, questions labeled O.x are questions that were analyzed but not modified, and questions labeled B.x are questions from the BDSI.

The selected assessment materials were a mixture of “pen and paper” exercises, and those requiring writing new code on a computer. With our selection of programming-related assessment material, tracing skills were a clear prerequisite, and a natural way of framing our approach. Furthermore, tracing was a way to frame our thinking about the assessment material, so that we were able to think critically about implicit prerequisite knowledge (“what does a student need to know about to trace this code?”), as well as a means of devising new questions (“where in the code do you see...?”, “what happens when this code is executed...?”)

3.2 Solution Development 1 - The Codebook

The goal of the qualitative analysis is to examine which, if any, prerequisites a student needs to understand in order to answer each question properly. We first considered a deductive approach based on a predefined codebook. To find a theoretical or a authoritative source for this codebook, we considered using the ACM 2013 Curriculum Guide [2], the Core Concepts identified by Goldman et al. [17, 18], and the Misconception Catalogue compiled by Sorva [81] (See Appendix A). Each of these potential sources were, however, not deemed suitable for our analysis. While the ACM 2013 Curriculum Guide is very complete, the main problem for our usage is that a number of topics are described at a high level of abstraction, while we desire a higher level of detail. For example, the question O.7 (available in the Appendix) assesses whether a student has realized that the return statement halts execution of the current function in addition to defining what value to return from the function. This skill in particular maps to the ACM Curriculum Guide concept of “SDF/Fundamental Programming Concepts/Functions and parameter passing”. This concept does, however, also cover the aforementioned “what to return” and function parameters in addition to halting execution of the current function. The main issue with Goldman’s Core Concepts is that it is only intended to cover introductory concepts. As the specific prerequisite concept for a course varies depending on the level of the course and what is covered in earlier courses, the topics covered by the Core Concepts might not cover all potential prerequisites for our questions. The previously mentioned example with the return statement illustrates this issue as well: the Core Concepts does not include a concept that involves return, neither the return value nor the act of halting execution. Finally, the Misconception Catalogue would indeed form a detailed codebook, but due to its high focus on object-oriented programming, it was also deemed unsuitable. The example regarding the return statement once again illustrates this: it lists misconceptions regarding the return value, but not regarding the act of halting execution.

Since none of the above-mentioned candidates were deemed suitable, we opted for an inductive coding approach, and hence built a new codebook. This will give us the additional benefits of a bottom-up approach: the codebook will be representative of what the questions contain, regardless of the completeness and level of detail of another source, and allows our codebook to focus on skills related to tracing, and allows the code to represent prerequisites at a sufficient level of detail. This is particularly important in this context, as the relation between prerequisites and course topics in assessments are not well studied. We do, however, recognize the importance of the above-mentioned works, and we will therefore relate the codes created in this work to them. Thus, that relation can be used to prioritize prerequisites to assess based on their location in the ACM 2013 Curriculum Guide, their importance in the Core Concepts or known misconceptions.

The analysis of the assessments and the development of the codebook were done iteratively. First, researchers analyzed the prerequisites assessed in each of the questions in each of the assessments, and then produced a proposed coding for these. The produced codes were then discussed with the group, and the two previous steps were revisited (which constitutes the iterative refinement phase).

In order to account for the different experiences and viewpoints of the coders, the working group members were divided into two groups, and each assignment was assigned to at least one member in each group (thus, each question was assigned to at least two coders). Each coder then independently coded the prerequisites required to answer each question in each assessment. The analysis and development phase was iterated a number of times within each group before a consensus was reached.

When both groups were done with their coding work, the two groups met and discussed their findings, aiming to merge the codes created by the two groups. This corresponds to another design...
phase. After this, the two groups independently re-coded all questions using the unified codebook. This resulted in a number of minor revisions to the codes, which were then discussed between the two groups again. This was repeated until all members of the working group were satisfied that the codes covered all prerequisites covered by the collected assessments. Note that due to the iterative refinement of the codebook, some codes were split into two during the process, resulting in codes representing prerequisites that are not assessed by any of the questions. As these still represent valid prerequisites, they were kept in the codebook in spite of the fact that they are not present in any of the questions. The codebook, and our coding of the assessments are presented in Section 4.

In order to examine whether the questions in the BDSI had similar issues to the other assessment we collected, we examined the distractors in the BDSI once more after the codebook was finalized. For each question, two researchers independently coded which prerequisite skills, if any, a student picking each distractor might have difficulties with. In order to properly distinguish between prerequisites and course topics, the researchers also noted which course topics a student could have difficulties with. As with the other coding, the researchers then discussed any potential differences until agreement. With this information we can see which prerequisite skills are assessed by each question in the BDSI, and to what extent it is able to differentiate between difficulties with prerequisites compared to course topics. The results from this coding is presented in Section 5.

Finally, in order to verify that our codebook was sensible, and what areas are covered by the other sources presented previously, we mapped the codes created in this stage to the ACM 2013 Curriculum Guide, the Core Concepts and the Misconception Catalogue. For the first two, this mapping was also done independently by two researchers in a similar fashion to the coding. The mapping to the Misconception Catalogue was done by a single researcher. These mappings are presented in Section 4.1, Tables 1 to 6.

3.3 Solution Development 2 - Differentiated Assessments

The purpose of this step was to modify a subset of the assessments that contain both prerequisites and course topics to make them differentiated, so that they can be used to diagnose whether a learner is struggling with prerequisites, course topics, or both. From the modified assessments, we also distilled a number of patterns and principles that can be applied to other assessments to make them differentiated.

When modifying questions, two researchers started by reviewing the previously coded prerequisite skills for the assessment and decided which of them to assess explicitly. We opted not to assess all prerequisites explicitly and individually in order to not increase the size of the question too much. This decision was based on two things: (a) the researchers’ pedagogical content knowledge about student difficulties for the assessments’ course topics, and (b) previous experience with the assessment in particular in their course and students’ learning difficulties. This means that the modified exercises will only be able to indicate that some prerequisite is missing, or perhaps that one of a few well-known prerequisites are missing.

Previous experience was available for all assessments except one (M.1) and the questions in the BDSI as none of the working group members had used them in their courses.

This phase was conducted in a similar manner to the previous one. First, two researchers set out to modify one question. This resulted in a number of patterns, only some of which were used, that were later generalized into the patterns and principles in the next phase. After this, other pairs of researchers modified other questions in the same way with the help of the previously identified patterns, thus validating and refining the patterns from the previous iterations. After a number of iterations of this process, modifying a number of questions, we arrived at the modified questions in Appendix M, some of which are presented in Sections 6.2 to 6.4.

3.4 Reflection to Produce Principles - PAPRIDA

In this phase, we examined the patterns and our experiences using them to create differentiated assessment (above), and generalized them into a number of patterns and principles for making assessments more differentiated, called PAPRIDA (PAtterns and PRinciples for Differentiated Assessment). The start of this phase essentially took place alongside the previous phase in the form of collecting patterns and associated experiences while modifying questions. The first researchers proposed a number of potential patterns after modifying the first questions. These were then explored by other researchers in the context of other questions, where they were refined, and new patterns were suggested. When all questions were modified, these patterns and the experiences related to them were collected and generalized to produce the list presented in Section 6.1. As these patterns and principles were refined throughout the assessment modification phase, the constant re-visiting and application of them serves as an initial validation of the patterns and principles. Note, however, that while PAPRIDA contains a set of useful patterns and principles for making questions differentiated, it is most likely not complete as it is rooted only on the structure of the initial questions collected.

4 RESULTS: PREREQUISITE SKILLS IN ADVANCED CS QUESTIONS

To answer RQ1: “What prerequisite skills do advanced CS questions depend on?”, we analyzed a number of existing assessments as described in Section 3. Our main contribution related to RQ1 is the codebook produced during our empirical work of analyzing the advanced questions, which is presented below. We also present our coding of each of the individual questions. These two pieces of information contribute to answering RQ1. The codebook represents a set of possible prerequisites that should be considered as possible candidates for prerequisite skills in assessments. The coding of the questions contributes by giving concrete examples of the issue we aim to address in this paper, and which prerequisite skills they depend on.

4.1 The Codebook

We divided the codebook into the following six groups for ease of navigation:
• Basic Notional Machine
• Loops
• Values and Types
• Functions
• Objects
• High Level Skills

The codebook is presented in Tables 1 to 6 below. These tables also contain the mapping between our codes and the ACM 2013 Curriculum Guidelines, the Core Concepts and the Misconception Catalogue including an example misconception of each category. These mappings might aid the decision of which categories to include when modifying questions. For example, based on where they appear in the ACM Curriculum Guidelines, the estimated difficulty in the Core Concepts or by misconceptions that are known to be common in the Misconception Catalogue. By examining the mappings, we can see that all of our codes correspond to something in at least one of these three mappings.

Most of our codes correspond to one or more Knowledge Units in the ACM Curriculum Guidline. There are, however, exceptions such as object scoping and data which does not map to a Knowledge Unit. This does not mean that the ACM Curriculum Guidelines lack these particular topics, but rather that the Knowledge Units are at such a high level that no particular Knowledge Unit corresponds well to these codes. Another similar discrepancy is illustrated by the operators code, which maps to the SDF/Fundamental Programming Concepts/Expressions and assignments, which is too general to express this skill, and thus appear for multiple codes, such as simple statements and assignments. The same thing is true for the codes return and return values, which both map to the SDF/Fundamental Programming Concepts/Functions and parameter passing Knowledge Unit. From the mapping we can also see that the Core Concepts and the Misconception Catalogue lack some skills that are covered by our codes. This could be attributed to the fact that prerequisite skills vary depending on the context. For example, our code API usage represents a skill that is not necessarily an introductory skill, but still was a prerequisite skill for some of the analyzed assessments. However, some other skills were missing from these two, for example return value, which is not represented in either the Core Concepts or in the Misconception Catalogue.

4.2 Coding of Assessments for Course Topics

Tables 7 and 8 contain our coding of our initial 11 assessments (Table 7) and the 13 questions in the BDSI (Table 8). All of these questions are available in Appendices M and O.

From our coding of the questions, we can see that there are a number of questions that differ in their relation to prerequisite skills. We found three broad types of questions:

The first type is assessments that mostly focus on prerequisite skills. Not surprisingly, a typical example of such assessments are pre-exams that are given to students in the beginning of a course in order to assess prerequisite skills. These typically cover skills that are almost entirely captured by the skills presented in Section 4.1. See Appendix O.2 for an example of this kind of question.

Another type of questions that almost exclusively assesses course topics, meaning that almost none of the skills assessed by the question appear in Section 4.1. Many of the questions were found in the BDSI, and asked the student to reason about a data structure in higher-level terms. For example, see question M.6 in the Appendix. Other similar questions were found in a course on algorithm design, where the student was asked to reduce problems into suitable standard algorithms (Appendix O.4). This type of questions has an empty column for prerequisites, as can be seen in column M.6 of Table 7. It is worth pointing out that this does not mean that these questions do not have prerequisites; it only means that these prerequisites are not related to basic programming skills, but perhaps aimed more towards skills in algorithmic thinking, analytical thinking, logical reasoning, abstraction, or mathematics. They may also have prerequisites to actually learn the material, but the question itself does not require applying those prerequisite skills directly; for example, a question about the behavior of a data structure may not directly refer to code describing that behavior.

The final type of questions assess both prerequisite skills and course topics to a high degree. This is perhaps the type of questions that are most interesting to examine in the context of this research, as these typically have the property that if a student fails to answer a question, it is often difficult to attribute the failure either to the course topic or to a prerequisite skill. This does not, however, mean that such questions are undesirable. On the contrary, most questions of this type contained many prerequisites because they require the student to show that they are able to integrate the course topics into their prerequisite knowledge, and use it to solve some kind of real problems. Most of the questions we coded are of this type; for example see question M.5 in the Appendix with our coding of its prerequisites in Table 7.

5 RESULTS: IS THE BDSI ABLE TO DIAGNOSE PREREQUISITES?

To answer RQ2: “To what extent can an existing concept inventory for data structures with a validity argument – the BDSI – also diagnose difficulties with prerequisite skills?”, we also examined all distractors for each question in the BDSI. For each distractor, we coded which prerequisites and course topics a student might have difficulties with when picking that distractor over the correct answer. From this analysis, we found that all 13 questions in the BDSI fall into five broad groups regarding how prerequisites and course topics interact:

**Group 1 – B.4, B.9, B.13:** These questions almost exclusively assess course topics (some of them assess meta-tracing knowledge as well). As such, they do not indicate problems with prerequisites (which is good in this case). For example, question B.4 asks about the time complexity of certain operations of a linked list, which does not depend on any prerequisites.

**Group 2 – B.2, B.11:** These questions contain both prerequisites and course topics, but none of the distractors allow drawing conclusions regarding whether a learner has difficulties with prerequisites or course topics.

**Group 3 – B.1, B.3, B.5, B.8, B.10:** These questions contain both prerequisites and course topics, and some of the distractors indicate that prerequisite skills are the issue rather than course topics. Other distractors do not make this distinction.
### Table 1: The Codebook: Basic Notional Machine

<table>
<thead>
<tr>
<th>Skill</th>
<th>ACM Knowledge Unit</th>
<th>Core Concepts</th>
<th>Misconception Catalogue</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Simple Statements:</strong> A basic understanding of statements in a language.</td>
<td>SDF/Fundamental Programming Concepts/Expressions and assignments</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Operators:</strong> Skills related to operators cover both being able to use arithmetic and comparison operators. Examples of these include questions related to operator precedence and Boolean logic.</td>
<td>SDF/Fundamental Programming Concepts/Expressions and assignments</td>
<td>OP (Operator Precedence), BOOL (Boolean Logic)</td>
<td></td>
</tr>
<tr>
<td><strong>Assignments:</strong> Understand how assignments work (e.g., the direction of the assignment), and that there is a difference between assignment and “equality” as used in mathematics.</td>
<td>SDF/Fundamental Programming Concepts/Expressions and assignments</td>
<td>AS (Assignment Statements)</td>
<td>VarAssign: “Primitive assignment works in opposite direction.”</td>
</tr>
<tr>
<td><strong>Basic input and output:</strong> These skills are related to being able to output messages and the value of variables to standard output and read data from standard input.</td>
<td>SDF/Fundamental Programming Concepts/Simple I/O</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Tracing:</strong> Being able to follow the step-by-step instructions in a program by utilizing knowledge of the notional machine while keeping track of the relevant state of the computation (e.g., variables, types).</td>
<td>SF/Computational Paradigms, application-level sequential processing</td>
<td>CF (Control Flow)</td>
<td>Ctrl: “Difficulties in understanding the sequentiality of statements.”</td>
</tr>
<tr>
<td><strong>Debugging:</strong> Refers to basic debugging skills to localise the bug, and to identify mismatch between intended outcome and actual outcome.</td>
<td>SDF/Development Methods, debugging strategies</td>
<td>DEH (Debugging/Exception Handling)</td>
<td></td>
</tr>
<tr>
<td><strong>Conditionals:</strong> How if- and switch-statements behave, for example that only one branch in an if-else statement is taken.</td>
<td>SDF/Fundamental Programming Concepts/Conditional and iterative control structures</td>
<td>BOOL (Boolean Logic), COND (Conditionals)</td>
<td>Ctrl: “Code after if statement is not executed if the then clause is.”</td>
</tr>
</tbody>
</table>

### Table 2: The Codebook: Loops

<table>
<thead>
<tr>
<th>Skill</th>
<th>ACM Knowledge Unit</th>
<th>Core Concepts</th>
<th>Misconception Catalogue</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Loop constructs:</strong> Basic knowledge of the different looping constructs (typically, for, while and do-while). For example, that the condition is only executed before each time the loop body is executed in a for loop, and not between each statement.</td>
<td>SDF/Fundamental Programming Concepts/Conditional and iterative control structures</td>
<td>IT1 (Tracing execution of nested loops), IT2 (Understanding that loop variables can be used in expressions that occur in the body of a loop)</td>
<td>Ctrl: “while loops terminate as soon as condition changes to false.”</td>
</tr>
<tr>
<td><strong>Array iteration:</strong> Being able to utilize loops to iterate arrays, either using regular loops and indices, or any dedicated syntax for the task.</td>
<td>SDF/Fundamental Data Structures/Arrays</td>
<td>ARI (Identifying and handling off by one errors when using in loop structures)</td>
<td></td>
</tr>
<tr>
<td>Skill</td>
<td>ACM Knowledge Unit</td>
<td>Core Concepts</td>
<td>Misconception Catalogue</td>
</tr>
<tr>
<td>-------</td>
<td>--------------------</td>
<td>---------------</td>
<td>-------------------------</td>
</tr>
<tr>
<td><strong>Types:</strong> Being able to associate a type to each variable, and trace the type information together with the value of the variable. This might involve finding and examining the type declaration in statically typed languages, or relying entirely on tracing in dynamically typed languages.</td>
<td>SDF/Fundamental Programming Concepts/Variables and primitive data types (e.g., numbers, characters, Booleans) and PL/Basic Type Systems/Association of types to variables, arguments, results and fields.</td>
<td>TYP (Types)</td>
<td>VarAssign: “A variable is (merely) a pairing of a name to a changeable value (with a type). It is not stored inside the computer.” Misc: “A type is a set of constraints on values.”</td>
</tr>
<tr>
<td><strong>Values and references:</strong> The ability to differentiate between values and references (or pointers) to values, and the differences between making copies of a value and a reference to a value.</td>
<td>SDF/Fundamental Data Structures/References and aliasing</td>
<td>MMR (Memory Model/-References/Pointers), PVR (Primitive and reference type variables)</td>
<td>Refs: “Even primitive values (in Java) are handled through references.”</td>
</tr>
<tr>
<td><strong>Indirection:</strong> The ability to identify whenever a reference (or pointer) is traversed in order to access the value being referred to. Depending on the language, this might happen explicitly (e.g., pointers in C), or implicitly (e.g., accessing attributes in Java).</td>
<td>SDF/Fundamental Data Structures/References and aliasing</td>
<td>MMR (Memory Model/-References/Pointers), AR2 (Understanding the difference between a reference to an array and an element of an array)</td>
<td>Refs: “Once a variable references an object, it will always reference that object.”</td>
</tr>
<tr>
<td><strong>Arrays:</strong> Declaring and indexing arrays, and what happens when the index is out of bounds.</td>
<td>SDF/Fundamental Data Structures/Arrays</td>
<td>AR2 (Understanding the difference between a reference to an array and an element of an array), AR3 (Understanding the declaration of an array and manipulating an array)</td>
<td>Misc: “Confusion between an array and its cell.”</td>
</tr>
</tbody>
</table>
## Table 4: The Codebook: Functions

<table>
<thead>
<tr>
<th>Skill</th>
<th>ACM Knowledge Unit</th>
<th>Core Concepts</th>
<th>Misconception Catalogue</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Parameters:</strong> Being able to declare and use function parameters to pass data into a function.</td>
<td>SDF/Fundamental Programming Concepts/Functions and parameter passing</td>
<td>PA1 (Understanding the difference between call by reference and call by value semantics), PA2 (Understanding the difference between formal parameters and actual parameters)</td>
<td>Sorva’s “Methods” Topic is more related to OO design issues than function/method calls. There is a separate Calls Topics that deals with these issues.</td>
</tr>
<tr>
<td><strong>Return values:</strong> Being able to declare and use function return values (or output parameters) to pass data out of a function. “Void” return values are included here.</td>
<td>SDF/Fundamental Programming Concepts/Functions and parameter passing</td>
<td></td>
<td>Calls: “A function (always) changes its input variable to become the output.”</td>
</tr>
<tr>
<td><strong>Return:</strong> Being able to use “return” to stop executing a function and return to the caller.</td>
<td>SDF/Fundamental Programming Concepts/Functions and parameter passing</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Function scoping and data flow:</strong> Being able to understand the scoping of local variables in a function, that the local variables are not shared between different invocations of the same function, and where parameters and return values fit in the model.</td>
<td>SDF/Fundamental Programming Concepts/Functions and parameter passing</td>
<td>PA3 (Understanding the scope of parameters, using parameters in procedure design), SCO (Scope)</td>
<td></td>
</tr>
<tr>
<td><strong>Recursion:</strong> The ability to understand and utilize recursive function calls, how execution flows through recursive functions and how values from operations are processed and stored. This is essentially only a special case that requires a better understanding of the three previous skills: parameters, returns and function scoping and data flow. It is however useful to separate this skill from the others, as recursion in itself is often problematic.</td>
<td>SDF/Fundamental Programming Concepts/The concept of recursion</td>
<td>REC (Recursion)</td>
<td>Rec: a Topic of its own.</td>
</tr>
<tr>
<td>Objects</td>
<td>ACM Knowledge Unit</td>
<td>Core Concepts</td>
<td>Misconception Catalogue</td>
</tr>
<tr>
<td>---------</td>
<td>--------------------</td>
<td>---------------</td>
<td>-------------------------</td>
</tr>
<tr>
<td>Classes/records/ADT: Being able to declare classes or records. This means to have understood their role in providing a <em>template</em> for instantiating objects which took part in the computation. It should be clear that classes define new (user-defined) types and they are units of encapsulation and scope, but not, for example, a way of ordering method calls (the order of method declaration is not relevant even w.r.t. their forward use in most OO languages).</td>
<td>SDF/Fundamental Data Structures/Records and structs (heterogeneous aggregates)., SDF/Algorithms and Design/fundamental design concepts and principles, encapsulation and information hiding, PL/Object Oriented Programming, Definition of classes, methods and constructors, PL/Basic Type Systems/Compound types built from other types</td>
<td>CO (Classes and objects)</td>
<td>OtherOOP: “An object is just a record.”</td>
</tr>
<tr>
<td>Object/instance/variable: Being able to differentiate between a class and an object (i.e., an instance of the class, or an instance of a type), or different instances of the same class. This involves being able to distinguish which objects (i.e., instances of a class or other memory entities of a built-in type) are active at a given point of a computation, in particular which objects have different identity (and, possibly, state) although they have the same type. The difference between references equality and object equivalence, the understanding of the problems of deep copies of complex objects is another important OOP basic skill. See also ”Values and Types”.</td>
<td>CO (Classes and objects)</td>
<td>ObjClass: ”Confusion between a class and its instance.”</td>
<td></td>
</tr>
<tr>
<td>Object scoping and data: Understand the lifetime of members of objects in relation to the object as a whole and the program. Class creation strategies (syntactic and semantic details can be quite different among different languages) define the lifetime of instance variables and methods (collectively known as <em>members</em>). A student should be able to differentiate among static visibility rules (public/protected/private/package in Java) and the accessibility of a specific entity, since even a private member can be reached by holding a reference returned by a method.</td>
<td>SCDE (Scope Design, understanding difference in scope between fields and local variables, appropriately using visibility properties of fields and methods, encapsulation)</td>
<td>ObjState: ”During a method call, an object attribute is duplicated as variable. The local variable is initialized from the updated by the method, then returned to object at”</td>
<td></td>
</tr>
<tr>
<td>Static: Understand the difference between static and non-static members of a class. Member objects can be shared among the instances of the same class. The role of static (to use the Java lingo) members and their special initialization rules should be well understood.</td>
<td>STAM (Static variables and methods)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Skill</td>
<td>ACM Knowledge Unit</td>
<td>Core Concepts</td>
<td>Misconception Catalogue</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>--------------------</td>
<td>---------------</td>
<td>-------------------------</td>
</tr>
<tr>
<td><strong>Coding style:</strong> Understand and utilize elements of the language to make it easier to understand and reason about the code. Involves for example, comments, naming, use of empty lines, indentation, etc.</td>
<td>SDF/Development Methods/Documentation and program style</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>API usage:</strong> Being able to find and use functions in some library (e.g., the standard library of the language). This involves searching for relevant functions, and reading the documentation to understand the semantics.</td>
<td>SF/Cross-Layer Communications/Programming abstractions, interfaces, use of libraries</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Problem decomposition:</strong> Being able to decompose a larger problem into smaller pieces with known solutions. For example, figuring out that a particular problem can be expressed in terms of a graph and use an appropriate graph algorithm to solve the problem.</td>
<td>SDF/Algorithms and Design/Fundamental design concepts and principles, Abstraction, Program decomposition</td>
<td>DPS1 (Design and problem solving 1, understands and uses functional decomposition and modularization), APR (Abstractions/Pattern Recognition and Use)</td>
<td></td>
</tr>
<tr>
<td><strong>Reasoning about constraints:</strong> Being able to reason about what is known and what is not known about the specification (i.e., preconditions) and reason about their implications on a particular piece of code or a particular method of solving a problem. For example, the array is not sorted, so using binary search is not possible without sorting the array first. Therefore, a linear search is faster.</td>
<td></td>
<td>DPS2 (Design and problem solving 2, Ability to identify characteristics of a problem and formulate a solution design)</td>
<td></td>
</tr>
<tr>
<td><strong>Meta-tracing knowledge:</strong> Knowing you need to go through some algorithmic process step by step to check an answer, executing/keeping track of a representation of computation. Knowing when you need to use an external representation (and the representation is good enough). Knowing where your limits are. For example, if a problem says: &quot;trace this code&quot;, it probably does not involve meta-tracing since the problem explicitly tells the student to trace the code.</td>
<td></td>
<td>SVS (Syntax vs. semantics, understanding the difference between a textual code segment and its overarching purpose and operation)</td>
<td></td>
</tr>
</tbody>
</table>
Table 7: The results of our qualitative coding of prerequisites assessed in the questions from advanced courses shown in Appendix M (questions that were eventually modified) and Appendix O (questions that were only used to devise the coding).

<table>
<thead>
<tr>
<th>Qualitative codes</th>
<th>M.1</th>
<th>M.2</th>
<th>M.3</th>
<th>M.4</th>
<th>O.1</th>
<th>O.2</th>
<th>O.3</th>
<th>O.4</th>
<th>O.5</th>
<th>O.6</th>
<th>O.7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple statements</td>
<td>x</td>
<td>x</td>
<td></td>
<td>x</td>
<td>x</td>
<td></td>
<td>x</td>
<td></td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Operators</td>
<td>x</td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Assignments</td>
<td>x</td>
<td>x</td>
<td></td>
<td>x</td>
<td>x</td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Basic input and output</td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Tracing</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Debugging</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Conditionals</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Loop constructs</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Array iteration</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Types</td>
<td>x</td>
<td>x</td>
<td></td>
<td>x</td>
<td>x</td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Values and references</td>
<td>x</td>
<td>x</td>
<td></td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Indirection</td>
<td>x</td>
<td>x</td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Arrays</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parameters</td>
<td>x</td>
<td>x</td>
<td></td>
<td>x</td>
<td>x</td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Return values</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Return</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Function scoping and data flow</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recursion</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Classes/records/ADT</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Object/instance/variable</td>
<td>x</td>
<td></td>
<td></td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Object scoping and data</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Static</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coding style</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>API usage</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Problem decomposition</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Reasoning about constraints</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Meta-tracing knowledge</td>
<td>x</td>
<td>x</td>
<td></td>
<td>x</td>
<td>x</td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 8: The results of our qualitative coding of prerequisites assessed in the questions in the BDSI. Note that B.6 and B.8 were eventually modified and are therefore available in the Appendix.

<table>
<thead>
<tr>
<th>Qualitative codes</th>
<th>B.1</th>
<th>B.2</th>
<th>B.3</th>
<th>B.4</th>
<th>B.5</th>
<th>B.6</th>
<th>B.7</th>
<th>B.8</th>
<th>B.9</th>
<th>B.10</th>
<th>B.11</th>
<th>B.12</th>
<th>B.13</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple statements</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Operators</td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Assignments</td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Basic input and output</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tracing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Debugging</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Conditionals</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Loop constructs</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Array iteration</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Types</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Values and references</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Indirection</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Arrays</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parameters</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Return values</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Return</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Function scoping and data flow</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recursion</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Classes/records/ADT</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Object/instance/variable</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Object scoping and data</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Static</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coding style</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>API usage</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Problem decomposition</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reasoning about constraints</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Meta-tracing knowledge</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
</tbody>
</table>
Group 4 – B.6, B.12: These questions rely heavily on tracing skills, of course paired with some course topics. Therefore, an incorrect answer here likely means that some prerequisite is weak, perhaps in addition to some course topics. The distractors do not allow pinpointing the issue, however.

Group 5 – B.7: This question relies heavily on tracing skills, and as such incorrect answers mean that some prerequisite is weak. The combination of selected distractors do allow narrowing down the set of prerequisites quite well.

Below, we present a few examples of some questions in the BDSI along with an explanation of what skills the different distractors could indicate difficulties with. We have selected examples that illustrate the situation in groups 2 and 3, as they are the most interesting to explore further. We also provide a detailed breakdown of the possible answers to question B.7. All of the question statements are summarized for brevity, but the associated code and all possible answers, except for the correct answer, are reproduced verbatim. We have also rearranged the order of the answers and thus changed their labels. This is to make it more difficult for potential future takers of the test to find and memorize the correct answers to the BDSI online. Furthermore, in our analysis, the correct answer is generally uninteresting, and its omission does not impact the presentation of our results.

5.1 BDSI: Group 2, Question B.2
This question asks the student to compare two implementations of singly linked lists. One with a reference to the head of the list, and one with a reference to both the head and the tail. For each of the operations described below, the student is asked to select which (zero or more) operations would have better execution time (i.e., faster worst-case time complexity) in an implementation with a tail reference compared to one without a tail reference.

(a) Add a given element to the beginning of the linked list.
(b) Remove the last element from the linked list.
(c) Return True if the linked list contains a given element.

In this case, all answers involve course topics (in this case, mainly what a tail reference is). Thus, none of the distractors are able to tell whether a student fails to understand some aspect of a tail reference, or if they fail to understand the implications of that aspect due to lacking prerequisite skills.

5.2 BDSI: Group 3, Question B.1
This question asks the student to complete the following implementation of the addAtTail function, which adds an element at the end of a singly linked list that maintains both a head and a tail reference:

```latex
DEFINE addAtTail(e)
  IF tail == nil THEN
    head = tail = new MyListNode(e)
  ELSE
    // MISSING CODE
  ENDIF
ENDDEF
```

The student is then asked to select one of the following five answers:

(a) temp = new MyListNode(e)
    tail = temp
(b) temp = new MyListNode(e)
    tail.next = temp
(c) tail.next = e
    tail = e
(d) temp = head
    WHILE temp.next != nil DO
      temp = temp.next
    ENDWHILE
    temp.next = new MyListNode(e)

Each of these answers highlight difficulties in prerequisites and/or course topics as follows:

(a) A student picking this answer over the correct answer could have difficulties with object/instance/variable (e.g., a student who does not understand that there are difference instances of MyListNode will likely not see the point in linking them), meta-level tracing (in this case, all operations only using the tail reference would work, while others do not), or with linked lists (e.g., forgetting that all nodes need to be reachable from the head).

(b) A student picking this answer over the correct answer likely has difficulties with either meta-tracing knowledge (in this case, the implementation works for one insertion, but not for two), or with linked lists (e.g., not understanding the purpose of the tail reference).

(c) A student picking this answer over the correct answer likely has difficulties with either types or object/instance/variable. The solution is correct, except that both tail and tail.next are supposed to refer to a node rather than an element. This could either be due to the student not realizing this through reasoning about the types, or by not realizing that a new node instance needs to be created.

(d) This solution would be correct in a linked list without a tail reference. As such, a student picking this answer over the correct answer is likely able to trace and understand the code, while only having difficulties with linked lists (in particular, tail references).

5.3 BDSI: Group 3, Question B.3
This question asks the student to investigate whether an implementation of a LinkedList class is using a singly linked list (with only a head reference), or a doubly linked list (with both head and tail references). The implementation is not provided, nor accessible. As such, the only option remaining is to conduct a small experiment (i.e., execute some of the operations on the list) and draw conclusions from there. The student is asked to select which of the following experiments is the best option:

(a) Create two instances of the LinkedList and test the timing of the first against the timing of the second. LinkedList for all List methods. If the timings between the first and second instances are close for all methods, the unknown LinkedList implementation is a singly linked list, otherwise it is a doubly linked list.

(b) Author a singly linked list class of your own and test the timing of it against the timing of the unknown list for all
methods. If the timing between your singly linked list and the unknown list is exactly the same for all methods, the unknown list is a singly linked list, otherwise it is a doubly linked list.

(c) Execute \( n \) `addAtEnd` operations followed by \( n \) `removeAtEnd` operations; if the `removeAtEnd` operations take much longer than the `addAtEnd` operations, we have a singly linked list, otherwise it is a doubly linked list.

(d) None of the above experiments would be able to answer this question. You would need to be able to examine the code to determine if the implementation uses a `previous` reference.

As is the case with question 2, most options involve both course topics (asymptotic notation and linked lists in this case) and prerequisites. As such, most distractors does not distinguish between the two. The distractor (a) is, however, interesting. It suggests that one can differentiate between a singly linked list and a doubly linked list by creating two instances of the unknown class, and doing the same sequence of operations to each of them in turn while measuring the time. For this to be true, the two instances of the class need to behave differently in some regard, which in turn implies some shared state between them. In particular, this would be true for a student who do not realize that different instances have a different set of member variables, and thus append all elements from the two instances to a single list. This reasoning implies that a student who picks the distractor (a) is likely to have difficulties with `object/instance/variable`.

### 5.4 BDSI: Group 5, Question B.7

This question asks the student to select all correct implementations of a function, `sum_leaves`, that computes the sum of all leaves in a binary tree (the exercise also contains a simple `TreeNode` class containing the variables `item`, `left` and `right`). The following two examples are provided to illustrate the expected behavior of the function:

```
4
  |
  4
  |
  4
  |
  4
  |
  4
  |
  1
```

draw here

sum_leaves should return 10

```
4
  |
  4
  |
  4
  |
  4
  |
  4
  |
  4
  |
  1
```

draw here

sum_leaves should return 12

The following four implementations are provided, and students are asked to select all that apply:

(a) `DEFINE sum_leaves(node)`
    ```
    value = 0
    IF node.left == nil AND node.right == nil THEN
        value = value + node.item
    ENDIF
    IF node.left != nil THEN
        sum_leaves(node.left)
    ENDIF
    IF node.right != nil THEN
        sum_leaves(node.right)
    ENDIF
    RETURN value
    ```

(b) `DEFINE sum_leaves(node)`
    ```
    IF node.left == nil AND node.right == nil THEN
        RETURN node.item
    ENDIF
    IF node.left != nil THEN
        RETURN node.item + sum_leaves(node.left)
    ENDIF
    IF node.right != nil THEN
        RETURN node.item + sum_leaves(node.right)
    ENDIF
    ```

(c) `DEFINE sum_leaves(node)`
    ```
    value = 0
    WHILE node != nil DO
        IF node.left == nil AND node.right == nil THEN
            value = value + node.item
        ENDIF
        IF node.left != nil THEN
            node = node.left
        ELSE IF node.right != nil THEN
            node = node.right
        ENDIF
    ENDWHILE
    RETURN value
    ```

(d) `DEFINE sum_leaves(node)`
    ```
    IF node == nil THEN
        RETURN 0
    ELSE IF node.left == nil AND node.right == nil THEN
        RETURN node.item
    ELSE
        RETURN sum_leaves(node.left) + sum_leaves(node.right)
    ENDIF
    ```

In this multiple choice question, it is interesting to explore all combinations of distractors selected by the student, as the combination can be used to better pinpoint which prerequisites (or course topics) that might be problematic:

(a) `return value` or recursion
(b) `return`
(c) `meta-tracing knowledge`
(d) `-`

(a,b) `return` and function scoping
(a,c) recursion and meta-tracing knowledge
(a,d) function scoping
(b,c) `return` and loops
(d,b) `return`
(d,c) `meta-tracing knowledge`
(a,b,c) Likely conditionals
(a,b,d) Likely recursion
(b,c,d) You know `function scoping` and `return values`, but not `loops` and `return`
Many areas: *meta-tracing knowledge, recursion and loops.* Likely only looks at the keywords and see if they appear.

From these examples, we can see that the distractors often do not distinguish between difficulties in prerequisites and course topics. In principle B.7 might be able to, as the many combinations of highlighted answers can be used to pinpoint the prerequisite difficulties quite well. However, students might also randomly guess or use other reasoning in practice, so empirical validity work with students would be needed to check the quality of these inferences in practice. This question does, however, not assess many course topics (in this case, only basic knowledge of trees) as it focuses on tree traversal.

6 RESULTS: DIFFERENTIATED ASSESSMENTS AND PAPRIDA

To answer RQ3: “What are examples of differentiated assessments and principles for designing differentiated assessments?”, we utilized the results from RQ1 (Section 4) and modified a number of the analyzed questions to make them able to differentiate between difficulties with prerequisite skills and course topics. During these modifications, we also collected a set of patterns and principles to do these modifications, which we later generalized into PAPRIDA (PArtterns and PRinciples for Differentiated Assessment). In this section, we start by presenting the patterns and principles, followed by a detailed presentation of the analysis and modifications to one question from each of the three course topics: advanced object-oriented programming, data structures and concurrency.

Each of these questions will be examined in detail. For each question, we will present what course topics the question is designed to assess, along with some additional background. After that, we will describe the steps taken to modify the question: first the question is analyzed to find prerequisites. Then, a number of those are selected to be assessed explicitly. It is usually not wise to assess all prerequisites explicitly in a way that it is possible to distinguish between all of them as that would dramatically increase the size of the assessment considerably. Finally, we apply a number of patterns and principles from PAPRIDA to make the modifications to the question. Thus, these examples can be seen as “worked examples” of how to apply PAPRIDA to improve a question, either by making the question explicitly assess the prerequisites, or by introducing new prerequisites that are explicitly assessed to a question. Additional questions we modify are reported in Appendix M.

6.1 PAPRIDA: PArtterns and PPrinciples for Differentiated Assessment

Below, we present PAPRIDA (PArtterns and PPrinciples for Differentiated Assessment), which represents a set of patterns and principles that are helpful to explore in order to modify existing questions or to construct new ones.

Show your work: One relevant strategy instructors already use with questions to diagnose skills on the course topic is for learners to show all their work. This method does indeed reveal misconceptions in prerequisites, but is time consuming to grade, and learners may not actually show enough to diagnose their skills (especially if learners feel the allotted time is short). As such, depending on the context for the assessment, this strategy might not always be suitable. For example, if the goal is to add some small items to an already large assessment, it might be better to explore other strategies first.

**Asking for details:** One alternative to the previous approach is to add a small question that asks the student for some specific detail of the code in the question related to some prerequisite skills. This could, for example, be to ask the student to point to lines in the code that accesses a particular part in memory or asking for the type of a particular expression in a particular context. This is used in the concurrency exercises to assess whether students know when *indirection* occurs. The benefit of this approach is that it does not increase the grading time by much, while still giving an indication of the prerequisite skills, but it might be difficult to find a small but precise enough such question. Another option is to insert a print statement that outputs something very specific and ask about that.

**Altering terminology:** One approach that might be used to assess new prerequisites to a question that previously assessed few of the prerequisites is to alter the terminology slightly. For example, instead of using high level terms, such as “accessing by index” one could use “*array.get(index)*” to require *Arrays* into the assessment. When used in the main question text, this does not necessarily make the question able to differentiate between prerequisite skills and course topics, but strategic use of this method, perhaps in a distractor, is useful for assessing this difference.

**Introducing aliasing:** One approach that was used to assess *Values and references* in the concurrency exercises was to break out parts of the code that modifies some variable into a new function with the data passed as a reference parameter. The formal and actual parameters should have different names so that the student has to make the connection between them explicitly. A print statement placed after the call to the new function can then be used to clearly see if a student understands which modifications are visible in the caller and which are not, and thus whether or not the student understands the difference between values and reference and their semantic when used as function parameters. This can thus also be used to assess Function parameters and Indirection.

**Renaming variables:** Another approach that was used in conjunction with the above one is to rename reference variables in different functions. For example, if multiple functions access the same data structure by reference, renaming the parameter so that it has different names in each function makes it impossible to rely on pattern-matching to arrive at the conclusion that they might refer to the same value, and thus introducing the Values and references skill. This can be properly assessed by adding a strategic print statement, or a short piece of code that executes two of the functions with the same data as parameter to check what student understands.

**Adding another instance:** A final approach that was used in the data structure and algorithms questions was to introduce
multiple instances of a data structure in some part of the question. This requires students to be aware of the Object skill in order to be able to differentiate between the instances while tracing the implementation of some algorithm.

Adding distractors: In case of a multiple-choice question, having coded the prerequisites implicitly assessed in the question makes it possible to introduce additional distractors that explicitly address misconceptions related to the prerequisites. Note that this kind of distractors differ from those typically found in multiple choice questions. These distractors are concerned with misconceptions in prerequisites, and not misconceptions in the course topics. This approach is beneficial to pair with one of the others to introduce additional possibilities for creating relevant distractors.

Distractors with code: One interesting example we found in the BDSI was to have a number of distractors containing code, where the student need to select the pieces of code that are correct. This type of question opens up for checking many prerequisite misconceptions, as they allow each distractor to highlight a different set of them. Picking these sets with care allow all combinations of selections (assuming students may select more than one) to highlight one or a few of the misconceptions, making it possible to assess many possible misconceptions with a single question.

6.2 Advanced OOP: Inheritance and Polymorphism

In this section we will discuss our modifications to a question about inheritance and OOP. This assignment was designed to make students consider the problems that might arise when Liskov’s substitution principle is not fully taken into account. In particular, if the pre-conditions for using a service provided by both a superclass and a subclass are stronger for the subclass, clients accessing subclass objects through references of superclass type might have constraints/expectations that will be not satisfied.

The question provides an implementation of the classes depicted in Figure 2 in Eiffel\(^2\), and the code in Listing 1 that creates instances of the classes and calls the member function eat in various ways. The student is then asked whether different calls to eat is a compile-time or run-time error, and are then asked to add some constraints. The full question is presented in Appendix M.4.

To productively focus on the problem, the answering student should already master at least the following prerequisite skills (from our qualitative coding):

- Simple Statements
- Operators
- Assignments
- Tracing
- Types
- Values and references
- Indirection
- Parameters
- Classes/records/ADT

\(^2\)The implementation language is Eiffel, a statically typed language in which method overriding can change formal parameters in a co-variant way, a choice that is not possible in Java or C++.

Figure 2: UML Class diagram for the polymorphism assessment

Listing 1: Part of the Eiffel code for assessment on Polymorphism (M.4)

```eiffel
class APPLICATION
create
make
feature -- Main
make
-- Run application.
local
a : ANIMAL
c : COW
g : GRASS
f : FOOD
do create c
create g
a := c
f := g -- focus on this
print (a.out + " is going to eat: " + f.out + "\n")
a.eat (f)
end
end
```

- Meta-tracing knowledge

In particular, a clear understanding of references, the impact of their types, the handling of method parameters, and the ability to trace the flow of the computation are key for solving the exercise. Thus, it could be useful to add a couple of specific questions able to make evident the weaknesses or misconceptions in these areas. Tracing questions can be exploited in order to check that the acquaintance with the basic OOP notional machine is solid enough to support the OOP concepts. To this end, the assessment needs some updates. The out methods (see Appendix M.4 for the full source code) can be used to query and print the dynamic type of an object, therefore they can be leveraged on in tracing questions. Some useful modifications are (see Listing 2):

(1) Add a new concrete FOOD class (e.g., PLANKTON) and create an object p from this class (Adding another instance, a class in this case, from Section 6.1)
Listing 2: The modified Eiffel code for the modified assessment on Polymorphism (M.4). Additions are highlighted.

```eiffel
feature — Main
make — Run application.
local
a : ANIMAL
c : COW
g : GRASS
f : FOOD
p : PLANKTON

11 do
12 create c
13 create p
14 g.grow(5)
15 a := c
16 create
17 end

18 — log_food2(f) — log_food(f) not legal
19 f := g
20
21 log_food(p)
22 log_food(g)
23 log_food(f)
24
25 print (a.out + " is going to eat: " + f.out + "\n")
26 a.eat(f)
27 print ("Finished!\n")
28 end
29
30 log_food(x: FOOD)
31 do
32 print ("The food x is: " + x.out + "\n")
33 end
34
35 log_food2(x: detachable FOOD)
36 do
37 if attached x then
38 print ("The food x is: " + x.out + "\n")
39 else
40 print ("No x\n")
41 end
42 end
43
44
```

(2) Add a method log_food with a parameter x of type FOOD, the method just prints the dynamic type of the actual parameter bound to x (Asking for details from Section 6.1).

(3) Add a question about the output of log_food(p), log_food(g), log_food(f), where g is a reference to a GRASS object and f is a reference to a FOOD object of FOOD static type. Note that it would not be legal to call log_food with f as an actual parameter before assigning it to a concrete object. In order to do this, the type of the parameter must be marked as detachable\(^2\). This observation can be used to assess the students’ understanding of nullable references by asking why the call to log_food2 at line 18 is legal while log_food is not. (Asking for details from Section 6.1)

6.3 Data Structures

In this subsection, we describe our modifications to a data structure exam problem. The problem is available in Appendix M.1, but we provide a summary here. The question presents students with the code in Listing 3 and are asked to:

(a) determine whether it implements a stack, a queue, a priority queue or a union find data structure
(b) implement a suitable size method (from four options)
(c) determine which out of four possible invariants are upheld by the data structure
(d) trace the behavior of a sequence of insertions and removals
(e) reason about the number of array accesses the remove method performs in the worst case
(f) reason about the number of array accesses the most expensive public operation perform in the worst case
(g) reason about a generic sequence of operations
(h) reason about memory consumption of the data structure

Listing 3: Code from the data structure question (M.1)

```java
public class Y<Key extends Comparable<Key>>
{
    private Key[] A = (Key[]) new Comparable[1];

    private int lo, hi, N;

    public void insert(Key in)
    {
        A[hi] = in;
        hi = hi + 1;
        if (hi == A.length) hi = 0;
        N = N + 1;
        if (N == A.length) rebuild();
    }

    public Key remove() // assumes Y is not empty
    {
        Key out = A[lo];
        A[lo] = null;
        lo = lo + 1;
        if (lo == A.length) lo = 0;
        N = N - 1;
        return out;
    }

    private void rebuild()
    {
        Key[] tmp = (Key[]) new Comparable[2*A.length];
        for (int i = 0; i < N; i++)
            tmp[i] = A[(i + lo) % A.length];
        A = tmp;
        lo = 0;
        hi = N;
    }
```

The code included in the question implements a queue with a circular array and two integers: lo is the index of the first element in the queue and hi is the index just after the last element in the queue. The variable N represents the number of element in the queue. The array is rebuilt with doubled size whenever the insertion of an element exhausts the capacity of the array.

The question assesses the following topics on data structures:

- to distinguish among different data structures;
- to understand code implementing a data structures;
• to know worst case and amortized complexity notion;
• to analyse the complexity of an algorithm expressed by a piece of code

From our analysis of the question, we can also see that it requires the student to understand the following prerequisite concepts, even though none of them is assessed explicitly:
• Simple statements
• Operators
• Assignments
• Tracing
• Conditionals
• Loop constructs
• Array iteration
• Types
• Values and references
• Arrays
• Parameters
• Return values
• Function scoping and data flow
• Classes/records/ADT
• Reasoning about constraints
• Meta-tracing knowledge

By further examining the different items, we can see that items (a) to (d) require close inspection of the code to figure out how the data structure works, which in turn require skills related to code comprehension. For example, lines 8 and 17 can be used to rule out the possibility that the data structure is a stack for item (a), lines 10 and 19 can be used to identify that \( N \) is indeed the number of elements in the stack for item (b), and understanding the circularity and the rebuilding policy are essential for answering (c) and (d). Items (e) and onwards are then more focused on course topics (in this case, mostly asymptotic analysis) while relying on prerequisites to a lesser extent.

Throughout the exercise, the most critical prerequisites are: operators (modulus in this case), conditionals, arrays and array iteration. These are deemed critical, as they are not assessed explicitly:
• Only operators (modulus) are required for item (a), conditionals for item (b), arrays and array iteration (for class/record/ADT and function scoping and data flow) for item (c), and by analyzing the question, we can see that it also requires the student to understand the following prerequisite concepts, even though they are not assessed implicitly:
• Simple Statements
• Operators
• Assignments
• Tracing
• Debugging
• Loop constructs
• Array iteration
• Types
• Values and references
• Indirection
• Parameters
• Return values
• Function scoping and data flow
• Classes/records/ADT
• Problem decomposition
• Reasoning about constraints
• Meta-tracing knowledge

By examining the study by Strömback et al. [86], which studied students’ performance on a particular question, we can see that the authors observed that it was not always clear if particular categories of incorrect answers were due to students not understanding concurrency, or had some misconceptions regarding different objects and/or pointers. The authors also noted that some students attempted to synchronize local variables in functions, suggesting that they do not know what is relevant to synchronize, or that students do not understand function scoping. Because of this, we want to explicitly assess the skills Objects, Values and references, Indirection and Function scoping and data flow in order to be able to properly differentiate difficulties in prerequisites from difficulties with the course topics.

6.4 Concurrency/Synchronization

The analyzed questions assessing concurrency were designed to explicitly assess threads, busy-wait, and the student’s ability to use suitable synchronization primitives (out of semaphores, locks and condition variables) to solve synchronization issues. This can be quite clearly seen from the original question in Appendix M.2. The question presents students with the code in Listing 4, which implements a buffer containing strings, and asks students to identify and solve occurrences of busy-wait, and then to identify and solve any remaining synchronization issues. By examining the question, we can see that it also requires the student to understand the following prerequisite concepts, even though they are not explicitly assessed:

```plaintext
1 y = new Y();
2 z = new Z();
3 w = z;
4 w.insert(3);
5 z.insert(1);
6 y.insert(2);
7 int a = z.remove();
8 int b = y.remove();
```
The modified exercise is presented in Appendix M.2. The modifications address the prerequisite skills through the following modifications:

- The name of the pointer variables referring to the shared `idea_buffer` were altered in order to make it impossible to rely on pattern-matching to realize that the variables inside the struct may refer to the same variable, thus requiring the student to understand how pointers work in order to be able to identify shared data. This is explicitly assessed by adding the following question (Renaming variables from Section 6.1):

  After executing the following code, what is the value of the variable `res`?

  ```c
  struct idea_buffer x;
  idea_init(&x);
  idea_add(&x, "a");
  int res = x.count;
  ```

- In order to assess the object skill explicitly, we add the following question that requires the student to be able to differentiate between different instances of the same struct (Adding another instance from Section 6.1):

  What is the expected behavior when executing the last line in the code below?

  ```c
  struct idea_buffer a, b;
  idea_init(&a);
  idea_init(&b);
  idea_add(&a, "a");
  idea_get(&b); // <<-- here?
  ```

- In order to assess the indirection skill explicitly, a question asking the student to mark all locations where data inside a `idea_buffer` is accessed (Asking for details from Section 6.1).

- Finally, in order to assess the function scoping and data flow category, students are asked which variables are not possibly shared between threads. If students fail to mark any of the variables, it indicates that the student might incorrectly believe that local variables are shared between threads, and thus that the student might not understand function scoping properly (Asking for details from Section 6.1).

By adding these parts to the question, the student will get some help examining the code for things relevant to the synchronization tasks, but more importantly, the instructor will be able to examine the answers to these parts and assess whether any mistakes in other parts of the question are due to concurrency or not.

### 7 LIMITATIONS

As our research is an initial investigation into nature of prerequisite skills in advanced courses and possibility of differentiated assessments to explicitly assess prerequisites, there are a number of limitations.

Small, non-representative question sample. We did not attempt to systematically sample assessment questions from instructors, nor did we attempt to make generalizable claims about the frequency of prerequisite skills appearing in course topic assessment questions. The sample size of questions used to develop the codes was small and not representative of all questions, although this is not abnormal in qualitative analysis. We included the BDSI for its validity argument and careful question design, to get qualitative insights on prerequisite dependencies for questions made with existing concept inventory design methods. We also included questions used previously by the working group members, where the members previously experienced that students had trouble with due to lacking prerequisite skill. Due to the working group’s interest in tracing as a tool for assessing these skills, we tended to pick examples that involved code comprehension and/or tracing problems. This small sample size and possible bias is always present in our kind of qualitative analysis, which instead merely aims to show existence of prerequisite issues and provide examples of how they appear in questions. Evidence of existence is not evidence for their frequency or magnitude in different contexts.

Qualitative analysis by experts. The qualitative coding of prerequisites required for questions, which is not an empirical study of
students’ behavior, relied on our understanding of students’ mental models and informally remembered behavior of students on questions. Our understanding may not be consistent with actual learner behavior if we empirically studied their behavior. We did follow good inductive coding methods where two researchers independently coded each question first, then discussed disagreements, revised our codes for clarity, and finally iterated to consensus, but ultimately it is still an expert analysis. Our consensus process only applied to our coding of our data, the reliability of the codebook on other data is not known and should be measured in future work (i.e. how well others can use the codebook to consistently code new questions).

Non-exhaustive analysis of some prerequisites: basic and tracing-related skills. The codes are not an exhaustive or complete listing of all prerequisite skills required for our questions (for example, we did not code for needing to understand English in questions, mathematical skills, etc.). Even a computing-only complete listing of possible prerequisites would be very difficult as CS is taught differently at different institution, and as such any list of prerequisites smaller than most of the entirety of CS will inevitably lack some possible prerequisites in some context. Since we have examined questions from different advanced topics (concurrency, data structures & algorithms, and advanced OOP), our inductive coding has some coverage of the major prerequisite topics brought up, at least regarding imperative and object-oriented languages.

Furthermore, due to the small and possibly biased set of initial questions, the list of prerequisite skills may not be complete. This is not a major issue in the context of this report, since our goal is to show that prerequisite skills are implicitly assessed in assessments for later courses and how to improve assessments. Additionally, even though the list might be incomplete, it is still useful to highlight a number of common prerequisites and address those.

Our modified assessments and lack of empirical evaluation with students. Finally and most importantly, we did not empirically evaluate or make a validity argument for the questions modified in this paper (listed in full in Appendix M) with actual students. Instead, we once again relied on our understanding of students’ mental models during this phase. Even though we personally believe that the modifications do indeed improve the questions to more explicitly assess prerequisites of the questions, that is only our judgement of face validity. Additional empirical validity work with actual students needs to be done to ensure the modifications have their desired properties, and is described in our future work. For now, our example modified questions should be seen as worked examples of how to apply the PAPRIDA suggested in this paper — more validity work is required for evaluating them.

There were also many potential ways to modify the questions, including which prerequisites to target, but we only explored a few examples, which means there may be many other principles and patterns that we did not discover.

8 DISCUSSION
In this section, we will examine our results and discuss in what context they are useful, and what new ideas they bring to the table. First, we summarize our results in general here, then we discuss our results for each research question more deeply. We then discuss how making differentiated assessments raises questions for theories of computing knowledge and how we might refine such theories by analyzing assessments. Lastly, we discuss other areas of future work, including applying our paper’s approach to other course topics. In addition, we recommend empirical validity studies for our initial differentiated assessments.

8.1 Summary of Results by Research Question
The hypothesis that motivated our work is that assessments for advanced courses may not differentiate between lacking prerequisite skills and course topics. Our results provide support for our hypothesis, implying that this issue is present to some extent and worthy of future research.

For RQ1 “What prerequisite skills do advanced CS questions depend on?”, we found variation among advanced assessment questions in their required prerequisite skills, often requiring many such skills, and sometimes none.

For RQ2 “To what extent can an existing concept inventory for data structures with a validity argument – the BDSI [66] – also diagnose difficulties with prerequisite skills?”, we found even for high quality questions, many unable to precisely diagnose prerequisite skill issues from incorrect answers. Of the BDSI questions, ten required prerequisites, and one of those ten was diagnostic (see Section 5.4), five had some distractors indicating a small set of prerequisites and/or advanced skills, and four could not diagnose (Groups 2 and 4 in Section 5).

Thus, for RQ3, our goal was to investigate the feasibility of designing assessments that are able to differentiate between the two, ideally with no or minimal increase in the time required neither for students to do the assessments, nor for teachers grading the assessments. We then made six modified assessment questions, designed to better differentiate (according to our judgement as instructors), and distilled initial patterns and principles for differentiated assessments (PAPRIDA), including computing-specific patterns like “introducing aliasing”.

8.2 Research Question 1
Most questions we analyzed required some prerequisite knowledge. For example, question M.1’s course topic is data structures, but learners might get parts of it incorrect due to not being able to trace the loop inside the rebuild function. In this case, it might be due to a lacking understanding of loops, or a lacking understanding of operators (modulo in this case), which could make the student believe that the function does something more advanced than resizing the data structure’s array.

Some questions did not require any of the prerequisites we analyzed. These interesting questions were more conceptual, for example, some high level data structures questions on the BDSI (see, for example, question B.4 in Table 8). These questions can be useful for finding and correcting gaps in conceptual knowledge. Future work should find ways to make such focused and specific questions, contributing general patterns and ones specific to computing education specific.
While it can be good to have such questions, assessments that only cover the course topics are not necessarily better. First, students might be able to answer such questions by rote memorization, seemingly knowing part of the course topic without knowing prerequisite skills; for example, for a question asking for the big-O runtime for an algorithm, a learner may answer correctly without understanding how to derive it from the algorithm or what it really means. Second, if we mostly use questions solely on the course topics, we might teach and assess course topics in an isolated way, without practicing the prerequisites you need to use them. Without practice learners can forget or become weaker in those prerequisites over time.

8.3 Research Question 2
The results of our qualitative analysis of the BDSI distractors showed few questions could diagnose prerequisite issues very specifically. Given our results, concept inventories for course topics should not be presumed useful for diagnosing prerequisite issues. This is not surprising, since this is not a design goal of the BDSI or concept inventories in general; nor do they usually desire to make validity arguments that individual questions have validity. This connects to related work in educational assessment we described in Section 2.4; one should not assume concept inventories and other assessments have desirable properties, such as diagnosing learner’s misconceptions [28, 73].

8.4 Research Question 3
The main practical contribution of this work is a toolbox of patterns (listed in Section 6.1) for augmenting assessments to be more differentiated. We have found a few initial computing specific technical tricks, like “Introducing aliasing” or “Renaming variables”, that have the underlying goal of testing which chunks of prerequisite knowledge the solver is able to use in a new, more advanced, setting. These strategies are particularly useful when a large number of students are expected to take the modified assessment, as it may require less manual grading compared to, for example, “Show your work” questions, while still being able to diagnose some prerequisites issues. For example, as in the concurrency question in Section 6.4, one can carefully re-structure code in an assessment and/or add question parts that highlight the relevant prerequisites. This restructuring can enable good feedback on prerequisites without increasing the workload for the student considerably, and also may be easy to grade automatically and thus give immediate feedback to students. At the same time, our PAPRIDA recognize patterns teachers have used for millennia to get students to reveal their problem solving process, like “Show your work” and “Asking for details”.

The idea of augmenting assessments to be more differentiated is different from a pre-exam at the start of an advanced class: in fact, students have probably passed such an exam, but this is in many cases not enough to guarantee that prerequisite skills are at the level required to focus properly on the new ones. Differentiated assessments can be more narrowly focused on what is actually instrumental to course topics, and this might also help students in making sense of what they learn.

8.5 Implications for Research on Theories of Computing Knowledge
Our research raises questions for theories of computing knowledge. Theories of computing knowledge include, for example, “theories of what it means to know a programming language, what it means to know how to program, what it means to be an expert software engineer, what it means to have computer science literacy, and numerous other unanswered and yet foundational questions that are specific to computing education” [56]. Our work raises questions such as: For every advanced topic in computing, can a person know parts of it without knowing the prerequisites? Is it desirable to make questions that purely assess an advanced topic? For what topics is it possible to do that and why? How can we theoretically specify and separate shallow, fragile ways learners may know these skills from more fluent and transferable knowledge?

Perhaps making assessment questions is a useful way of operationalizing theories of computing knowledge, as a kind of design-based research program [3, 7]. For example, researchers might try to make more specific questions (as a 2018 ITiCSE WG did for programming fundamentals [47]), try the assessments with actual learners, then iterate on their theory of computing knowledge, by perhaps questioning skills they can not seem to assess, or adding skills inspired by an assessment they made.

As a concrete example within our work, one prerequisite knowledge code arose that we called “meta-tracing”. It represents a set of self-regulated problem solving behaviors and competency for applying representations of computation appropriate for problem solving, for example, “Knowing you need to go through the steps to check your answer, step by step.” This qualitative code might be further developed in later research - separated into components, empirically checked to see if learners seem to develop a general skill like this or if it just specific to learning particular problem types.

Our community might also want to analyze existing assessments made by teachers to develop theories of computing knowledge. This would draw on teachers’ sense of what knowledge and skills are important to assess, which are expressed in question designs.

8.6 Implications for Instructors and Teaching
Assessments and assignments that differentiate at least some prerequisite skills, can help instructors and students. For example, an early set of differentiated questions can be “disguised” as quizzes on the first few lectures, which gives most of the benefits of a pre-exam, while also giving the students the opportunity to practice on course topics. This is opposed to taking yet another pre-exam containing only prerequisites. In addition to keeping students motivated to take the test, this also utilizes the instructors’ valuable time with students more efficiently. Assessing prerequisites explicitly in midterms and final exams is also beneficial to catch cases where a student is not proficient enough with the prerequisites to be able to focus on the course topics. Instructors can also find common weaknesses in the specific prerequisite knowledge, may realize why their tests are too hard and try to make learning steps more explicit and give more feedback to students.

Differentiated questions seem especially promising for improving equity. The more students come in with varied backgrounds,
especially in more advanced degree programs, the more beneficial they are for both identifying students falling behind and helping them with targeted feedback. The questions do not need to cover everything. If the assessment is able to tell that some prerequisite is lacking, the student can be instructed to take a more extensive test. This could check all prerequisites in depth, and the student can be directed to further practice the relevant subjects.

In making differentiated assessments, it can be infeasible to assess all the prerequisites diagnostically. Instructors making differentiated assessments should prioritize, by asking TAs to gather common difficulties or drawing on their experience in class and office hours when choosing which prerequisites to prioritize.

Instructors might benefit by following our paper’s process of analyzing and modifying their existing questions to make them more differentiated. Instructors might surface and reflect upon the effectiveness of their assessments and their inclusion of prerequisite skills, intended and unintended. Using this information, the teacher might improve their teaching, via a more informed decision of what prerequisites might be beneficial to assess explicitly and address, or perhaps which could be excluded from the assessment. Instructors teaching an advanced class could go through that process together within or across institutions.

8.7 Future Work

In this section, we outline empirical validity studies for our theoretical findings presented in this report. We also discuss how our work leads to other interesting research topics for future investigation, which our community can pursue, such as making differentiated assessments for other advanced topics and prerequisites, and new patterns and principles for designing differentiated assessments.

8.7.1 Evaluating questions empirically for validity properties, especially for formative use. As mentioned in our limitations (Section 7), the modified questions have not been empirically evaluated with students. A validity argument based on, for example, Kane’s framework [30, 55] should be made using empirical studies, such as think-alouds and using the questions in actual learning environments.

To evaluate how well questions differentiate prerequisite skills and advanced skills, learners can take a differentiated assessment, then separate advanced topic and prerequisite assessments; the study can compare how well they match. The study may also interview learners or evaluate think-alouds to diagnose the learner’s knowledge, then compare with the diagnosis of the differentiated assessment.

To evaluate the modified questions’ validity for giving feedback, learners can take a differentiated assessment, then the instructor could give feedback based on the assessment’s diagnosis, automated or manual. Another design could involve using differentiated assessments in a class, then comparing any improvement in learning outcomes and the equity of learning process, during or at the end of the course.

In particular, our modified BDSI questions don’t have empirical validity work and shouldn’t be used in place of the original versions (as with questions for any assessment with a validity argument). Empirical validity work needs to be done for any question modification in general, and adding a question to a test may require redoing validity studies for the entire test.

8.7.2 Creating differentiated assessment questions for each advanced computing topic and for different prerequisites. We made several example questions for a small part of three advanced topics, scoping prerequisites to focus on the syntactical and conceptual knowledge of basic programming constructs, and on program comprehension skills including code tracing. Future work can be done for many different choices of advanced topics, and many different choices of prerequisites. That work might also contribute new patterns and guidelines for differentiated assessments.

This future work should evaluate the generality of our PAPRIDA, the patterns and principles presented in Section 6.1. Our paper’s design method can be applied to different questions for advanced courses, both inside and outside of the topics covered in this report. This would involve coding a question according to the codebook in Section 4.1, determine which prerequisites are relevant to assess, and applying the patterns in Section 6.1 to make them explicit, and ideally empirically evaluate the resulting questions. This work may also evaluate how well our PAPRIDA generalize, and contribute new PAPRIDA. There are likely computing education specific question patterns for each area of knowledge, just waiting to be discovered and distilled.

8.7.3 Analyzing curricular assumptions using prerequisite coding of assessment questions. The coding of prerequisite skills presented in this paper could be used to examine the pedagogical assumptions made in the curriculum (sequence of courses) by analyzing their assessments. To do this, one would code the prerequisite skills assessed by some course, and code the skills assessed in any previous courses. The codes for the examined course and the prerequisites can then be compared to find any skills assessed as prerequisites in the advanced course, but not assessed or taught in any of the previous courses. Such a discrepancy indicates that either the expectations of the latter course need to be lowered, or that some of the previous courses need to be expanded to include the missing prerequisites.

8.7.4 Extending our paper’s assessment design method to also include qualitative coding of advanced course topics. In this paper we only code skills that were considered prerequisites to at least one of the advanced topics. It would be useful to extend our method to include some advanced skills as well, using the method presented in Section 3.2. This would extend the codebook to include codes for advanced skills. Such an extension would also allow exploring curricular assumptions from earlier advanced courses to later advanced courses (see Section 8.7.3).

8.7.5 Developmental stages for course topics. Another interesting extension to the framework is to introduce developmental stages for the course topics. These could be based on the coding of course topics as mentioned above, but also from other observations in the literature. For example, in a course on concurrency, we can conjecture that a student start by being able so solve simple, explicit synchronization goals, then progresses to be able to identify some shared data and synchronize it properly at a coarse level, and finally at a finer level. Given these developmental stages, one could then create a matrix with developmental stages on the horizontal axis, and a set of tracing weaknesses from Section 4.1 that are known to be problematic in the context (if not all of them). Then, for each
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CONCLUSION

In this paper we presented and discussed a novel methodology for revising assessments of advanced course topics to be more diagnostic, by making assessment of prerequisite knowledge explicit. We qualitatively analyzed existing questions, including the BDSI, a cutting edge high quality data structures assessment, and found interesting issues and implicit assessment of prerequisite knowledge (see Sections 4 and 5). We developed PAPRIDA, initial patterns and principles for designing differentiated assessments, which may help better diagnose issues with prerequisite knowledge (see Section 6). We made six example modified assessment questions (see Sections 6.2 to 6.4 and Appendix M).

Achieving more differentiated assessments for advanced topics and prerequisites is a worthy research goal contributed by our paper. The key idea is to expand the typical scope we define for an assessment, expanding it to also diagnose student issues with prerequisites. There is much work that remains to be done. For example, our assessment design work requires future validity studies and empirical work with learners to evaluate our PAPRIDA and example questions. Ultimately, differentiated assessments should be evaluated by their usefulness to the learning process by directly evaluating learning gains from using them to give formative feedback to learners.

We chose to focus on tracing skills for prerequisites and data structures, advanced object-oriented programing, and concurrency as our advanced course topics. We invite readers to follow the approach in this paper for other scorplings of prerequisite and advanced course topics. Our approach was driven by reviewing prior skill classifications, then qualitative coding prerequisite knowledge in a sample of assessment questions, then revising assessments to make more explicit, diagnostic assessment of those prerequisites. The key idea is that through the coding process itself, researchers and teachers are prompted to critically examine assessments from the perspective of prerequisite knowledge, and may then be able to better identify such topics where they are implicitly assessed. Therefore we emphasise the importance of the qualitative coding process, to the overall assessment design process, as a part of ongoing key work in computing education research developing theories of computing knowledge and making corresponding assessments with validity arguments.
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A STUDY OF PREREQUISITE SKILLS
In order to better connect our qualitative coding categories to existing knowledge, and as a way of validating our categories, we associated each of our codes (Section 4.1, Tables 1 to 6) with topics in the ACM Computing Curriculum Guidelines [2], prior work by Goldman et al. [18] to identify prerequisite topics, and Misconception Catalogue compiled by Sorva [81].

A.1 ACM CC2013
- Algorithms and Complexity (AL)
- Architecture and Organization (AR)
- Computational Science (CN)
- Discrete Structures (DS)
- Graphics and Visualization (GV)
- Human-Computer Interaction (HCI)
- Information Assurance and Security (IAS)
- Information Management (IM)
- Intelligent Systems (IS)
- Networking and Communications (NC)
- Operating Systems (OS)
- Platform-based Development (PBD)
- Parallel and Distributed Computing (PD)
- Programming Languages (PL)
- Software Development Fundamentals (SDF)
- Software Engineering (SE)
- Systems Fundamentals (SF)
- Social Issues and Professional Practice (SP)

These Knowledge Areas correspond to particular courses or course sequences in many programs. Therefore, the Curriculum Guide can be seen as an enumeration of topics typically taught in various CS courses. Given the fact that many computer science programs as a part of accreditation align their courses whenever possible to the 2013 Curriculum Guide, the Knowledge Areas can be seen as reflecting skills commonly taught in CS1 courses. This raises questions such as how these KAs are related to each other. We need to realize that the KAs above are interconnected. Concepts in one KA may build upon another KA. The reader is encouraged to read the CC2013 and the Body of Knowledge as a whole rather than focusing on any given Knowledge Area in isolation.

The Body of Knowledge is a specification of the content to be covered and a curriculum is an implementation for it. However, Computer Science, unlike many technical disciplines, does not have a well-described list of topics that appear in virtually all introductory courses [2]. Many of them focus on topics such as Software Development Fundamentals, Programming Languages, and Software Engineering. Some courses start with object-oriented programming, while others use functional programming. In addition, it is not said that all Software Development Fundamentals should be covered in a first course. In practice, however, most fundamental topics are typically covered in CS1.

Not all technically relevant concepts to a computer scientist (programming, software processes, algorithms, data structure, abstraction, performance, security, concurrency, etc.), even their early introduction, can come in the first course. Many topics will appear only in advanced courses. Institutions make their own decisions on which topics to select for advanced courses, and which are considered prerequisite skills taught in introductory courses. This also includes software design and development best practices, such as unit testing and programming patterns, as well as tools used in teaching such as version control systems, and industrial integrated development environments (IDEs). Thus, in this report, prerequisites are skills that are relative to the choices made for the specification of the content to be covered and the curriculum that is an implementation for it. In addition, not all skills and knowledge covered in an introductory course will be prerequisites for all advanced courses. If there is no demand for object-oriented programming in an advanced course, the OO concepts are not prerequisite knowledge even though the introductory course was designed in an objects-first approach.

As said earlier, the Body of Knowledge can be interpreted as a specification of the content to be covered and a curriculum is an implementation of it. Many curricula meet the specification. However, the above knowledge areas are not intended to be in one-to-one correspondence with particular courses in a curriculum. In addition, a curriculum should have courses that incorporate topics from multiple Knowledge Areas. CC2013 identifies topics as “Core” or “Elective”, with the core further subdivided into “Tier-1” and “Tier-2”. A curriculum should include all topics in the Tier-1 core and ensure that all students cover this material. However, the reader must note that even most of the topics within a Tier-1 are such that they are taught in advanced courses. For example, AL/Basic Analysis has the following Core-Tier-1:
- Differences among best, expected, and worst case behaviors of an algorithm
- Asymptotic analysis of upper and expected complexity bounds
- Big O notation: formal definition
• Complexity classes, such as constant, logarithmic, linear, quadratic, and exponential
• Empirical measurements of performance
• Time and space trade-offs in algorithms

As we can see, many of these topics are taught in a course called Data Structures and Algorithms, or similar, which also has a prerequisite course (e.g., CS1 or CS2). Thus, we are not going to list all CC2013 Knowledge Areas in our paper, but review the areas of CC2013 closest to the tracing-related prerequisite skills: SDF/Fundamental Programming Concepts, SDF/Fundamental Data Structures, and SDF/Development Methods as well as PL/Object-Oriented Programming, and PL/Basic Type Systems. For brevity, here we only give an examples of SDF/Development Methods. It is expected that every curriculum should invest 10 core Tier-1 hours for this. An “hour” corresponds to the time required to present the material in a traditional lecture-oriented format. However, the hour count does not include any additional work that is associated with a lecture (e.g., in self-study, laboratory sessions, and assessments). According to CC2013, the SDF/Development Methods should include,

• Program comprehension,
• Program correctness,
  – Types of errors (syntax, logic, run-time)
  – The concept of a specification,
  – Defensive programming (e.g., secure coding, exception handling),
  – Code reviews,

• Testing fundamentals and test-case generation,
• The role and the use of contracts, including pre- and post-conditions, and
• Unit testing.
• Simple refactoring,
• Modern programming environments,
  – Code search,
  – Programming using library components and their APIs.
• Debugging strategies, and
• Documentation and program style.

As we can see, even these topics are described at such a high level of abstraction that there must exist many underlying lower level concepts (operators, variables, assignments, loop constructs, conditional branching, subroutines, etc.) required to master the whole knowledge area.

CC2013 also has examples of Learning Outcomes (LO) related to each Knowledge Area. The following are good examples of LOs for SDF/Development Methods that we are investigating in this report:

• Trace the execution of a variety of code segments and write summaries of their computations.
• Construct, execute and debug programs using a modern IDE and associated tools such as unit testing tools and visual debuggers.
• Construct and debug programs using the standard libraries available with a chosen programming language.
A.2 Core Concepts Identified by Experts

Goldman et al. [17, 18] set out to create a concept inventory for introductory computing subjects. An important part of this process is to investigate which core concepts are typically covered in introductory courses, and which of those are perceived to be important and difficult. This allows the final concept inventory to focus on the most important concepts that students are most likely to find difficult, thus keeping the size of the concept inventory down.

We present a summary of the final concepts for programming fundamentals below as that is the subject most relevant to this report. The remaining concepts can be found in the original paper [18]. To find the most difficult and important concepts, the authors represented each concept as a point on a 2D plane, the x coordinate being the mean importance, and the y coordinate being the mean difficulty. The concepts closest to the maximum point (10, 10) were then deemed to be the most important and difficult topics. The top 11 such topics are marked with an asterisk below.

PA1 Parameters/Arguments I: Understanding the difference between “Call by Reference” and “Call by Value”.
PA2 Parameters/Arguments II: Understanding the difference between “Formal Parameters” and “Actual Parameters”.
PA3* Parameters/Arguments III: Understanding the scope of parameters, correctly using parameters in procedure design.
PROC* Procedures/Functions/Methods: (e.g., designing and declaring procedures, choosing parameters and return values, properly invoking procedures)
CF Control Flow: Correctly tracing code through a given model of execution.
TYP Types: (e.g., choosing appropriate types for data, reasoning about primitive and object types, understanding type implications in expressions (e.g., integer division rather than floating point))
BOOL Boolean Logic: (e.g., constructing and evaluating boolean expressions, using them appropriately in the design of conditionals and return expressions)
COND Conditionals: (e.g., writing correct expressions for conditions, tracing execution through nested conditional structures correctly)
SVS Syntax vs. Semantics: Understanding the difference between a textual code segment and its overarching purpose and operation.
OP Operator Precedence: (e.g., writing and evaluating expressions using multiple operators)
AS Assignment Statements: (e.g., interpreting the assignment operator not as the comparison operator, assigning values from the right hand side of the operator to the left hand side of the operator, understanding the difference between assignment and a mathematical statement of equality)
SCO* Scope: (e.g., understanding the difference between local and global variables and knowing when to choose which type, knowing declaration must occur before usage, masking, implicit targets (e.g., this operator in Java))
CO Classes and Objects: Understanding the separation between definition and instantiation.

SCDE Scope Design: (e.g., understanding difference in scope between fields and local variables, appropriately using visibility properties of fields and methods, encapsulation)
INH* Inheritance: (e.g., understanding the purpose of extensible design and can use it)
POLY Polymorphism: (e.g., understanding and using method dispatch capabilities, knowing how to use general types for extensibility)
STAM Static Variables and Methods: (e.g., understanding and using methods and variables of a class which are not invoked on or accessed by an instance of the class)
PVR Primitive and Reference Type Variables: Understanding the difference between variables which hold data and variables which hold memory references/pointers.
APR* Abstractions/Pattern Recognition and Use: (e.g., translating the structure of a solution to the solution of another similar problem)
IT1 Iteration/Loops I: Tracing the execution of nested loops correctly.
IT2 Iteration/Loops II: Understanding that loop variables can be used in expressions that occur in the body of a loop.
REC* Recursion: (e.g., tracing execution of recursive procedures, can identify recursive patterns and translate into recursive structures)
AR1 Arrays I: Identifying and handling off-by-one errors when using in loop structures.
AR2 Arrays II: Understanding the difference between a reference to an array and an element of an array.
AR3 Arrays III: Understanding the declaration of an array and correctly manipulating arrays.
MMR* Memory Model/Reference/Pointers: (e.g., understanding the connection between high-level language concepts and the underlying memory model, visualizing memory references, correct use of reference parameters, indirection, and manipulation of pointer-based data structures)
DPS1* Design and Problem Solving I: Understands and uses functional decomposition and modularization: solutions are not one long procedure.
DPS2* Design and Problem Solving II: Ability to identify characteristics of a problem and formulate a solution design.
DEH* Debugging/Exception Handling: (e.g., developing and using practices for finding code errors)
IV1 Interface fs. Implementation: (e.g., understanding the difference between the design of a type and the design of its implementation)
IAC Interfaces and Abstract Classes: (e.g., understanding general types in design, designing extensible systems, ability to design around such abstract types)
DT* Designing Tests: (e.g., ability to design tests that effectively cover a specification)

The authors characterized concepts with a high standard deviation of rankings into two types: outlier and controversial. Outlier concepts (PA1, IT2, TYP, PVR, REC) had a strong consensus but one or two outliers. Controversial concepts (INH, MMR), on the other hand, had clustering around two ratings. The authors theorize that this might partially due to different experts teaching different programming languages in CS1.
A.3 Misconception Catalogue

Misconceptions can be caused by a lack of knowledge of the syntax, not knowing how a particular syntactical construct behaves (i.e., due to an incorrect or incomplete notional machine [13, 82]), or not knowing how to use a particular construct in order to solve a programming problem (i.e., lacking strategic knowledge). Several misconceptions in introductory programming have been identified and addressed in the literature [38, 61, 67, 82]. For example, a classic syntactical misconception is the use of an assignment operator (=) instead of the comparison operator (==). At a conceptual level (notional machine), an example of a misconception is that a variable can hold more than one value; this is manifested in the task of swapping two variables. With respect to the strategic level, novices find modularization and decomposition, general abstraction, testing, and debugging very difficult [17].

In this report we do not contribute new misconceptions but instead use existing knowledge about misconceptions to check that our new assessment questions might feasibly catch frequent misconceptions. We wanted to check how misconceptions from the research literature aligned with our prerequisite skills coding. However, as the number of studies related to misconceptions is too large to be cited here, we chose to use the Misconception Catalogue collected by Sorva. It represents a review of literature from the past forty years [81]. Although, it gives examples of novice programmers’ misconceptions about the content of introductory programming courses in general, it is somewhat leaning towards misconceptions found in courses taking Object-Oriented approach.

In the Misconceptions Catalogue, the topics of misconceptions are grouped into the following structure:

1. General (the overall nature of programs and program execution),
2. VarAssign (variables, assignment and expression evaluation),
3. Control (flow of control, selection and iteration),
4. Calls (subprogram invocations and parameter passing),
5. Rec (recursion),
6. Refs (references and pointers, reference assignment and object identity),
7. ObjClass (the object–class relationship and instantiation),
8. ObjState (object state and attributes),
9. Methods (issues specific to methods and methods calls),
10. OtherOOP (other topics specific to object-oriented programming), and
11. Misc (none of the above).

For examples of particular misconceptions mapped to our codebook, see Tables 1 to 6.
M MODIFIED QUESTIONS

M.1 Data Structure Question (Queue)

M.1.1 Original question. Consider the following data structure:

```java
public class Y<Key extends Comparable<Key>>
{
    private Key[] A = (Key[]) new Comparable[1];
    private int lo, hi, N;
    public void insert(Key in)
    {
        A[hi] = in;
        hi = hi + 1;
        if (hi == A.length) hi = 0;
        N = N + 1;
        if (N == A.length) rebuild();
    }
    public Key remove() // assumes Y is not empty
    {
        Key out = A[lo];
        A[lo] = null;
        lo = lo + 1;
        if (lo == A.length) lo = 0;
        N = N - 1;
        return out;
    }
    private void rebuild()
    {
        Key[] tmp = (Key[]) new Comparable[2*A.length];
        for (int i = 0; i < N; i++)
            tmp[i] = A[(i + lo) % A.length];
        A = tmp;
        lo = 0;
        hi = N;
    }
}
```

(a) Class Y behaves like which well-known data structure?

A Stack  
B Queue  
C Priority queue  
D Union-find

(b) Write the body of a method int size() that returns the number of elements in the data structure.

A return N;  
B return A.length;  
C return A[N];  
D return hi - lo;

(c) Which invariant does the data structure maintain after every public operation?

A N < A.length  
B lo < hi  
C hi < N  
D hi == N

(d) Draw the data structure (including the contents of A and the values of hi, lo, and N) after the following operations:

1 y = new Y();  
2 y.insert(1);  
3 y.remove();  
4 y.insert(2);  
5 y.remove();  
6 y.insert(3);

(e) How many array accesses does a single call to Y.remove take in the worst case? (To make this well-defined, we assume that the compiler performs no clever optimisations. That is, every array access we've written in the code will actually be performed.)

A $\sim 4N$  
B $2N$  
C $\sim 2N$  
D $7$

(f) How many array accesses does a single call to the most expensive public method of Y take in the worst case?

A linear in $k$.  
B constant.  
C linearithmic in $k$.  
D quadratic in $k$.

(g) What is the number of array accesses per operation in the following sequence of $2k$ operations, starting from an empty data structure: y.insert(1); y.remove(); y.insert(2); y.remove(); y.insert(3); y.remove();...

A linear in $k$ in the worst case and in the amortized case.  
B constant in the worst case.  
C constant in the amortized case, but linear in $k$ in the worst case.  
D quadratic in $k$ in the worst case.

(h) True or false: The data structure Y uses space linear in N. Explain you answer on a separate piece of paper. (Be as formal and short as you can, but not shorter. If you use more than half a page of text you’re on the wrong level of abstraction.)

M.1.2 Analysis of the original question. This question assesses the following skills categorized in this paper:

- Simple statements
- Operators
- Assignments
- Tracing
- Conditional
- Loop constructs
- Array iteration
- Types
- Values and references
- Arrays
- Parameters
- Return values
- Function scoping and data flow
- Classes/records/ADT
- Reasoning about constraints
- Meta-tracing knowledge

The code implements a queue with a circular array and two integer: lo is the index of the last element in the queue and hi is the index just after the first element in the queue. Variable N represents the number of element in the queue. The array is rebuilt...
with doubled size whenever the insertion of an element exhausts the capacity of the array.

The correct answers for the first items are: B, A, A

More in-depth analysis on the original exercise:

- The answer to the first answer could be wrong for very different reasons:
  - you do not know these data structures, you are not able to differentiate them (advanced concept)
  - you do not understand the code

- If you know the difference between the mentioned data structures, a very general understanding of the code would be enough to answer item (a): you can exclude union-find because is a totally different setting; you can exclude priority queues because there are no comparisons; lines 8 and 17 should be enough to understand that insertion and removal occur in different places so the stack can also be excluded.

- If one does not understand the circular nature of this queue implementation, they might wrongly select option D for item (b) and option B for item (c). The relevant lines of code here are 9, 18, 27. However, the circularity is not explicitly assessed, since one could correctly answer to items (b) and (c) by considering only lines 10 and 19, without understanding the circularity.

- Item (c) addresses the possible confusion between the length of the array and the number of elements currently in the queue.

- To answer item (d) correctly you need to understand both the circularity and the rebuilding policy.

- To understand the rebuilding policy you need conditionals and array knowledge (line 11).

- Neither the circularity nature of the queue nor implementation and the rebuilding policy are assessed explicitly (separately).

- In item (d), extreme situations may occur: on the one hand, one can answer correctly by tracing the code line by line, without understanding what is going on on an abstract level, on the other hand, if one has already understood how the queue is implemented and they are able to reason about it at a high level, they could answer item (b) without considering the code at all.

- Items from (e) openly address advanced concepts (related to complexity) that still require referring to the code and considering its execution.

**M.1.3 Summary of assessed skills.** This exercise assesses the following advanced learning outcomes:

- knowledge: difference among different data structures; notion of worst case complexity and amortized complexity
- skills: understand a piece of code that implements a queue; analyse the complexity of an algorithm expressed in a piece of code

The prerequisite skills (from our code-book) required to solve this exercise are:

- Simple Statements
- Operators
- Assignments
- Tracing
- Conditionals
- Loop constructs
- Array constructs
- Arrays
- Type
- Return values
- Function scoping and data flow
- Classes/records/ADT
- Reasoning about constraints
- Meta-tracing knowledge

**M.1.4 New version.** (Changes are highlighted in bold)

(a) Class Y behaves like which well-known data structure?

- A Stack
- B Queue
- C Priority queue
- D Union find

(b) Write the body of a method `int size()` that returns the number of elements in the data structure.

- A return N;
- B return A.length;
- C return A[N];
- D return hi - lo;

(c) Which invariant does the data structure maintain after every public operation?

- A \( N < A.length \)
- B \( lo < hi \)
- C \( hi < N \)
- D \( hi == N \)

(c-1) Assume that:

- A holds \( \{3, 8, 4, 1\} \),
- lo holds 3,
- hi holds 2 and
- N holds 2.

- A Is the above situation something that can occur by calling a sequence of `insert` and `remove`? If yes, give such a sequence, otherwise explain why not.
- B What are the contents of A, lo and hi after executing `rebuild`?

(d) Draw the data structure (including the contents of A and the values of hi, lo, and N) after the following operations, and indicate how many times `rebuild` were called:

```java
1 Y y = new Y();
2 y.insert(1);
3 y.remove();
4 y.insert(2);
5 y.remove();
6 y.insert(3);
```

(d-1) What are the values of a and b after executing the following piece of code?

```java
1 Y y = new Y();
2 Y z = new Z();
3 Y w = z;
4 w.insert(3);
5 z.insert(1);
6 y.insert(2);
```
7 int a = z.remove();
8 int b = y.remove();

(e) How many array accesses does a single call to \texttt{Y.remove} take in the worst case? (To make this well-defined, we assume that the compiler performs no clever optimisations. That is, every array access we've written in the code will actually be performed.)
A \(\sim 4N\)
B 2
C \(\sim 2N\)
D 7

(f) How many array accesses does a single call to the most expensive public method of \texttt{Y} take in the worst case?
A linear in \(k\).
B constant.
C linearithmic in \(k\).
D quadratic in \(k\).

(g) What is the number of array accesses per operation in the following sequence of \(2k\) operations, starting from an empty data structure: \texttt{y.insert(1); y.remove(); y.insert(2); y.remove(); y.insert(3); y.remove();... y.insert(k); y.remove();}
A linear in \(k\) in the worst case and in the amortized case.
B constant in the worst case.
C constant in the amortized case, but linear in \(k\) in the worst case.
D quadratic in \(k\) in the worst case.

(h) True or false: The data structure \texttt{Y} uses space linear in \(N\).

M.1.5 Modifications in the new version. We modified the exercise by adding some items, so that the prerequisite skills can be assessed separately, that are critical for this question. Namely, we focused on operators (modulus), conditionals, arrays (indexing and storage), and array iteration. We also add an item focusing on the difference between an object/ADT and its instances, and the difference between values and references. These aspects were not addressed in the original question, but the original code contains a class, thus we expanded the topic a bit.

We kept items from (e) on unmodified, since with the previous addenda, they can be used just to focusing assessment of the advance topics.

The order of items follows this rationale: first the core items that access the advance topics, then items that aim at either confirming that the correct answer is not by chance or by superficial guessing from the code, or to distinguish whether the incorrect answers are due to lack of prerequisite skills or bad knowledge/understanding of advanced concepts.

- The use of “comparable” (lines 24-25) could prevent comprehension of the declaration. This issue was not classified by our code-book since it is language-specific. However, we added a comment before line 24 to make this clear: \texttt{The line below is essentially: Key[]} \texttt{tmp = new Key[2*A.length];}
\texttt{with keys being comparable.}

- A new question is added as (c-1), in order to assess prerequisites on operators (modulus), conditionals, arrays (indexing and storage), and array iteration.

- Finally, we added another item, (d-1), after (d) to assessing “references” and “instances”. The correct answer is a holds 1 and b holds 2. If they say a is 1, they do not know reference semantics; if the say b is 3, they do not differentiate instances (they have only one queue).
M.2 Concurrency 1

M.2.1 Original question. As a teacher, you are constantly on the hunt for good ideas for exam exercises. The main problem, however, is that it is easy to forget the good ideas before they are actually used to produce a good question. To solve this problem, one teacher implemented a data structure to keep track of them. The implementation of the data structure is below. It has the following operations:

- idea_init: Initializes the idea buffer.
- idea_add: Adds an idea (a string) to the buffer. If the buffer is full and the idea could not be added, false should be returned, otherwise true should be returned.
- idea_get: Randomly selects and returns an idea from the buffer. The idea is also removed to ensure it is not used for another exam. If no ideas are present, idea_get shall wait until a new idea is added with idea_add.

During the exam periods, idea_add and idea_get are used frequently by many teachers. Therefore, it is important that they are usable from multiple threads simultaneously as far as possible.

1. Is busy-wait used somewhere in the implementation? If so, where?
2. Use suitable synchronization primitives to eliminate any occurrences of busy-wait you found.
3. After using the data structure for a while, some users notice that the same idea was used multiple times (i.e. multiple calls to idea_get returned the same idea). Furthermore, ideas sometimes disappear from the buffer, even though idea_add indicates success by returning true. Explain with an example what could have happened when...
   a) ...the same idea was used multiple times.
   b) ...the buffer "lost" one or more ideas.
4. Mark any critical sections present in the functions idea_add and idea_get. Also note the resource(s) that need protection.
5. Use suitable synchronization primitives to synchronize the code based on the critical sections you found.

Note: Strive for a solution that allows maximum theoretical parallelism, even though that solution may perform worse in practice due to synchronization overheads (please note if you think this is the case).

Note: Points may be deducted for excessive locking.

```c
#define BUFFER_SIZE 32

// All ideas in the buffer. Empty elements are set to NULL.
const char *ideas[BUFFER_SIZE];
// Number of ideas in the buffer.
int count;

// Initialize the buffer.
void idea_init(struct idea_buffer *buffer) {
    for (int i = 0; i < BUFFER_SIZE; i++)
        buffer->ideas[i] = NULL;
    buffer->count = 0;
}

// Add a new idea to an empty location in the buffer. Returns 'false' if the buffer is full.
bool idea_add(struct idea_buffer *buffer, const char *idea) {
    int found = BUFFER_SIZE;
    for (int i = 0; i < BUFFER_SIZE; i++)
        if (buffer->ideas[i] == NULL) {
            found = i;
            break;
        }
    if (found >= BUFFER_SIZE)
        return false;
    buffer->ideas[found] = idea;
    buffer->count++;
    return true;
}

// Get and remove a random element from the buffer. If no elements are present, the function waits for an element to be added.
const char *result = buffer->ideas[pos];
buffer->ideas[pos] = NULL;
return result;
```

M.2.2 Analysis of the original question. This question assesses the following skills categorized in this paper:

- Simple Statements
- Operators
- Assignments
- Tracing
- Debugging
- Loop constructs
- Array iteration
- Types
- Values and references
- Indirection
- Parameters
- Return values
- Function scoping and data flow
- Classes/records/ADT
- Problem decomposition
- Reasoning about constraints
- Meta-tracing knowledge

M.2.3 New version. (Changes highlighted in bold)
As a teacher, you are constantly on the hunt for good ideas for exam exercises. The main problem, however, is that it is easy to forget the good ideas before they are actually used to produce a good question. To solve this problem, one teacher implemented a data structure to keep track of them. The implementation of the data structure is below. It has the following operations:

- **idea_init**: Initializes the idea buffer.
- **idea_add**: Adds an idea (a string) to the buffer. If the buffer is full and the idea could not be added, false should be returned, otherwise true should be returned.
- **idea_get**: Randomly selects and returns an idea from the buffer. The idea is also removed to ensure it is not used for another exam. If no ideas are present, idea_get shall wait until a new idea is added with idea_add.

During the exam periods, idea_add and idea_get are used frequently by many teachers. Therefore, it is important that they are usable from multiple threads simultaneously as far as possible.

1. **When executing the following code, what is the value of the variable res afterwards?**

   ```c
   struct idea_buffer x;
   idea_init(&x);
   idea_add(&x, "a");
   int res = x.count;
   ```

2. **When executing the following code, what do you expect the last line to do?**

   ```c
   struct idea_buffer a, b;
   idea_init(&a);
   idea_init(&b);
   idea_add(&a, "a");
   idea_get(&b);
   ```

3. **Is busy-wait used somewhere in the implementation? If so, where?**

4. **Use suitable synchronization primitives to eliminate any occurrences of busy-wait you found.**

5. **After using the data structure for a while, some users notice that the same idea has been used multiple times (i.e. multiple calls to idea_get returned the same idea). Furthermore, ideas sometimes disappear from the buffer, even though idea_add indicates success by returning true. Explain with an example what could have happened when...**

   - (a) ...the same idea was used multiple times.
   - (b) ...the buffer "lost" one or more ideas.

6. **Mark all lines in the code where some data inside a idea_buffer is accessed. Also note which part of the expression that accesses the part.**

7. **Which variables are not shared between threads?**

8. **Mark any critical sections present in the functions idea_add and idea_get. Also note the resource(s) that need protection.**

9. **Use suitable synchronization primitives to synchronize the code based on the critical sections you found.**

   **Note**: Strive for a solution that allows maximum theoretical parallelism, even though that solution may perform worse in practice due to synchronization overheads (please note if you think this is the case).

---

### M.2.4 Modifications in the new version.

In the new version, we made the following changes:

- The names of the pointer variables were altered to make it impossible to rely entirely on pattern matching in order
to arrive at conclusions regarding shared and non-shared variables in parts 1, 2 and 5.
• Part 1 was added, which explicitly assesses that students understand references in C.
• Part 2 was added, which explicitly assesses the object category, that the student understands the difference between struct declarations and instances.
• Part 6 was added, which explicitly assesses whether students understand indirection. Since the pointer variables are renamed, students need to be aware that the different variables actually refer to the same instance.
• Part 7 was added, which assesses function scoping and data flow by asking the student to note which variables are not shared, which requires the student to understand which variables are local to functions and which are not.
M.3 Concurrency 2

This question presents the student with an implementation of a data structure and asks the student to make sure it is synchronized.

M.3.1 Original question. You are working on a program that is doing heavy computations. Sadly, the program only uses one of the cores in your system, and you got tired of waiting for it to complete all the time. After some thinking, you realized that it is possible to split the problem up into multiple independent parts that can run in parallel most of the time. In order to do this, you implement a basic structure to help you managing the workload. Sadly, something seems to be wrong as you sometimes get zero as a result from many of the parts.

You have implemented two functions: spawn and wait:
- spawn creates a thread that executes do_work with the parameter passed to it. "spawn" returns a pointer to struct work_data that keeps track of the created thread.
- The pointer returned from spawn may then be passed to wait in order to wait for the thread to complete its task and get the result. It should be possible to call spawn from multiple threads concurrently.

You may assume that wait is only called once for each time spawn is called.

Correct any synchronization issues in the implementation.

```c
// Function doing the heavy computations. We want to run this in parallel in two threads.
int do_work(int param) {
    // Here we're doing heavy work...
    printf("do_work with param = %d
", param);
    // Hint, try uncommenting the following lines to see the problems occurring
    // more frequently.
    int result = param * param;
    // For simplicity we simply square the parameter.
    return param * param;
}

// Data structure keeping track of a thread running "do_work".
struct work_data {
    // Parameter to be passed to "do_work".
    int param;
    // Result from "do_work" in case the thread is done.
    int result;
};

// The first function executed in new threads.
void thread_main(struct work_data *data) {
    data->result = do_work(data->param);
}

// Start a new thread running the function "do_work" with "param" as a parameter.
// Returns a "struct work_data" that may be passed to "wait" in order to get the result.
struct work_data *spawn(int param) {
    // Allocate a new data structure and initialize it.
    struct work_data *data = malloc(sizeof(struct work_data));
    data->param = param;
    // Create a new thread running "thread_main" and give it access to "data".
    thread_new(&thread_main, data);
    return data;
}

// Wait for a thread started with "spawn" to complete, and get the result produced. "wait" will also free "data", so we assume that "wait" is only called once for each call to "spawn".
int wait(struct work_data *data) {
    // Get the result, free the memory and return it.
    int result = data->result;
    free(data);
    return result;
}

// Main function. If the implementation above is correct you should not need to change anything here. It could be interesting to modify "main" in order to test your implementation.
int main(void) {
    struct work_data *a = spawn(10);
    struct work_data *b = spawn(100);
    int c = do_work(5);
    printf("Result for 'a': %d\n", wait(a));
    printf("Result for 'b': %d\n", wait(b));
    printf("Result for 'c': %d\n", c);
    return 0;
}
```

M.3.2 Analysis of the original question. The code implements a simple data structure that acts as a simple version of a future, and asks the student to synchronize it. Arriving at a solution requires the student to understand under what conditions the code is assumed to be used, in order to work out that the data in work_data needs to be protected, and that wait needs to be synchronized appropriately to protect that data. One solution for this exercise is to add a semaphore to the data structure and call up on the semaphore at the end of do_work and down in the beginning of wait.

M.3.3 Summary of assessed skills. This question assesses the following skills categorized in this paper:
- Simple statements
- Assignments
- Types
- Values and references
- Indirection
- Parameters
M.3.4 New version. (Changes are highlighted in bold)

You are working on a program that is doing heavy computations. Sadly, the program only uses one of the cores in your system, and you got tired of waiting for it to complete all the time. After some thinking, you realized that it is possible to split the problem up into multiple independent parts that can run in parallel most of the time. In order to do this, you implement a basic structure to help you managing the workload. Sadly, something seems to be wrong as you sometimes get zero as a result from many of the parts.

You have implemented two functions: spawn and wait:
- spawn creates a thread that executes do_work with the parameter passed to it. "spawn" returns a pointer to struct work_data that keeps track of the created thread.
- The pointer returned from spawn may then be passed to wait in order to wait for the thread to complete its task and get the result. It should be possible to call spawn from multiple threads concurrently.

You may assume that wait is only called once for each time spawn is called.

1. What do you expect to be printed by the statement on lines 50-51 when running the main function?
2. Highlight the lines in the code that access shared data. For each line, highlight the expressions that access shared data.
3. How many instances of struct work_data are created when running the main function?
4. Consider the commented line on line 92. What would go wrong if this line was not a comment?
5. Use suitable synchronization primitives to synchronize the code.

---

```
1 // Function doing the heavy computations. We want to run this in parallel in two threads.
2 int do_work(int param) {
3     // Here we're doing heavy work...
4     // Hint, try uncommenting the following to see the problems occurring more frequently.
5     timer_msleep(param);
6     // For simplicity we simply square the parameter.
7     return param * param;
8 }
9 // Data structure keeping track of a thread
10 struct work_data {
11     // Parameter to be passed to "do_work".
12     struct work_data * spawn;
13     // Result from "do_work" in case the thread is done.
14     int result;
15 }
16 // The first function executed in new threads.
17 void thread_main(struct work_data * data) {
18     printf("New thread computing %d\n", data->result);
19     // Returns a "struct work_data" that may be passed to "wait" in order to get the result.
20     struct work_data * spawn(int param) {
21         // Allocate a new data structure and initialize it.
22         struct work_data * data = malloc(sizeof(struct work_data));
23         initialize_data(param, data);
24         printf("Initialized data for %d\n", data->result);
25     }
26     // Start a new thread running the function "do_work" with "param" as a parameter.
27     // Returns a "struct work_data" that may be passed to "wait" in order to get the result.
28     struct work_data * spawn2(int param, struct work_data * data) {
29         initialize_data(param, data);
30         printf("Initialized data for %d\n", data->result);
31     }
32     // Create a new thread running "thread_main" and give it access to "data".
33     thread_new(& thread_main, data);
34     return data;
35 }
36 // Version of spawn.
37 struct work_data * spawn2(int param, struct work_data * data) {
38     initialize_data(param, data);
39     printf("Initialized data for %d\n", data->result);
40     // Create a new thread running "thread_main" and give it access to "data".
41     thread_new(& thread_main, data);
42     return data;
43 }
44 // Wait for a thread started with "spawn" to complete, and get the result produced. "wait"
45 // will also free "data", so we assume that "wait"
46 // is only called once for each call to "spawn".
```
```c
int wait(struct work_data *wait_for) {
    // Get the result, free the memory
    // and return it.
    int result = wait_for->result;
    free(wait_for);
    return result;
}
```

```c
// Main function. If the implementation above is correct you should not need to change anything here. It could be interesting to modify "main" in order to test your implementation.
int main(void) {
    struct work_data *a = spawn(10);
    struct work_data *b = spawn(100);
    // b = spawn_2(1000, b);

    int c = do_work(5);

    printf("Result for 'a': %d\n", wait(a));
    printf("Result for 'b': %d\n", wait(b));
    printf("Result for 'c': %d\n", c);

    return 0;
}
```

**M.3.5 Modifications in the new version.** In the new version we made the following changes:

- Changed the name of the parameter used for struct work_data in the functions. By doing this, students need to understand how pointers work in order to find the proper values of the print statements in part 1, and to find shared data in part 2.
- By adding part 2, it also becomes visible if students understand function scope, as they would otherwise indicate local variables as being shared.
- By adding part 3, the student needs to understand the difference between a struct declaration and an instance of that struct. This is also visible by observing the print statement inside wait, which is a part of assignment 1.
- The call to spawn_2 in part 4 also tests the ability to differentiate between a struct declaration and an instance by accidentally re-using one instance for multiple tasks. This prevents guessing the correct number of instances on part 3, but requires understanding of references as well.
- Part 5 is like in the original, and may now be used to verify that the location of the semaphore required by the final solution corresponds to the students’ prerequisite skills.
M.4 Advanced OOP: Inheritance and Polymorphism

This question contains a piece of code that defines a number of classes in Eiffel, and asks the student what would happen when a piece of provided code is executed. Interestingly, Eiffel allows for co-variant overloading of methods, and still it considers the derived type as conforming to the base one (this is in contrast with the type systems of many popular languages, such as Java and C++). The assessment is designed to make students consider the problems this possibility might cause (since Liskov’s conditions do not necessarily hold) in a system in which both the base and the derived component are used; see [52] for the background and the inspiration of the exercise and further discussion.

For readers not familiar with the Eiffel language: member functions and attributes are known as features in Eiffel lingo; deferred means the implementation is postponed in another type definition, like abstract in Java; require, ensure, invariant mark pre-, post-conditions, and invariants; create mark constructors features and it is needed also to call them; Current is a self reference; out is analogous to toString in Java.

**Figure 3: UML Class diagram for assessment classes**

M.4.1 Original question. Consider the Eiffel code below and answer the following questions. An UML class diagram is depicted in Figure 3.

1. Consider the assignment f := g at line 80 of feature make in the class APPLICATION. What happens if after that statement one puts a call c.eat(f)? Does it cause an error? If yes, explain whether it is a compile-time or a run-time error.
2. Consider an assignment f := c. What happens if after that statement one puts a call a.eat(f)? Does it cause an error? If yes, explain whether it is a compile-time or a run-time error.
3. Consider an assignment f := a. What happens if after that statement one puts a call c.eat(f)? Does it cause an error? If yes, explain whether it is a compile-time or a run-time error.
4. Suggest sensible invariants for class GRASS and pre-/post-conditions for features grow and consume.
5. Suggest a sensible pre-condition for feature eat in class COW and explain why that would not be effective.
6. Rewrite eat in COW such that it raises an exception in case (5). Is it a good idea according to a Design By Contract approach?
Answers to the original question.

(1) The formal parameter (a static, compile-time property) of `c.eat` is a GRASS and an actual parameter (a dynamic, run-time property) of FOOD (the static type of `f`) is not compatible with it, it raises a compile-time error.

(2) From a static, compile-time viewpoint the statement `a.eat(f)` is fine, since the type of the formal parameter and the static type of `f` are compatible (FOOD in both cases). At run-time, however, a change of availability of type ('catcall') error is caught, since dynamically `a` is a COW and it expects a GRASS to eat, but `f` is a COW.

(3) From a static, compile-time viewpoint the statement `a.eat(f)` is fine, since the type of the formal parameter and the static type of `f` are compatible (FOOD in both cases). At run-time, however, a change of availability of type ('catcall') error is caught, since dynamically `a` is a COW and it expects a GRASS to eat, but `f` is a COW (the dynamic type of `a`).

(4) Invariants and pre/post-conditions that make sense:

```
1 class GRASS inherit FOOD — only the relevant code
2 is reported here
3 feature
4 consume (q: INTEGER)
5 require
6 q > 0
7 weight >= q
8 do
9 weight := weight - q
10 ensure
11 weight = old weight - q
12 end
13 grow (q: INTEGER)
14 require
15 q > 0
16 do
17 weight := weight + q
18 ensure
19 weight = old weight + q
20 end
21 invariant
22 weight >= 0
23 24 end
```

(5) Having a pre-condition on COW.eat on g.weight would be perfectly sensible, for example `g.weight >= 10`. However, the syntactical enforcement of Liskov’s substitution principle embedded in Eiffel would put this condition in or else (require else) with the pre-condition of the base class FOOD (i.e., True), therefore this check will be ineffective at run-time (but could be still useful as a hint to the user of the class COW).

(6) One could add a check:

```
1 class COW inherit ANIMAL — only the relevant code
2 is reported here
3 redefine
4 eat
5 end
6 feature
7 eat (g: GRASS)
8 require else
9 g.weight >= 10
10 do
11 g.consume (10)
12 end
13 14 end
```

This is not a good idea according to Design By Contract, since the constraint is not available to the clients of COW. However, the constraint is probably part of the contract of GRASS.consume (see answer (4)), thus a better idea would be to avoid the contract violation by growing some GRASS.

Summary of assessed skills. Although the goal of the exercise is to test the understanding of the co-variant overloading and its relationship with static typing constraints and Liskov’s substitution principle (in a correct system, a component C’ can be substituted to component C only if the pre-conditions for the use of C’ are stronger or equal than the pre-conditions of C, and the post-conditions of C’ are weaker or equal than the post-conditions of C), the answering student must master at least the following fundamental skills (from our code-book in Section 4).

- Simple Statements
- Operators
- Assignments
- Tracing
If some of these prerequisites are not clear, wrong answers cannot be clearly attributed to misconceptions in the advanced topics. In particular, a familiarity with a tracing as a general strategy to understand how the interpreter executes the code is needed, but this strategy has to transferred on a new level, since it should applied not only on (abstract) states, but also to types and method dispatching.

M.4.4 New version. To address some of these issues, the following changes could be made:

1. Add a new concrete FOOD class (e.g., PLANKTON) and create an object p from this class;
2. Add a method log_food with a parameter x of type FOOD, the method just prints the dynamic type of the actual parameter bound to x;
3. Add a question about the output of log_food(p), log_food(g), log_food(f), where g is a reference to a GRASS object and f is a reference to a GRASS object of FOOD static type (using f as an actual parameter of log_food before assigning it to a concrete object is not legal in Eiffel, unless the type is marked explicitly as detachable, see log_food2);

```
class PLANKTON inherit FOOD -- new class
redefine
out
end

feature
out : STRING
  do
    Result := "Lots of planksters"
  end
end

class APPLICATION -- modified
feature -- Main
  make
    -- Run application.
    local
      a : ANIMAL
      c : COW
      g : GRASS
      f : FOOD
      p : PLANKTON
    do
      create c
      create g
      create p
      g. grow (5)
      a := c
      log_food(p)
      log_food(g)
      log_food(f)
      print (a.out + ' is going to eat: ' + f.out + '%N')
      a.eat(f)
      log_food2(f)
      print ("Finished!%N")
    end
  end

log_food(x : FOOD)
  do
    print ("The food x is: " + x.out + %N")
  end
log_food2(x : detachable FOOD)
  do
    if attached x then
      print ("The food x is: " + x.out + %N")
    else
      print ("No x%N")
    end
end
```
We modified some questions from the Basic Data Structures Inventory (BDSI) [66], for the purposes of exploring potential changes to question designs, which might also explicitly assess prerequisite skills. However, we have not done any empirical validity experiments on these modified versions yet, to see how actual learners respond to them - for example, having learners think aloud as they answer the question. Thus, we do not really know how good they are yet. If you want to maintain the validity argument for the BDSI (especially if you are using the BDSI for summative use, like to assess learning at the end of a class), do not substitute or add these modified questions, and do not use them as practice or for class assignments, as they are too close to the BDSI questions.

With that said, here is our modified question based on question 6 from the BDSI.

**M.5.1 Original question.** Here is a possible method for a SinglyLinkedList class. Assume head is a variable in the SinglyLinkedList class that refers to the first node in the list.

```plaintext
1 DEFINE mystery(value)
2 current = head
3 temp = nil
4 WHILE current != nil AND current.item != value DO
  5 temp = current
  6 current = current.next
5 ENDWHILE
8 RETURN temp
9 ENDDIF
```

Which of the following best explains the "purpose" of the mystery method? (That is, what is the overall goal of the mystery method?)

Select one of the following statements:

A mystery returns the node containing value, or it returns nil if value is not found.
B If the value is not in the list, mystery returns nil.
C If the value is in the list, mystery returns the node containing the value.
D If the value is in the list, mystery returns nil.
E If the value is in the list, mystery returns the value contained in the node in the list.
F If the value is in the head node of the list, mystery returns nil.

**M.5.2 Analysis of the original question.** This question assesses the following prerequisite skills:

- Operators
- Assignments
- Loop constructs
- Indirection
- References
- Meta-tracing knowledge

**M.5.3 New version.** (Changes are highlighted in bold)

Here is a possible method for a SinglyLinkedList class. Assume head is a variable in the SinglyLinkedList class that refers to the first node in the list.

```plaintext
1 DEFINE mystery(value)
2 current = head
3 temp = nil
4 WHILE current != nil AND current.item != value DO
  5 temp = current
  6 current = current.next
5 ENDWHILE
8 RETURN temp
9 ENDDIF
```

Which of the following statements is correct/matches the "purpose" of the mystery method? (That is, matches the overall goal of the mystery method?)

Select all that apply:

A mystery returns the node containing value, or it returns the last node of the list of value is not in the list.
B For the SinglyLinkedList holding 2, then 4, then 6, mystery(1) will return the last node in the list.
C If the value is not in the list, mystery returns nil.
D If the value is in the list, mystery returns the node containing the value.
E If the value is in the list, mystery returns the value contained in the node in the list.
F If the value is in the head node of the list, mystery returns nil.

**M.5.4 Modifications in the new version.** The differences between the original question and the new version is that all answer alternatives have been replaced, and the student is allowed to select multiple correct answers. The correct answer is selecting B and F, which implies good meta-tracing skills and knowing other prerequisites for this question.
M.6 BDSI: B.8
We modified a question from the Basic Data Structures Inventory (BDSI) [66], for the purposes of exploring potential changes to question designs, which would add additional required knowledge to the question. However, we have not done any empirical validity experiments on these modified versions yet, to see how actual learners respond to them - for example, having learners think aloud as they answer the question. Thus, we do not really know how good they are yet. If you want to maintain the validity argument for the BDSI (especially if you are using the BDSI for summative use, like to assess learning at the end of a class), do not substitute or add these modified questions, and do not use them as practice or for class assignments, as they are too close to the BDSI questions.

With that said, here is our modified question based on question 8 of the BDSI.

M.6.1 Original question. Suppose that your program stores a list of Strings. The user is permitted to access the string at a given position (index) in the list, and can make as many accesses as they wish. \( N \) is the number of strings in the list.
Which List data structure would provide the best performance for the user accesses and why?
Select one:
A ArrayList is best as it guarantees constant-time access.
B ArrayList is best as it guarantees access time proportional to \( \log N \) using binary search.
C Unsorted DoublyLinkedList is best as it guarantees constant-time access.
D Unsorted DoublyLinkedList is best as it guarantees access time proportional to \( \log N \) using binary search.
E Sorted DoublyLinkedList is best as it guarantees constant-time access.
F Sorted DoublyLinkedList is best as it guarantees access time proportional to \( \log N \) using binary search.

M.6.2 Analysis of the original question. This question is interesting, as it does not assess any of the prerequisite skills, it only assesses the students’ knowledge of containers and their properties.

M.6.3 New version. (Changes are highlighted in bold)
Suppose that your program stores a list of Strings in a variable called the_list. The user is permitted to access the string like the_list.get(\( x \)), where \( x < N \) and \( N \) is the number of strings in the list.
Which List data structure would provide the best performance for the user accesses and why?
Select one:
A ArrayList is best as it guarantees constant-time access.
B ArrayList is best as it guarantees access time proportional to \( \log N \) using binary search.
C Unsorted DoublyLinkedList is best as it guarantees constant-time access.
D Unsorted DoublyLinkedList is best as it guarantees access time proportional to \( \log N \) using binary search.
E Sorted DoublyLinkedList is best as it guarantees constant-time access.
F Sorted DoublyLinkedList is best as it guarantees access time proportional to \( \log N \) using binary search.

M.6.4 Modifications in the new version. We replaced the English description of random access by position with the code for that, to also assess understanding of array syntax/semantics. This is an example of how one might add some more prerequisite skills to a question, by removing natural language descriptions and replacing them with notation.
O OTHER QUESTIONS

O.1 Scientific Computing
The following question is given as a pre-exam to non-CS students taking a course on Scientific Computing in Python. The idea is to ensure that students are able to write and run Python code on their computers, and to assess basic programming ability:

• Write a script to compute the numeric integral of cos(x) from 0 to \( \pi/2 \).
• Use the “left rectangles” approach and \( N = 1000 \) intervals.
• Hint: use a for loop. Add up the areas of all the slices.

O.2 Software Design Question 1
The following question was given on a midterm exam on a question in a course on software design methods:

Recall the Pharmacy and PharmacyDB classes from the project:

```java
public class Pharmacy {
    private String id;
    private String owner;
    private String busName;
    private String address;
    private String suite;
    private String city;
    private String state;
    private String zip;
    private String phone;
    private String type;

    public Pharmacy() {} // default constructor
    public Pharmacy(String id, String owner, String busName, String address, String suite, String city, String state, String zip, String phone, String type) {
        this.id = id;
        this.owner = owner;
        this.busName = busName;
        this.address = address;
        this.suite = suite;
        this.city = city;
        this.state = state;
        this.zip = zip;
        this.phone = phone;
        this.type = type;
    }

    public String getId() {
        return id;
    }

    public void setId(String id) {
        this.id = id;
    }

    public String getOwner() {
        return owner;
    }

    public void setOwner(String owner) {
        this.owner = owner;
    }

    // getters and setters for many instance variables
    // are not shown to save space
    public String getZip() {
        return zip;
    }

    public void setZip(String zip) {
        this.zip = zip;
    }

    public String getPhone() {
        return phone;
    }

    public void setPhone(String phone) {
        this.phone = phone;
    }
}
```

This is a shortened version of PharmacyDB:

```java
public class PharmacyDB {
    private HashMap<String, Pharmacy> pharmMap = new HashMap<String, Pharmacy>();

    public void add(Pharmacy pharm) {
        pharmMap.putIfAbsent(pharm.getId(), pharm);
    }

    public Pharmacy getPharmById(String id) {
        return pharmMap.get(id);
    }

    public Boolean containsId(String id) {
        return pharmMap.containsKey(id);
    }

    public List<Pharmacy> getPharmaciesSortedByZip() {
        // needs to be implemented
        return null;
    }
}
```

(a) Here is a JUnit test class for PharmacyDB. Write a test method for getPharmaciesSortedByZip, which returns an array list of pharmacy objects sorted by zip code. You can just test that the zip codes are in the expected order, rather than testing all the pharmacy values.
10  pharm1 = new Pharmacy("1", "owner1", "CVS1", "addr1", "city1", "state1", "10709", "111-1111", "pharmacy");
12  pharm3 = new Pharmacy("3", "owner3", "CVS3", "addr3", "3", "city3", "state3", "333333", "333-3333", "pharmacy");
13  pharmDB.add(pharm2);
14  pharmDB.add(pharm1);
15  pharmDB.add(pharm3);
16  }
17  }

(b) Now write the implementation of the getPharmaciesSorted-ByZip method. It should return an array list of pharmacy objects sorted by zip code.

O.3 Software Design Question 2

The following question was given on a final exam on a question in a course on software design methods:

Here is an alternative version of the product list. This one uses a low level array to maintain the list of products. It has two methods. One method adds a product, returning false if there is no more space in the array and true otherwise. The other returns the product at a given position in the array. If there is no product at the given position, it returns null.

```
public class ProductList {
    private final int LEN = 3;
    private Product[] products = new Product[LEN];
    private int numProds = 0;

    /**
     * add a product if there is room
     * @param prod
     * @return true if the product can be added ,
     * false if there is no more space
     */
    public Boolean add(Product prod) {
        if (numProds >= LEN) {
            return false;
        }
        products[numProds] = prod;
        numProds++;
        return true;
    }

    /**
     * return the product at position pos
     * if there is no product at that position ,
     * return null
     */
    @param pos
    @return a product or null if no product
    @at that position
    *
    public Product getAtPos(int pos) {
        if (pos > numProds) {
            return null;
        }
        return products[pos];
    }

    (a) Write a JUnit test class with test methods for the getAtPoint method (don’t worry about the add method). You need to test for both possible return values.

    (b) You can’t use the built in iterator class with low level arrays, so you must write your own. Write the iterator implementation for ProductList as well as the method that returns the iterator. The iterator should implement this interface.

    public interface MyIterator {
        public Product next();
        public boolean hasNext();
    }

    Here is a program that uses the iterator.

    public class ProdFun {
        public static void main(String[] args) {
            ProductList products = new ProductList();
            products.add(new Product("2A", "Friskies Fishalicious Cat Food", 12.99));
            products.add(new Product("1B", "Fancy Feast Cat Food", 11.88));
            products.add(new Product("1C", "Friskies Surf N Turf Cat Food", 10.99));

            MyIterator iter = products.getIterator();
            while (iter.hasNext()) {
                Product prod = iter.next();
                System.out.println(prod.getName());
            }
        }
    }

    When run, it prints out:
    Friskies Fishalicious Cat Food
    Fancy Feast Cat Food
    Friskies Surf N Turf Cat Food

    Implement the iterator class, which will be a nested class inside ProductList, as well as the getIterator method.
O.4 Advanced Data Structures and Algorithms

This question appeared as a part of a larger exercise in a final exam for a course on advanced data structures and algorithms. The test contained a number of questions, each stating that one of the attached problems could be solved using some well-known algorithm. Below is the question related to one of the problems:

One of the problems in this set is easily solved by a reduction to network flow.

(a) Which one?

(b) Explain the reduction. Start by drawing the graph corresponding to Sample Input 1. Be ridiculously precise about which nodes and arcs there are, how many there are (in terms of size measures of the original problem), how the nodes are connected and directed, and what the capacities are. Describe the reduction in general (use words like "every node corresponding to a giraffe is connected to every node corresponding to a letter by an undirected arc of capacity the length of the neck"). What does a maximum flow mean in terms of the original problem, and what size does it have in terms of the original parameters?

(c) State the running time of the resulting algorithm, be precise about which flow algorithm you use. (Use words like "Using Bellman-Ford, the total running time will be $O(r^{17} \log^5 3 + \log 2 k)\) where $r$ is the number of froontzes and $k$ denotes the maximal weight of a giraffe."). This part merely has to be correct. There is no requirement about choosing the cleverest flow algorithm.

The associated problem statement:

Messy Arithmetic

You’ve finally found your old maths homework from school! Unfortunately, your handwriting when you were a kid was even worse than it is today, and you can’t make out the difference between +, - and *. Also, the exercises and solutions are on separate sheets of paper, and you don’t know which exercise corresponds to which solution.

You want to bring these important historical documents back in shape, in case your future biographer needs them when you’re famous. Certainly there will be no time for this kind of busywork once you are a famous YouTuber or have won two Nobel prizes in a year.

Match each exercise, which is just a pair of numbers with an unreadable arithmetic operation between them, to a solution, which is also just a number. This requires you to determine the proper arithmetic operation between each pair of numbers.

To avoid having to think about rounding errors, let’s assume all numbers are integers. (This is also why we exclude division from this exercise.)

Input

The first line of input consists of the integer $n$, the number of exercises. The next line contains the solutions $s_1, \ldots, s_n$ as $n$ integers separated by space. Then follow $n$ lines each containing a pair of integers $a_i b_i$ for $i \in \{1, \ldots, n\}$, separated by space.

Output

The output consists of $n$ lines of the form $a_i op_i b_i = s'_i$ for $i \in \{1, \ldots, n\}$. The values $a_i$ and $b_i$ are given in the input, and in the same order. The operator $op_i$ is one of +, -, *. The set of values $\{s'_1, \ldots, s'_n\}$ is the same set as $\{s_1, \ldots, s_n\}$, but may be in a different order than given in the input.

You can assume that a solution exists. If there is more than one solution, any one of them will do.

<table>
<thead>
<tr>
<th>Sample Input 1</th>
<th>Sample Output 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1 + 2 = 3</td>
</tr>
<tr>
<td>0 1 2 3 9</td>
<td>1 - -1 = 2</td>
</tr>
<tr>
<td>1 2</td>
<td>0 * 5 = 0</td>
</tr>
<tr>
<td>1 -1</td>
<td>3 * 3 = 9</td>
</tr>
<tr>
<td>0 5</td>
<td>5 - 4 = 1</td>
</tr>
<tr>
<td>3 3</td>
<td></td>
</tr>
<tr>
<td>5 4</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sample Input 2</th>
<th>Sample Output 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>3 - 1 = 2</td>
</tr>
<tr>
<td>3 2 2 3</td>
<td>1 + 1 = 2</td>
</tr>
<tr>
<td>3 1</td>
<td>3 * 1 = 3</td>
</tr>
<tr>
<td>1 1</td>
<td></td>
</tr>
<tr>
<td>3 1</td>
<td>3 * 1 = 3</td>
</tr>
<tr>
<td>3 1</td>
<td></td>
</tr>
</tbody>
</table>
O.5 Data Structures and Algorithms 1

This is an exercise in the final lab exam of a second year course on "data structures and algorithms". The language taught in the course is C, so the exam needs to assess also knowledge of C and ability to use it to manipulate data structures:

Consider the below, where the type Bit_node is used to implement the nodes in a binary tree:

```
struct bit_node {
    int item;
    struct bit_node *l, *r;
};

typedef struct bit_node *Bit_node;

void printArray(int *a, int n) {
    for (int i = 0; i < n; i++)
        printf("%d ", a[i]);
    printf("\n");
}

void f_r(Bit_node root, int *path, int len) {
    if (root == NULL)
        return;
    if (root->item % 2) {
        path[len] = root->item;
        len++;
    }
    if (root->r == NULL && root->l == NULL) {
        printArray(path, len);
        return;
    }
    f_r(root->l, path, len);
    f_r(root->r, path, len);
}

void f(Bit_node root) {
    Item *path = malloc(1000 * sizeof(int));
    f_r(root, path, 0);
}
```

Consider the two binary trees below when answering the following questions:

(1) What height does the stack reach if the f function is invoked on the root of the left tree?
(2) What height does the stack reach if the f function is invoked on the root of the right tree?
(3) In general, how many lines does the function print if invoked on the root of any binary tree?
(4) What does the function print if invoked on the root of any binary tree that contains only even numbers?
(5) Complete the following phrase: If root is the pointer to the root of a binary tree, then the invocation of the function f1(root) outputs...
O.6  Data Structures and Algorithms 2

The following question is used as a question on the final examination in a course on Data Structures and Algorithms in order to reveal potential misconceptions regarding basic programming skills:

In the following, you can see two algorithms computing the power function ($x^n$) for integers $x$ and $n$. Read through all the questions below without answering them and after that familiarize yourself with the code thoroughly. After this, answer all the questions and take time to ponder and explain your reasoning. Note, however, that all the questions refer to the given algorithms. In addition, the argumentation is the only thing that matters for the points!

1
Algorithm pow1(x, n)
2    if (n = 0)
3        return 1; else
4        if (n = 1)
5            return x; else
6        if ("n is odd")
7            return pow1(x*x, n/2)*x; else
8        if ("n is even")
9            return pow1(x*x, n/2);
10
11 Algorithm pow2(x, n)
12    p = 1;
13    i = 1;
14    while (i <= n)
15        p = p * x;
16        i = i + 1;
17    return p;

(a) Describe in your own words how pow1 works (without an example). Note! Try to explain how the algorithm behaves in general. Do not explain the algorithm line by line.

(b) Describe in your own words how pow2 works (without an example). How is it different from the previous one?

(c) In which code line is the first multiplication performed? What are the factors (multiplicand and multiplier) in this case?

(d) In which code line is the last multiplication performed? What are the factors (multiplicand and multiplier) in this case?

(e) Which lines of code and how many multiplications are totally executed by pow1? Give an example of the execution of pow1(2, 9).

(f) Analyze the time complexity of Algorithm 1 in terms of the input size $n$.

(g) Analyze the time complexity of Algorithm 2 in terms of the input size $n$.

(h) Analyze the time complexity of Algorithm 1 if the line 7 was changed to return x * pow1(x*x, n/2); else. Give an example.

(i) Is it possible to replace the while-loop in Algorithm 2 with another loop construct? Either argue why not or give an example of how to replace it (rewrite the algorithm).
O.7 Data Structures and Algorithms 3

The following question is used as a question on the final exam in a course on data structures and algorithms in order to reveal potential misconceptions regarding basic programming skills:

Below you can see two algorithms, linearSearch and binarySearch.

```
1 def linearSearch(table, x):
2     for i in range(len(table)):
3         if (table[i] == x):
4             return i
5     return i
6
def binarySearch(table, x):
7     low = 0
8     high = len(table) - 1
9
10    while (low <= high):
11       mid = (low + high) // 2
12       print(low, mid, high)
13       if (table[mid] < x):
14           low = mid + 1
15       elif (table[mid] > x):
16           high = mid - 1
17       else:
18           return mid
19    return -1
```

(a) Which of the following statements are true for linearSearch (L) and/or binarySearch (B) in case of successful search? Use one of the following five options in each case:
L = the statement is correct only for linearSearch
B = the statement is correct only for binarySearch
L&B = the statement is correct for both linearSearch and binarySearch
neither = not either or,
I don’t know
Each statement is worth two points as follows: correct answer +2, incorrect answer -1, empty or I don’t know 0 points. However, you will get at least 0 points from all the questions, and the maximum is 6 x 2 p = 12 points.

i The algorithm goes through the items from smallest index to the largest.
ii The algorithm returns always the smallest index for the item x.
iii The algorithm returns all the indices that have the item x.
iv The algorithm always goes through all the items.
v The algorithm is correct only if the array is sorted in ascending order.
vi The algorithm always returns -1 at the end.

(b) Give an example to linearSearch the item x = 14 from the table below. List all the values the variable i holds during the search.
(c) Give an example to binarySearch the item x = 14 from the table below. List the values for the variables each time print(low, mid, high) is called.
(d) Argue whether the following statement is true or false: linearSearch is a more efficient algorithm than binarySearch to find a single item from an array. Hint: try to justify both alternatives!

```
table | -9  -1   0  13  14  14  27  29  31  34  36  36  44  44  98
index | 0   1   2  3   4   5   6   7   8   9  10  11  12  13  14
```