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Abstract

Process monitoring and fault diagnosis have been studied widely in recent years, and the number of industrial applications with
encouraging results has grown rapidly. In the case of complex processes a computer-aided monitoring enhances operators
possibilities to run the process economically. In this paper, a fault diagnosis system will be described and some application results
from the Outokumpu Harjavalta smelter will be discussed. The system monitors process states using neural networks (Kohonen self-
organizing maps, SOMs) in conjunction with heuristic rules, which are also used to detect equipment malfunctions.
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1. Introduction

The aim of fault diagnosis systems is to detect process
failures at an early stage. The failures can be due to
equipment malfunctions or process disturbances. Of
these two, process disturbances, where the operating
state has drifted outside the acceptable operating area,
are usually more difficult to detect. This is due to the
fact that acceptable operating area is seldom clearly
defined. Detection of process disturbances is important
since it reduces the occurrence of production that does
not meet the quality criteria. The increase in the quality
of the products contributes to a greater economic
profitability of the process.

Fault diagnosis has gained growing interest among
researchers during recent years. A wide range of
applications are reviewed, e.g. in Isermann and Ballé
(1997), and current trends in the research field of fault
diagnosis in Jimsa-Jounela (2001).

According to Himmelblau (1978), the techniques of
fault diagnosis can be divided into two basic categories:
estimation of the variables and model parameters, and
pattern recognition. Himmelblau (1978) also suggested
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that the techniques of fault diagnosis could be classified
into the following categories: deterministic, statistical
and heuristic types of fault diagnosis.

The first approach in data processing is classification,
in which the multi-dimensional symptom vectors are
considered and the direction and distance to a reference
vector of the nominal state are determined. This is done,
for instance, by geometrical or probabilistic methods by
artificial neural networks or by clustering (Isermann,
1997). Another approach is to use the heuristic knowl-
edge in the form of heuristic process models, fault-
symptom causalities and weighting of the effects
(Isermann, 1997). Different diagnostic reasoning strate-
gies can then be applied.

An excellent method for classification, an unsuper-
vised neural network algorithm called self-organizing
map (SOM), developed by Teuvo Kohonen (1990), has
been successfully used in improving the geometric
quality parameters of hot rolled strips as described in
Cser, Korhonen, Méntyld, and Simula (1998). Lassus
and Saxén (1998) classified the wall temperatures of a
blast furnace by SOM, Deventer, Moolman, and
Aldrich (1996) used it in visualizing flotation process
disturbances and Ahola, Alhoniemi, and Simula (1999)
in monitoring a continuous pulp digester. Excellent
results were also obtained when SOM was applied in
classification of ore type in the feed of the concentrator
by Jdmsid-Jounela, Laine, and Ruokonen (1998).



The aim of this study was to develop a fault diagnosis
system using Kohonen SOMs in conjunction with
heuristics rules.

The system (Vermasvuori, 2001) was tested in the
Outokumpu copper flash smelting process. It has three
goals. The first goal is to find suitable values for control
variables on the basis of the feed type. The second goal
is to monitor process states, and the third is to detect
process disturbances and equipment malfunctions. The
faults monitored in this study are, according to a
statistical analysis on the smelting process made by
Vapaavuori (1999), the main reasons for production
losses.

2. Outokumpu copper flash smelting

Outokumpu flash smelting is a pyrometallurgical
process for smelting metal sulphide concentrates. The
Outokumpu flash smelting process consists of a flash
furnace, waste-heat boiler and electrostatic precipitator.
A flash smelter usually also includes the following
auxiliary units: feed mixture preparation and drying,
converters, slag treatment system, SO, fixation system,
anode furnace and anode casting.

In flash smelting the fine, dried copper sulphide
concentrate and silica flux with air, preheated oxygen
enriched air or pure oxygen blast and recycled flue dust
are fed through a concentrate burner into the flash
furnace reaction shaft. In the reaction shaft the
suspension of gas, solid concentrate particles and solid
flux particles, are formed and reactions like the one
described below take place:

2CuFeS; 4+ 5/20; + SiO; - Cu,S - FeS
+ FeO - SiO; + 2SO, + energy.

When the suspension leaves the reaction shaft, the
reacted molten concentrate particles and inert flux
particles are separated from the gas stream and hit
towards molten slag and matte. In the molten bath, the
reactions are completed and matte and slag will be
settled at the settler of the furnace as respective layers
due to their different density.

The matte and slag are tapped out through the holes
located at the side or at the end walls of the settler. The
waste gases generated at the process are ducted through
the uptake shaft into waste-heat boiler and electrostatic
precipitator.

The sensible heat of the furnace off-gas can be
recovered in a waste-heat boiler that is connected
directly to the furnace uptake shaft. The waste-heat
boiler has two consecutive parts, the radiation section
and convection section. On the bottom of the sections
there are also dust-collecting boxes for collecting the flue
dust. The dust-collecting boxes will receive about half of
the flue dust coming into the waste-heat boiler.

Waste heat \TR B, Electrostatic
boiler [convection sec precipitator
Uptake radiation section
shaft

4 Settler

&%
Matte g Slag

Fig. 1. The structure of the Outokumpu flash smelting furnace.

The off-gas and the remainder of the dust flows to the
electrostatic precipitator. In the electrostatic precipitator
the dust particles are charged in a high-voltage electrical
field, caught on a charged plate or wire and finally
collected by neutralizing the charge and shaking the wire
and plates. Outokumpu flash smelting furnace is
presented in Fig. 1.

3. The Kohonen self-organizing maps

The SOM is a neural network algorithm developed by
Professor Teuvo Kohonen that forms a two-dimensional
presentation from multi-dimensional data. The topology
of the data is kept in the presentation such that data
vectors, which closely resemble one another, are located
next to each other on the map. Another important
characteristic of the SOM is generalization of the
information, which enables the classification of data
vectors not used in the training of the SOM.

The SOMs are applied to classify large amounts of
data. They can be used to form a neural network model
of an unknown system based only on the data received
from the system. In contrast to traditional methods,
such as principal component analysis, the Kohonen
model can also be created from highly deviating, non-
linear data.

Before the SOMs are trained, values of each variable
in the data should be normalized to have zero mean and
variance of one. This procedure ensures that every
variable has equal importance in training the SOM. The
following formula is used for the normalization:

Xpe(t) — X
(1/(n = 1) i (o = x()”
where xi(7) is the kth component of the measurement
vector x, and X is the mean of all the kth components.

Training a map is an iterative process in which a best
matching unit (BMU) must first be found for each data
vector. Each data vector must therefore be compared
with each neuron on the map in order to find the BMU.
A neuron on the map that most closely resembles the
current vector is selected as its BMU and the weight
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factor of the neuron and its neighbouring neurons are
adjusted according to the following formula:

wi (£ + 1) = wi (1) + ha(@[xi (1) — w; (D), (@)

where w;, (¢ + 1) is the new value of the kth component
of the weight factor vector of neuron i, w; (¢) is the old
value of the kth component of the weight factor vector
of neuron i, and /,; is a scalar gaussian kernel function:

[Iri = rell?
h = st exp( - =24l G)
where o(f) is the training rate factor, a(¢) is a factor that
implies the size of the effective neighbourhood, and r’s
are the coordinates of the neurons.

The SOM can be interpreted by labelling its neurons
according to classified measurement vectors. Neurons
are labelled after the most probable process state, which
can be calculated using the following formula:

100*(state),;

Prob;; —
rob; (total);

“)
where Prob; is the probability of process state i in
neuron j, (state); is the number of vectors describing
state i in neuron j and (total); is the total amount of
vectors in neuron j.

This gives the map a clear physical interpretation.
However, the weakness of this method is that a neuron
normally receives hits from measurement vectors
representing both normal and undesired states. There-
fore, a neuron cannot be explicitly labelled to represent
either a normal or undesired state.

If the SOM is used to detect only one disturbance,
neurons can be labelled as disturbance neurons even if
the probability for disturbance is less than 50%. The
sensitivity of the SOM can be adjusted by using different
probability levels when labelling the neurons. If neurons
are labelled as disturbance neurons even with a low
probability of the disturbance, the SOM will detect
disturbances occurring with a high probability, but the
number of false alarms will also be high. The probability
level that should be used depends on the application.

The state of the process can be monitored by drawing
a pointer that displays the neuron corresponding to the
latest measurement vector. It is often also advantageous
to monitor how the state of the process has evolved
during the last measurements, and therefore a suitable
length trajectory of the latest neurons representing the
latest operational states can be drawn on the map.

4. Fault diagnosis system toolbox

The online toolbox presented in this paper monitors
process states using Kohonen SOMs in conjunction with
heuristic rules. The system also enables states of

measurements and mathematical methods, based on
limit value checking, to be used in heuristic rules.

The system consists of the following modules: process
interface, application, databases and user interfaces. The
structure of the toolbox is shown in Fig. 2.

4.1. Process interface

The data from process measurements and laboratory
and maintenance databases are transferred through the
process interface to the toolbox. The toolbox reads data
directly through the network from an SQL-based
relational database or from a text file.

4.2. Application

After pre-processing, the data are transferred to
controllers that distribute the data to measurement,
formula and SOM objects. Based on the new measure-
ment data the objects determine their own state. If the
state changes, the inference machine is informed
accordingly. At the moment there are five state levels
available: LOLO, LO, NORMAL, HI and HIHI.

Based on the state changes of measurements and
SOM objects, the inference machine updates all those
rules where a state has been changed. If all conditions of
a rule are evaluated as true, the operator is informed
accordingly.

The software model of the equipment consists of
input variables, output states and rules. Measurements,
formulas, SOMs and other equipment can be defined as
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Fig. 2. Structure of the fault diagnosis system.



input variables. Possible output variables are the state of
the equipment or state of the process defined for the
equipment.

4.3. Databases and analysis

All the measurement data and the rules that have
evaluated as true are stored, together with their
symptoms and timestamps, in SQL databases for future
analysis. The toolbox has several different implemented
analysis methods. For example the system can calculate
the most typical rules that have been evaluated true in a
given time interval. For the use of some specific analysis
methods not implemented in the system, the data can
easily be exported to other applications through an
ODBC interface.

The data stored in the database can also be used for
off-line simulations. This is useful during the configura-
tion period, when new rules and SOMs, are tested.

4.4. Graphical user interfaces

The toolbox consists of two different user interfaces.
One is developed for the administrator and the other for
the operator.

4.4.1. Operator user interface

The operational user interface offers all the informa-
tion required for on-line monitoring of processes.
Through this window it is possible to monitor the
current state of a process and even to predict the future
trend. The process monitoring user interface consists of
four main blocks: maps, trends, active faults and
history.

Kohonen Self-Organizing Maps: The SOMs are pre-
sented to the user as a collection of red and blue
neurons, each neuron being connected to its six
neighbours. A totally red neuron represents a fault with
100% probability, a totally blue neuron a totally normal
condition of the process and shades in between different
probabilities of faults. A gradually darkening line
represents a trajectory that shows the most recent
process states. One can also take an individual look at
the variables used in training the maps and see how the
values of each variable are distributed on different
neurons of the map. It is also possible to see the
distribution of the hits of the training in order to
determine whether or not the data were distributed
evenly on the map. These are helpful features when
analysing the quality of the training.

As SOMs may contain several different types of fault,
only the component space of the most probable fault is
presented to the operator. This keeps the operator view
simple and clear. It is of course possible to examine all
the other component spaces of different faults individu-
ally or all at once.

Trends: The interface can show two different types of
trend: measurement trends and fault probability trends.
The measurement trends show the development of
individual measurements on a selected time scale. The
fault monitoring trends, on the other hand, show the
development of the probability of each selected fault of
different maps. By examining the trends, it is possible to
see which faults have occurred in the near past and
which faults are very probably going to occur in the near
future.

Active faults: The faults currently occurring in the
system are presented to the operator as a list. It contains
information about the time instant when each fault was
detected, the equipment that the fault is associated with,
the actual fault and the symptoms related to the fault.
The faults appear in the active faults window when they
are detected and are removed automatically when they
disappear from the system being monitored. A more
detailed description and recovery information are also
shown for the selected fault. By clicking on the list with
a mouse the selected fault can be changed.

Fault history: The history window can analyse past
faults by calculating some statistical averages like mean
duration of a fault and the mean time lag between faults.
It collects the information from the database in which
all the faults are logged immediately after they are
detected. Later on the information in the database is
updated to mark down the ending times when the faults
disappear. Exact time intervals, with an accuracy of one
second, can be defined for the history view. An
equipment-based view of faults can also be used to
analyse the most usual problems of a specified piece of
equipment. For the user; the name, beginning and
ending times and symptoms are shown. As the rules are
chained, it is also useful to inspect only specific
symptoms for which the same statistical information
as for the faults is available. This inspection of
symptoms shows which things contribute in large
number of faults and so help to pinpoint the most
problematic parts of the process.

The operational window is presented in Fig. 3.
Numbers 1-4 represent maps in an on-line state, and
5-8 are the corresponding fault probability trend
displays. Number 9 is the fault history window with
the four pull-down menus for selecting the desired view.
Number 10 is the active faults window and number 11
shows the different pull-down menus and buttons for
selecting maps, trends and the other windows.

4.4.2. Administrator user interface

The administrator side, that has all the required
components for training of the maps, making of the
rules and other general configuration tools, can be made
transparent for the operators. As long as it is configured
properly, the operator only has to monitor the process
without concerning about transfer of data or other



L ] sam

Fig. 3. Fault diagnosis system in on-line use (operator user interface).

modifications. The administrator side has five important
blocks: measurements, formulas, SOM training, equip-
ments and trends.

Measurements and formulas: All the measurements
that are used have to be defined and they can be given
four alarm limits to be utilized in the rules. Each
measurement has two low and high limits. Different
formulas can be formed from the measurements with
basic algebraic operations. The block also supports the
selection of maximum or minimum of two or more
measurements that can later on be used as training
variable for the SOMs.

Training of the SOMs: The most important tool for
the engineer is the SOM training block. SOMs can be
trained in different sizes and with different parameters.
The map size, alpha parameter, number of epochs and
the sizes of the neighbourhood in the beginning and the
end can be defined. This block also supports the creation
of hit-counter-files that can be used to see the distribu-
tion of data on the map. These hit-counter-files can be
used together to evaluate the efficiency of classification
of the map. The first hit-counter-file is formed from the
training data, but the latter can be selected freely to test
the map behaviour with different evaluation data.

Equipment: Equipment block defines connections
between pieces of equipment and measurements and
maps related to each piece of equipment. It also has the
interface for creating rules. Rules can only be for-
med from measurements and states defined for the
equipment.

Trends: In the trends block it is possible to define
which trends of the maps are followed on the operator
side. Different fault probabilities can be selected from
different maps to one trend display.

In addition, the administrator side also contains a
useful database organizer that can be used to prepare
data for training of the maps.

The system has an open architecture, which enables
easy integration with other applications. It has been

Fig. 4. Fault diagnosis system’s administrator user interface.

developed using a platform independent object oriented
programming language Java. All the process informa-
tion like measurements, SOMs and rules are indepen-
dent from the system so the toolbox application does
not need recoding if taken in use in a different process.
Fig. 4 depicts different aspects of administrator user
interface; number 1 is the measurement window,
number 2 the formula window, number 3 equipment
window and number 4 representation of an SOM
created in SOM window number 5. Window number 6
is for altering databases.

5. Rules in the fault diagnosis system

The most important part of a rule-based fault
diagnosis system is the rules that are applied. With
well-functioning rules a very effective system can be
built while, on the other hand, a system cannot predict
phenomena correctly if its rules are false or feeble.

The rules used in the implemented system are IF-
THEN rules. In the IF part, objects compared with their
limit values can be measurements, values computed
from measurements or the probability of phenomena
according to the SOMs. Logical operators AND, OR
and NOT can be used in the comparison. The THEN
part triggers a warning message for the operator, and
possibly sets values for other user defined variables,
which in turn can be used in the IF part of other rules.

In the system, the rules are always connected to a
specific piece of equipment and can be formed using
only variables that are known for that equipment. This
prevents the insertion of illogical rules that may be the
reason why the diagnostic system shows unexpected
behaviour. Rules that are based on equipment also
make it possible to know which rules are affected if
certain changes are made in the process equipment.

An example of the rules used in the system is given
below. It can be read “if the gas blower vibrates and



sooting is not detected, then there are dust aggregations
in the gas blower”.

IF Gas_blower_ SOM_vibration=HI AND Waste
_heat_boiler_.SOM_sooting=NOT HI THEN Gas_
blower_dust_aggregation= HI.

6. Different process phenomena monitored using Kohonen
maps

The nature of the phenomena monitored by means of
SOMs differs, some of them being closely linked with
process control and process disturbances, while the rest
monitor the states of the process. For the real-time
detection of different phenomena, the SOMs are trained
using data that can be received real-time. One exception
to this is the map trained using data received from
analysis of the feed. The analysis results can be read on-
line, but there exists a significant delay between the
actual process state and the analysis. This also applies to
maps representing the states of the matte and slag,
where some of the data are received real-time, while
some are based on the analysis of the above two
components. These SOMs can be used on-line, the BMU
being chosen only on the basis of the available
measurements. Thus the SOMs can even operate with-
out all the components of the data vector used in the
training. The phenomena associated with process con-
trol are presented in Section 6.1, those with process
states monitoring in Section 6.2, and those with process
disturbances in Section 6.3.

6.1. Process control

The most important phenomenon that affects process
control is the quality of the feed material. The overall
quality of the feed mixture is influenced by the quality
and amount of concentrate and by the amount of
recycled slag. In the Harjavalta smelting plant, the
quality of the feed material is monitored on the basis of
laboratory analyses made, on the average, 56 times per
day. The composition of the feed material is analysed
for its arsenic, lead, zinc, copper, nickel, iron, sulphur,
silicate and calcium contents.

The main aim is to train an SOM using information
about different feed compositions, and to determine the
correct values of the variables used in control for each
neuron. The operator can then use the values of the
BMU as set points for the control variables.

Determining the value of the oxygen enrichment
coefficient: An SOM was trained with the analysis data
of the feed material, and the theoretical oxygen
enrichment coefficient was monitored as an example of
the control variables. Fig. 5 shows the distribution of the
enrichment coefficient values on the SOM, as well as a
trajectory that represents the process state and the route

164.8

Value of the neuron: 158.1

139.1

Fig. 5. Distribution of the oxygen enrichment coefficient on the Feed
type SOM.

it took to arrive at that point. High values of
the coefficient are located in the middle-right part of
the map, and low values in the upper left-hand corner.
The value of the oxygen enrichment coefficient ranges
from 139.1 to 164.8. The formation of clusters, i.e. areas
on the SOM where the oxygen enrichment coefficient
has similar values, implies successful classification.

6.2. Process states monitoring

The overall state of the process was monitored in
order to detect undesired process states because a
deviation from the desired state cannot always be
considered to be a direct process disturbance. From
the economic point of view, it is just as important to
detect a decrease in the quality of the product as to
detect an equipment failure, since both lead to a
reduction in productivity and profitability. Differentiat-
ing undesired process states from actual disturbances
does not generally create sudden emergencies, and thus
it is acceptable to detect a phenomenon even with a
slight delay.

The monitored process states were viscosity of the
slag and the matte, temperature of the waste-heat boiler,
and the formation of dust aggregations inside the boiler
or the gooseneck. Detection of the formation of dust
aggregations is described in detail as an example.

Detection of dust aggregations in the boiler and in the
gooseneck: The formation of dust aggregations in the
waste-heat boiler decreases heat transfer between the hot
gas and the heat exchanger, where superheated vapour is
produced by the heat energy of the gas. The formation
and detachment of large dust aggregations can also
damage the heat transfer equipment of the boiler. The
dust accumulating around the gooseneck can, in turn,
limit the gas flow through the gooseneck or even clog the
pipe through which the gas flows to the gas handling
equipment.

To detect dust aggregations, a principal component
analysis was first performed in order to reduce the
number of training variables. The 19 variables that were
direct process measurements, and the eight variables



Table 1
Variables used in the PCA

1 Intake pressure of the furnace
2 Intake pressure of the waste-heat boiler
3 Intake pressure of the electrostatic precipitator
4 Rotational speed of gas blower 1
5 Rotational speed of gas blower 2
6 Flue dust feed
7 Temperature of the waste-heat boiler
8 Temperature of the waste-heat boiler
9 Air feed to the reaction shaft
10 Air feed to oil burners 1-3 of the furnace
11 Air feed to oil burners 4-5 of the furnace
12 Air feed to the reaction shaft + sulphation air
13 Oxygen enriched air feed
14 Sulphation air
15 Load of the dust conveyor
16 Vibration of gas blower 1
17 Vibration of gas blower 2
18 Concentrate feed
19 Weight of the dust silo
20 Flue dust feed + time differential of the weight of the dust silo
21 Time differential of the weight of the dust silo
22 Flue dust feed—Iload of the dust conveyor
23 Flue dust feed—load of the dust conveyor + time differential
of the weight of the dust silo
24 Time differential of the temperature of the waste-heat boiler
25 Time differential of the temperature of the waste-heat boiler
26 1 h average of the temperature of the waste-heat boiler
27 Time differential of the 1h average of the temperature of

the waste-heat boiler
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Fig. 6. Latent roots of the principal component analysis of the data
collected from the waste-heat boiler.

calculated from the process measurements listed in
Table 1, were analysed with the PCA. The latent roots of
the PCA can be seen in Fig. 6. An SOM was then
trained with the five latent roots that yielded the best
results. The resulting SOM is shown in Fig. 7.

Fig. 7 shows that the separation between normal
operating conditions and the formation of dust aggrega-
tions 1is relatively clear. Neurons representing the

Dust
aggregations
(dark)

Fig. 7. SOM used to classify situations in which dust aggregations are
formed.

Fig. 8. SOM used to classify situations in which concentrate aggrega-
tions are formed.

formation of aggregations are located in the upper
left-hand and the lower right-hand corners of the map.

6.3. Detection of process disturbances and equipment
malfunctions

The following actual process disturbances were
searched for: flooding of the feed material, aggregation
of feed material in the concentrate burner, and
malfunctions of the fields of the electrostatic precipitator
and gas blower. Detection of the formation of concen-
trate aggregations in the concentrate burner is described
in detail as an example.

Detection of the formation of concentrate aggregations
in the concentrate burner: The formation of concentrate
aggregations in the concentrate burner obstructs the
distribution of feed into the furnace. As obstructed feed
does not react completely, this causes other problems,
e.g. formation of dust aggregations in the waste-heat
boiler and difficulties in controlling the furnace. In order
to remove concentrate aggregations from the burner, the
feed to the whole plant has to be suspended. These
suspensions cause a loss of production and create even
more disturbances in the process. In order to detect the
aggregations in the burner, an SOM was trained with
eight variables: four temperature differences across the
reaction shaft, two temperature differences of the shaft
cooling water, energy balance of the cooling water, and
the amount of concentrate feed to the process.
Classification of the concentrate aggregations on the
SOM is presented in Fig. 8.



Fig. 8 shows that the neurons representing the
concentrate aggregations are located on the lower left-
hand and upper right-hand corners of the map.

7. Analysis of off-line testing of the SOMs

After the maps had been trained, their classification
abilities were evaluated using data that were not used in
training the SOMs. These data consisted of regularly
separated, short periods of actual data. The amount of
data used for the evaluation was approximately half the
size of the data used in the training. The SOMs were
subjected to three tests. In the first test, situations in
which the data vector hit a neuron representing the same
state as the data vector were classified as hits. In the
second test, a hit represented a situation in which the
data vector hits a neuron where the most probable state
is the state of the data vector. In test number three, a hit
represented the situation where a data vector’s BMU is a
neuron that represents the same state as the data vector,
or the neuron considers its state as the most probable
one. Test number two usually gives better results than
number one, but it also causes more false alarms. The
third test gives a better result than tests one or two when
two or more classification types, i.e. disturbances, occur
concurrently.

7.1. Oxygen enrichment coefficient

The feed material SOM was evaluated with data from
the middle part of the time period when the data were
collected. Classification of the theoretical oxygen
enrichment coefficient was tested by dividing the data
into different categories on the basis of the value of the
coefficient. The classification and amounts of learning
and testing data are presented in Table 2. The results of
all three tests are given in Table 3.

Table 3 shows that the classification agrees very well
with the learning data for values below 140, but the
classification becomes more uncertain for higher values.
One reason for this is the categorization used, in which,
e.g. the values 149 and 150 are placed in different classes
even though they are very similar and the difference
between them might only be caused by errors in
sampling or in the analysis.

7.2. Dust aggregations

An SOM trained with the five latent roots of the
principal component model of the variables presented in
Table 1 was used to detect dust aggregations in the
waste-heat boiler (Komulainen, 2002). All the test
results of the classification accuracy of the SOM are
given in Table 4.

Table 2
Classification of the oxygen enrichment coefficient

Oxygen Number of cases Number of cases
enrichment in the training of in the testing of
coefficient the SOM the SOM

<140 315 98

140-149 338 127

150-159 382 185

160-169 324 215

> 169 106 125

Table 3

Test results of the feed type SOM

Oxygen enrichment Test 1 (%) Test 2 (%) Test 3 (%)

<140 46.9 77.6 77.6

140-149 0.8 7.9 7.9

150-159 0 222 222

160-169 5.6 20 20

> 169 0 0 0

Table 4

Test 2 results of detecting dust aggregations in the waste-heat boiler
Amount of test data Hits Y%

Normal 4275 3322 71.7

Aggregations 3994 2932 73.5

Overall 75.6

Table 5
Test 2 results of detecting concentrate aggregations in the concentrate
burner

Amount of test data Hits %
Normal 3989 3116 78.1
Aggregations 1009 552 54.7
Overall 73.4

Table 4 shows that 73.5% of the situations in which
dust aggregations formed were detected.

7.3. Concentrate aggregations

An SOM trained with the variables presented earlier
was used to detect the formation of concentrate
aggregations in the concentrate burner (Endén, 2002).
All the test results of the classification accuracy of the
SOM are given in Table 5.

Table 5 shows that over one-half of the concentrate
aggregations were detected.

8. Analysis of on-line testing of the SOMs

Since summer 2001, the fault diagnosis system has
been in test use in the Outokumpus Harjavalta copper



smelter. In contrast to the previous study, the focus was
on detecting only two types of disturbance; the
formation of concentrate aggregations in the concen-
trate burner, and the formation of dust aggregations in
the waste-heat boiler. There were two testing periods in
the smelter during last year. During summer 2001, a
research assistant carried out his summer training at the
smelter, and in November a researcher spent 1 month
performing on-line testing of the system. They observed
the behaviour of the process, and also recorded more
accurate data on the process disturbances. This infor-
mation was used, together with process measurement
data, to form the training data for the SOMs.

The purpose of the on-line testing was to evaluate the
behaviour of the system in actual situations, and to set
the proper probability level for the maps. Off-line
analysis of the concentrate burner SOM showed that,
when the probability limit used in labelling the neurons
is set to 23, it is able to detect the concentrate
aggregations (Table 5). However, at this probability
level the proportion of false alarms that occurred when
detecting the formation of concentrate aggregations was
61% of all alarms. The effect of changing the probability
level value is shown in Figs. 9 and 10.

8.1. Concentrate aggregations

During a period of 1 month, all the actual dis-
turbances detected in the process were noted, and then
compared with the notifications of the monitoring
system. A process disturbance was considered detected
by the system if, at some point during the occurrence of
the disturbance, the system gave a notification of it. This
made it easier to compare the result with the actual
efficiency observed by the operator. The detection of
concentrate aggregations in the concentrate burner is
presented as an example.
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Fig. 9. Detection percentage of process states against different limit
values in labelling the neurons.

False alarms %
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Fig. 10. Percentage of false alarms in detecting process states against
different limit values in labelling the neurons.

Table 6
Test results of the detection of concentrate aggregations in the
concentrate burner weighted with the duration of the disturbance

Direct SOM Trend SOM
Number of aggregations 753 753
Correct notifications 417 354
Incorrect notifications 151 153
Duration of the notifications 298 299
Detected correctly 55.4 47
False alarms 33.6 33.8

The development of concentrate aggregations in
the concentrate burner could be noted by examining
the temperature measurements of the reaction shaft. The
temperature on one side of the shaft rose every time
concentrate had started to gather in the burner.
Disturbances in the burner were noted using these
measurements, and then compared with the notifications
of the monitoring system. The maps were trained with
six temperature differences across the reaction shaft and
the feed.

During the testing period, two different maps were
used to detect the concentrate aggregations. Both were
trained with the same training variables, one according
to the normal procedure and the other one using a trend
of five measurements for each variable. The trend
measurements were handled as normal measurements
in the training, except that their importance in selecting
the BMU was weighted such that the oldest measure-
ments had the least importance.

As disturbances that continue for a longer period of
time cause more production losses, the percentages
were weighted with the duration of the disturbance.
The percentage is calculated by dividing the total length
of the detected disturbances with the total length
of all the disturbances. The results are presented in
Table 6.

However, about one-third of the time the system still
incorrectly detects a disturbance. When the maps were



retrained including a new training variable, the energy
balance of the shaft cooling water, the trend map was
able to reduce the number of incorrect notifications to
one quarter of all the notifications, but it could not
detect disturbances with the same efficiency. These
results are, however, acceptable because over one half
of the actual process disturbances were detected. The
probability level was searched for and set in such a way
that it gave the best balance between correct notifica-
tions and false notifications.

9. Conclusions

The system has been in test use at the Outokumpu
copper smelter in Harjavalta. A considerable amount of
improvement in the results has been achieved during the
last year, and the diagnosis system has evolved into a
useful tool for process monitoring. In order to achieve
even better results, more detailed information about the
formation of dust aggregations should be collected. It
was also apparent that the two disturbances seem to be
linked to one another. After heavy concentrate aggrega-
tions there were usually more dust aggregations than
normal.

During the 1-month testing period a number of
temperature sensors around the reaction shaft started to
malfunction, which made it more difficult to test the
system. Better instrumentation would enable more
precise monitoring of the phenomenon, and make the
system less vulnerable to sensor failures. Also, more
sensors should be installed to cover a larger area of the
shaft walls.

According to the theory, unsupervised neural network
models can be constructed solely on the basis of
measurement data from the process. However, if we
want to label the neurons in the SOM, we also need
information about process states. As this cannot be
easily measured, we have to rely on the operators’

observations and make the necessary assumptions. This
demonstrates that, despite the new modelling methods,
process knowledge still plays an important role in fault
detection systems.
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