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ABSTRACT

The difference co-array is crucial in determining the number of resolvable sources in direction-of-arrival (DoA) estimation. This virtual array of pairwise sensor position differences enables sparse arrays to identify vastly more sources than sensors. However, the idealized assumptions giving rise to the co-array, such as isolated omnidirectional gain patterns, may not hold in practice. Consequently, the applicability of the co-array model to real-world arrays needs to be investigated thoroughly. In this work, we consider a general class of angle-independent departures from the ideal model caused by nonideal sensors or compression of the array measurements. We study the impact of these nonidealities on DoA estimation using co-array MUSIC, assuming that the array is calibrated and that an infinite number of snapshots is available. We establish that proper use of the calibration data enables unbiased DoA estimation of more sources than sensors. Nonidealities may nevertheless cause subspace swap at low SNR.

1. INTRODUCTION

Direction-of-arrival (DoA) estimation is an important array processing task in diverse applications, such as communications, wireless localization, radar, sonar, and radio astronomy [1]. Especially subspace based high-resolution techniques have received a great deal of attention due to their ability to resolve closely spaced targets more accurately than traditional diffraction-limited methods. For example, the multiple signal classification (MUSIC) algorithm [2] can achieve comparable performance to the optimal maximum-likelihood estimation at a significantly lower computational cost. Under certain conditions, the estimation error of MUSIC approaches the Cramér-Rao bound as the sample size or signal-to-noise ratio (SNR) goes to infinity [3]. A variant of MUSIC, called co-array MUSIC, can also be used by $N$ sensor sparse arrays to resolve $O(N^2)$ sources [4, 5]. Co-array MUSIC leverages the structure of the set of pairwise sensor position differences, known as the difference co-array. The key advantage of the difference co-array is that it can have many more virtual elements than physical sensors and a uniform structure even when the physical array is nonuniform.

A limitation of MUSIC is that it requires precise knowledge of the array manifold for accurate direction finding [6]. Many works sidestep this limitation by assuming an algebraic manifold, such as the Vandermonde steering vectors of a hypothetical uniform array with omnidirectional sensors that are perfectly isolated from each other. Obviously, such highly idealized manifolds may not be valid practice. Instead, arrays are affected by nonidealities, such as gain/phase errors [7], mutual coupling [8, 9], or sensor position perturbations [10, 11]. Calibration of the array is therefore crucial [12]. Nonidealities may nevertheless introduce ambiguities into the array manifold and decrease SNR, even after calibration, leading to excess bias and estimation error. The effective dimensionality of the measurements can also decrease, especially when the array output is intentionally compressed due to cost or hardware limitations, as in beamspace processing [1, Ch. 3.10] or hybrid beamforming [13, 14].

This work considers DoA estimation under deviations from the ideal steering matrix $A$ of the form $CA$, where $C$ is a known matrix of nonidealities. This implies that the array is perfectly calibrated\(^1\). In such scenarios, $C$ can be any complex-valued, possibly wide matrix. Consequently, it can model both compression and direction-independent perturbations. We consider the effects of such nonidealities on sparse array processing, focusing on co-array MUSIC, which can be used to find more sources than physical sensors. In particular, we propose an extension to the direct Toeplitz augmentation method [5, 15] for nonideal array manifolds. We then study the properties of this method in the infinite sample regime for a perfectly known $C$ matrix. Our main findings are:

1. Nonidealities manifest as a signal independent additive term in the co-array covariance model. This term resembles the covariance matrix of colored noise, but is not necessarily positive semi-definite (PSD).

2. After a whitening transform, co-array MUSIC can resolve more sources than sensors perfectly, provided sufficient SNR and an infinite number of snapshots.

3. However, identifying the signal and noise subspaces may be impossible in the low SNR regime, regardless of the number of snapshots.

The paper is organized as follows. Section 2 introduces the signal model and lists the main assumptions. Section 3

\(^1\)An uncalibrated array requires jointly estimating the nonidealities and DoAs. Consequently, $C$ has to be constrained to a less general class of models, such as a banded Toeplitz matrix, to ensure parameter identifiability.
briefly discusses the effect of perturbations on conventional MUSIC. Section 4 analyzes the proposed perturbation compensated co-array MUSIC algorithm. Section 5 establishes conditions under which the signal and noise subspaces are correctly identified in the infinite snapshot regime. Finally, Section 6 concludes the paper.

### 2. SIGNAL MODEL

Consider $K$ uncorrelated narrowband source signals impinging on a passive array with $N$ sensors. The sensor outputs are subject to nonidealities modeled by matrix $\mathbf{C} \in \mathbb{C}^{M \times N}$, where $M \leq N$. As illustrated in Fig. 1, the $M$-dimensional compressed measurement vector $\mathbf{x} \in \mathbb{C}^M$ is modeled as

$$\mathbf{x} = \mathbf{C} \mathbf{A} \mathbf{s} + \mathbf{n}, \quad (1)$$

where $\mathbf{A} \in \mathbb{C}^{N \times K}$ is the ideal array steering matrix, $\mathbf{s} \in \mathbb{C}^K$ is the source signal vector, and $\mathbf{n} \in \mathbb{C}^M$ is a zero-mean white noise vector. Without loss of generality, we assume that $\mathbf{C}$ has full row rank, i.e., $\text{rank}(\mathbf{C}) = M$. Matrix $\mathbf{C}$ can be interpreted as a direction-independent known matrix of nonidealities. Table 1 lists some typical cases where (1) is relevant.

For example, $\mathbf{C}$ can model sensor gain/phase errors, hybrid beamforming, compressed sensing, or sensor selection. To a certain degree, the model can also capture mutual coupling effects in a linear array of dipole antennas, although coupling is strictly speaking an angle dependent phenomenon [6].

#### 2.1. Covariance matrix and difference co-array

Under the uncorrelated source assumption, the covariance matrix of the measurement vector $\mathbf{x}$ in (1) is

$$\mathbf{R} \triangleq \mathbf{E}(\mathbf{x}\mathbf{x}^\mathsf{H}) = \mathbf{C} \mathbf{A} \mathbf{A}^\mathsf{H} \mathbf{C}^\mathsf{H} + \sigma^2 \mathbf{I}, \quad (2)$$

where $\mathbf{P} \triangleq \mathbf{E}(\mathbf{s}\mathbf{s}^\mathsf{H}) = \text{diag}(\mathbf{p})$ is a $K \times K$ diagonal matrix of positive source powers $\mathbf{p} = [p_1, p_2, \ldots, p_K]^\mathsf{T} > 0$, and $\sigma^2$ is the noise variance. Alternatively, (2) may be written in vectorized form as

$$\mathbf{vec}(\mathbf{R}) = (\mathbf{C}^* \otimes \mathbf{C})(\mathbf{A}^* \otimes \mathbf{A})\mathbf{p} + \sigma^2 \mathbf{vec}(\mathbf{I}), \quad (3)$$

where $\otimes$ and $\circ$ denote the Kronecker and Khatri-Rao (columnwise Kronecker) product, respectively. The number of linearly independent equations in (3), and therefore the maximum number of resolvable sources $K$, is determined by the effective steering matrix $(\mathbf{C}^* \otimes \mathbf{C})(\mathbf{A}^* \otimes \mathbf{A})$. The rank of this matrix can be of order $M^2$ for a sparse array, which is potentially much larger than the number of sensors $N$.

In particular, assuming a linear array of omnidirectional sensors at normalized positions $\mathbf{D} \triangleq \{d_n\}_{n=1}^N \subseteq \mathbb{Z}$, the entries of the ideal array steering matrix take the form

$$A_{n,k} = \exp(j2\pi d_n \delta \sin \varphi_k),$$

where $\varphi_k \in [-\pi/2, \pi/2]$ is the angle of arrival of the $k$th source located in the far field of the array, and $\delta$ is the unit inter-sensor spacing in wavelengths (typically $\delta = 1/2$). The entries of the effective ideal steering matrix (with $\mathbf{C} = \mathbf{I}$) thus evaluate to

$$[\mathbf{A} \otimes \mathbf{A}]_{m+(n-1)N,k} = \exp(j2\pi(d_n - d_m)\delta \sin \varphi_k).$$

This matrix gives rise to a virtual array of sensor position differences called the difference co-array:

$$\mathbf{D}_\Delta \triangleq \mathbf{D} - \mathbf{D} = \{d_n - d_m \mid d_n, d_m \in \mathbf{D} \}.$$

The steering matrix of the difference co-array $\mathbf{A}_\Delta \in \mathbb{C}^{\vert \mathbf{D}_\Delta \vert \times K}$ is similarly defined as

$$[\mathbf{A}_\Delta]_{i,k} \triangleq \exp(j2\pi d_{\Delta,i} \delta \sin \varphi_k),$$

where $d_{\Delta,i} \in \mathbf{D}_\Delta$ are the positions of the virtual elements in the difference co-array, sorted in descending order. The effective ideal steering matrix can thus be expressed as

$$\mathbf{A}^* \otimes \mathbf{A} = \mathbf{Y} \mathbf{A}_\Delta.$$

Here, an entry of the binary co-array element selection matrix $\mathbf{Y} \in \{0, 1\}^{\vert \mathbf{D}_\Delta \vert \times \vert \mathbf{D}\Delta \vert}$ is $(1)(\cdot)$ denotes the indicator function)

$$\mathbf{Y}_{n+(m-1)N,i} = \mathbf{1}(d_n - d_m = d_{\Delta,i}).$$

A simple counting argument shows that the number of unique virtual elements in the difference co-array satisfies $\vert \mathbf{D}_\Delta \vert \leq N(N - 1)/2 \propto N^2$, which is much greater than the number of physical sensors $N$. The number of linearly independent equations in (3) is therefore upper bounded by $\text{rank}(\mathbf{C})^2 = M^2 \leq N^2$, or more precisely, by the rank of matrix $(\mathbf{C}^* \otimes \mathbf{C})\mathbf{Y} \mathbf{A}_\Delta$. 

---

**Table 1. Examples of perturbation/compression matrix $\mathbf{C}$.**

<table>
<thead>
<tr>
<th>Description</th>
<th>Perturbation/compression matrix $\mathbf{C}$</th>
<th>Parameters</th>
<th>Model relevance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Binary</td>
<td>$C_{m,n} = 1\left(\delta (m,n) = \delta \right)$</td>
<td>$\delta \in \mathbb{R}$</td>
<td>Sensor selection</td>
</tr>
<tr>
<td>Symmetric</td>
<td>$C_{m,n} = \exp(2\pi j\delta (m,n))$</td>
<td>$\delta \in [0,2\pi]$</td>
<td>Mutual coupling</td>
</tr>
<tr>
<td>Phasor</td>
<td>$C_{m,n} = \exp(2\pi j\delta(m,n))$</td>
<td>$\delta \in \mathbb{R}$</td>
<td>Hybrid beamforming</td>
</tr>
<tr>
<td>Gaussian</td>
<td>$C_{m,n} \sim \mathcal{CN}(0,1)$</td>
<td>$\delta \in \mathbb{R}$</td>
<td>Compressive sensing</td>
</tr>
</tbody>
</table>

* $1(\cdot)$ denotes the indicator function.
2.2. Assumptions

In addition to standard assumptions, such as narrowband uncorrelated far field sources, we also assume the following:

(A1) \( C \) is known (i.e., array is calibrated or \( C \) is designed)

(A2) Exact covariance matrix is known (\( \infty \) snapshot regime)

(A3) \( \mathcal{D}_\Delta \) is uniform and \( \delta = 1/2 \) (Nyquist condition)

(A4) \((C^* \otimes C) \mathbf{Y}\) has full column rank

(A5) \( H \) is full rank (see (7) in Section 4.1 for definition)

(A1) facilitates modeling a variety of nonidealities with \( C \) (cf. Table 1). The assumption is satisfied in practice by calibrating the array. (A2) is a highly idealized assumption, but serves later to illustrate that MUSIC under known array nonidealities may suffer from subspace swap at low SNR, even in the infinite sample regime. (A3) ensures that the co-array steering matrix has Vandermonde structure, since the difference co-array assumes the form

\[
\mathcal{D}_\Delta = \{-L, -L + 1, \ldots, L\},
\]

where \( L = \max \mathcal{D} - \min \mathcal{D} \in \mathbb{N} \) is the normalized array aperture of the physical array. This guarantees that the MUSIC DoA estimates are unique and unbiased. Similarly, (A4) guarantees a Vandermonde decomposition of the virtual covariance matrix in Section 4.1, and implies that \( M^2 \geq |\mathcal{D}_\Delta| \). (A5) is necessary in Section 4.2, which proposes a whitening transform for the virtual covariance matrix. Lastly, all numerical examples assume a sparse array with \( M \) sensors at normalized positions \( \mathcal{D} = \{0, 1, 4, 7, 9\} \).

3. CONVENTIONAL MUSIC

In the case of fewer sources than measurements (\( K < M \)), MUSIC can be directly applied to the covariance matrix in (2) to estimate the DoAs. In particular, the calibrated MUSIC algorithm can be summarized in the following three steps:

Step I: Compute covariance matrix \( \mathbf{R} \) in (2)

Step II: Find eigenvalue decomposition (EVD) of \( \mathbf{R} \)

Step III: Find zeros of null spectrum \( f(\phi) = \|U_n^H \mathbf{C} \mathbf{a}(\phi)\|_2 \).

Here, \( U_n \in \mathbb{C}^{M \times (M-K)} \) contains the eigenvectors of \( \mathbf{R} \) spanning the noise subspace. Note that the signal and noise subspace can be identified without ambiguity, since the eigenvalues of PSD matrix \( \mathbf{C} \mathbf{A} \mathbf{P} \mathbf{A}^H \mathbf{C}^H \) are non-negative. The (perturbed) signal subspace is spanned by range space of \( \mathbf{C} \mathbf{A} \), which is orthogonal to the noise subspace, since \( \mathbf{R} \) is Hermitian. Therefore, the null spectrum is zero at least for the true DoAs, i.e., \( f(\phi) = 0 \) when \( \phi \in \{\phi_k\}_{k=1}^K \), as shown in Fig. 2. The nulls are unique, e.g., if \( \mathbf{C} \mathbf{a} \) is Vandermonde, or a Vandermonde and \( \mathbf{C} \) full rank. Actually, the main negative effect of the (calibrated) nonidealities is that they may cause ambiguities in the array manifold [16] and lead to false DoA estimates. They can also decrease the SNR, which increases the probability of subspace swap in the finite sample case.

4. CO-ARRAY MUSIC

In the case of more sources than sensors, conventional MUSIC is no longer applicable, since the \( M \times M \) covariance matrix \( \mathbf{R} \) can only be used to resolve at most \( M-1 < N \) sources. However, a higher dimensional virtual covariance matrix can be constructed by leveraging the difference co-array. Essentially, such augmented covariance techniques lift the vectorized covariance in (3) into a matrix, whose dimensions are proportional to \( |\mathcal{D}_\Delta| \). In this work, we consider direct augmentation [15], which is a linear mapping yielding a virtual covariance matrix with Toeplitz structure:

\[
\mathbf{R}_\Delta = \mathcal{T}(\mathbf{Y} \operatorname{vec}(\mathbf{R})).
\]

Matrix \( \mathbf{Y} \in \mathbb{C}^{|\mathcal{D}_\Delta| \times M^2} \) maps the entries of the vectorized covariance matrix to the unique elements of the difference co-array, and \( \mathcal{T}(\cdot) \) transforms the resulting vector into a Toeplitz matrix. In particular, the \( m \)th diagonal of this Toeplitz matrix equals the \((M_\Delta + |m|)\)th entry of its vector argument, where

\[
M_\Delta = \frac{|\mathcal{D}_\Delta| + 1}{2}
\]

and \( m = -(M_\Delta - 1), \ldots, M_\Delta - 1 \). For example, if \( \mathbf{C} = \mathbf{I} \) and \( \mathbf{Y} = \mathbf{Y}^\dagger \), where \( (\cdot)^\dagger \) denotes the Moore-Penrose pseudoinverse, then by (A3), Eq. (4) may be written as [15]

\[
\mathbf{R}_\Delta = \mathcal{T}(\mathbf{A}_\Delta \mathbf{p} + \sigma^2 \mathbf{e}_{M_\Delta}) = \mathbf{Z} \mathbf{P} \mathbf{Z}^H + \sigma^2 \mathbf{I}.
\]

Here, \( \mathbf{e}_{M_\Delta} \) is the standard unit vector whose \( M_\Delta \)th entry is unity, \( \mathbf{P} = \operatorname{diag}(\mathbf{p}) \) is the diagonal source power matrix in (2), and \( \mathbf{Z} \in \mathbb{C}^{M_\Delta \times K} \) is a Vandermonde matrix. This matrix represents the steering matrix of a virtual uniform linear array with \( M_\Delta \)-sensors. Applying MUSIC to \( \mathbf{R}_\Delta \) thus enables resolving more sources than sensors, as shown in Fig. 3(a). Note that the squared matrix \( \mathbf{R}_\Delta^2 / M_\Delta \) can be interpreted as the result of applying spatial smoothing to the difference co-array using window size \( M_\Delta \) [4, Theorem 2].
Fig. 3. Co-array MUSIC null spectrum. Calibrating the array enables resolving more sources than sensors, even when the array manifold is nonideal. The DoA estimates are nevertheless biased, since $H$ is not a scaled identity matrix.

4.1. Covariance of calibrated virtual array

For a general $C$ with full row rank, a natural choice for $Y$ is

$$Y = ((C^* \otimes C)Y)\dagger.$$  

(5)

Provided (A3) and (A4) hold, (4) then reduces to

$$R_\Delta = ZPZ^H + \sigma^2 H,$$  

(6)

where $H \in \mathbb{C}^{M \times K}$ is defined as

$$H \triangleq T((Y^T(C^TC^* \otimes C^HC))Y^{-1}Y^T\text{vec}(C^HC)).$$  

(7)

By construction, both $ZPZ^H$ and $H$, and therefore also $R_\Delta$, are Hermitian Toeplitz matrices. The Hermitian property of $H$ follows from the symmetry of the difference co-array. In (6), $H$ resembles the covariance matrix of colored noise. However, this interpretation is inaccurate, since $H$ is not necessarily positive semi-definite. Indeed, $H$ may be indefinite or even rank-deficient depending on $C$. Nevertheless, $H$ affects the EVD of (6) similarly to colored noise, in the sense that the signal and noise subspaces will experience perturbations. In particular, the eigenvectors of $R_\Delta$ corresponding to the $K$ largest magnitude eigenvalues do not necessarily span the range space of the virtual steering matrix $Z$. The impact of this is demonstrated in Fig. 3(b), which shows the MUSIC null spectrum $^2$ for a random realization of $C$. The uncalibrated (model mismatch) case incorrectly assumes $C = I$, whereas the calibrated case uses the correct value for $C$. Although calibration improves the DoA estimates, these are still biased due to the subspace perturbation caused by $H$.

4.2. Whitening transform diagonalizing $H$

To address the subspace perturbation issue of (6), we consider the following whitening transform that diagonalizes $H$:

$$T \triangleq W R_\Delta H^{-1}W^{-1} = WZPZ^H H^{-1} W^{-1} + \sigma^2 I.$$  

(8)

$$f(\phi) = \|U^H_0Wz(\phi)\|_2,$$ where $U_0 \in \mathbb{C}^{M \times (M \times K)}$ contains the eigenvectors associated with the smallest magnitude eigenvalues of $R_\Delta$, and $z(\phi) \in \mathbb{C}^{M \times K}$ is the Vandermonde steering vector in direction $\phi$.

where $W \in \mathbb{C}^{M \times M}$ is any full rank matrix yielding a unitarily diagonalizable $T$. By the spectral theorem, $T$ is unitarily diagonalizable if and only if it is normal, i.e., $T^*T = TT^*$ [17, p. 547]. E.g., if $W$ is the eigenvector matrix of $R_\Delta H^{-1}$, then $T$ is Hermitian and unitarily diagonalizable, since any Hermitian matrix is also normal. The EVD of $T$ is

$$T = [U_s \ U_n] \begin{bmatrix} \Lambda + \sigma^2 I & 0 \\ 0 & \sigma^2 I \end{bmatrix} \begin{bmatrix} U_s^H \\ U_n^H \end{bmatrix},$$  

(9)

where $U_s \in \mathbb{C}^{M \times K}$ and $U_n \in \mathbb{C}^{M \times (M - K)}$ contain the eigenvectors of $T$, and diagonal matrix $\Lambda \in \mathbb{R}^{K \times K}$ contains the eigenvalues of the signal component

$$WZPZ^H H^{-1} W^{-1} = U_s A U_s^H.$$  

(10)

The signal and noise subspaces are orthogonal, i.e., $U_s^H U_n = 0$, since matrix $[U_s \ U_n]$ is unitary. This, together with the fact that $Z$ is Vandermonde, guarantees that the zeros in the MUSIC null spectrum

$$f(\phi) = \|U_0^H Wz(\phi)\|_2$$

uniquely correspond to the true DoAs, as shown in Fig. 4(a). Unfortunately, subspace identification based on the eigenvalues of $T$ may be impossible, especially at low SNR, since the eigenvalue matrix $\Lambda$ is not necessarily positive. Errors in identifying the signal and noise subspaces can lead to severe degradation of the MUSIC null spectrum, as Fig. 4(b) shows. The underlying reason for this subspace swap problem is that $H$ is not necessarily PSD. Fig. 5 illustrates this fact using $10^4$ random realizations $^3$ of the different $C$ models in Table 1. A large fraction of the trials result in an indefinite $H$, except for the diagonal and binary cases, which are always PSD (or actually, positive-definite). Note that $H$ is never negative semi-definite, just either PSD or indefinite.

$$^2$$With model parameters $g \sim \mathcal{CN}(0, I); \{i_m\}_{m=1}^{5} = \{m\}_{m=1}^{5}; c = 0.3 e^{j\theta}$ and $\theta, \Theta_{m,n} \sim \mathcal{U}(0, 2\pi)$.

$$^3$$With model parameters $g \sim \mathcal{CN}(0, I); \{i_m\}_{m=1}^{5} = \{m\}_{m=1}^{5}; c = 0.3 e^{j\theta}$ and $\theta, \Theta_{m,n} \sim \mathcal{U}(0, 2\pi)$. 

Fig. 4. Effect of diagonalizing $H$ on co-array MUSIC. High SNR yields unbiased DoA estimates after the whitening transform in (8). Low SNR may result in excess bias and estimation error due to subspace swap or perturbation.
Fig. 5. Definiteness of $H$ for random realizations of $C$ (cf. Table 1). $H$ is not generally PSD, but can be indefinite.

### 5. CONDITIONS FOR AVOIDING SUBSPACE SWAP

The correct identification of the signal and noise subspaces depends on the $K$ signal eigenvalues

$$\hat{\lambda}_k = \lambda_k(WZPZ^H H^{-1} W) = \lambda_k(ZPZ^H H^{-1}),$$

where $\lambda_k(\cdot)$ denotes the $k$th eigenvalue of the matrix-valued argument. Note that $\hat{\lambda}_k$ is real, since matrices $ZPZ^H$ and $H$ are Hermitian. If $H$ is positive definite, then $\hat{\lambda}_k$ is positive, and the eigenvectors associated with the $K$ largest eigenvalue of $T$ span the signal subspace (regardless of the SNR when the number of snapshots is infinite). However, if $H$ is indefinite, then this is not necessarily the case. Specifically:

- If $H > 0$, then $\hat{\lambda}_k > 0 \forall k$, which implies that $\hat{\lambda}_k + \sigma^2 > \sigma^2 \forall k$, i.e., subspace swap is impossible.
- If $H$ is indefinite, then $\exists k$ such that $\hat{\lambda}_k < 0$, which implies that $\hat{\lambda}_k + \sigma^2 < \sigma^2$, i.e., subspace swap is possible.

Associating the signal subspace with the $K$ largest magnitude eigenvalues of $T$, a necessary and sufficient condition for correct subspace identification is (see Fig. 6)

(C1) Subspaces correctly identified iff $|\hat{\lambda}_k + \sigma^2| > \sigma^2 \forall k$.

A simpler sufficient condition is

(C2) Subspaces correctly identified if $|\hat{\lambda}_K| \geq 2\sigma^2$,

where we have assumed (without loss of generality) that the eigenvalues are sorted by magnitude in descending order, such that $\hat{\lambda}_K$ is the smallest magnitude eigenvalue:

$$|\hat{\lambda}_1| \geq |\hat{\lambda}_2| \geq \ldots \geq |\hat{\lambda}_K|.$$

Condition (C2) can also be written in terms of matrix $H$ as:

### Proposition.

Let $p_K$ denote the weakest source power and $\lambda_K(Z^HZ)$ the smallest eigenvalue of matrix $Z^HZ$. If

$$\|H\|_2 \leq \frac{1}{2} \frac{p_K}{\sigma^2} \lambda_K(Z^HZ),$$

then the eigenvectors associated with the $K$ largest magnitude eigenvalues of matrix $T$ in (8) span the signal subspace.

Proof. Noting that in (10), the eigenvalue magnitudes equal the singular values, we may apply the lower bound on the smallest singular value of a matrix product [18] to arrive at

$$|\hat{\lambda}_K| = \varsigma_K(ZPZ^H H^{-1}) \geq \frac{\lambda_K(ZPZ^H)}{\|H\|_2}.$$

Here $\varsigma_k(\cdot)$ denotes the $k$th singular value. Finally, since $ZPZ^H$ is PSD, we have $\lambda_K(ZPZ^H,Z) \geq \lambda_K(P) \lambda_K(Z^HZ)$, which combined with condition (C2) yields (11).

Satisfying (11) is sufficient for identifying the signal and noise subspaces correctly, when using the eigenvalue magnitudes of the diagonalized matrix $T$. Note that this bound is a function of the SNR of the weakest source $p_K/\sigma^2$, and the smallest eigenvalue of matrix $Z^HZ$, i.e., the smallest nonzero singular value of $Z$, which in turn is a function of the source separations. Consequently, the lower the SNR or the closer the sources, the smaller the tolerated perturbation.

### 5.1. Sufficient condition in two source case

The upper bound in (11) simplifies significantly in the two source case. In particular, consider $K = 2$ equipower sources ($p_1 = p_2$) centered around boresight ($\varphi_1 = -\varphi_2$). Evaluating the smallest eigenvalue of the $2 \times 2$ matrix $Z^HZ$ and simplifying the resulting geometric series yields

$$\|H\|_2 \leq \frac{1}{2} \frac{p}{\sigma^2} \left(1 - \frac{\sin(M_\Delta \pi \sin \varphi)}{M_\Delta \pi \sin \varphi} \right) M_\Delta.$$

The upper bound in (12) goes to zero as the sources approach each other ($\varphi \to 0$) for a fixed co-array size $M_\Delta$. Conversely, if $M_\Delta$ is very large compared to the source separation, then

$$\|H\|_2 \leq \frac{1}{2} \frac{p}{\sigma^2} M_\Delta$$

holds approximately. However, this does not directly imply that a larger co-array is less susceptible to subspace swap, since the dimensions of $H$ also scale with $M_\Delta$. A detailed investigation into the influence of the array geometry is left for future work. Finally, we note that the conditions for subspace swap of whitened matrix $R_\Delta$ are closely related to the subspace perturbation bound of the unwhitened matrix $R_\Delta$ (e.g., see [19]).
6. CONCLUSIONS

This paper studied the co-array MUSIC algorithm for calibrated arrays with angle-independent nonidealities. The considered model also applies to compressive measurements arising in, e.g., hybrid beamforming. In particular, we focused on the case of more sources than sensors in the infinite sample regime. This model sheds light on the effect of nonidealities on co-array MUSIC, which is regularly used for DoA estimation in conjunction with sparse arrays that have a uniform difference co-array. We showed that after appropriate pre-processing, the signal and noise subspaces are well defined and orthogonally separable. However, distinguishing between the two subspaces may be impossible at low SNR, regardless of the number of snapshots.

Regarding future work, a finite sample analysis of co-array MUSIC including nonidealities would be of high practical value. Another open question is whether other covariance augmentation methods (cf. [20]) are more robust to perturbations than the considered direct augmentation approach.
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