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ABSTRACT: Research Octane Number (RON), among other
autoignition related properties, is a primary indicator of the grade
of spark-ignition (SI) fuels. However, in many cases, the blending
of various gasoline components affects the RON of the final fuel
product in a nonlinear way. Currently, the lack of precise predictive
models for RON challenges the accurate blending and production
of commercial SI fuels. This study compares popular Machine
Learning (ML) algorithms and evaluates their potential to develop
state-of-the-art models able to predict key SI fuel properties.
Typical gasoline composition was simplified and represented by a
palette of seven characteristic molecules, including five hydro-
carbons and two oxygenated species. Ordinary Least Squares
(OLS), Nearest Neighbors (NN), Support Vector Machines (SVM), Decision Trees (DT), and Random Forest (RF) algorithms
were trained, cross-validated, and tested using a database containing 243 gasoline-like fuel blends with known RON. Best results
were obtained with nonlinear SVM algorithms able to reproduce synergistic and antagonistic molecular interactions. The Mean
Absolute Error (MAE) on the test set was equal to 0.9, and the estimator maintained its accuracy when alterations were performed
on the training data set. Linear methods performed better using molar compositions while predictions on a volumetric basis required
nonlinear algorithms for satisfactory accuracy. Developed models allow one to quantify the nonlinear blending behavior of different
hydrocarbons and oxygenates accounting for those effects during fuel blending and production. Moreover, these models contribute
to a deeper understanding of the phenomena that will facilitate the introduction of alternative gasoline recipes and components.

1. INTRODUCTION

1.1. Prediction of Gasoline Blend Properties. The
current transport sector is heavily dependent on fossil fuels and
is responsible for 25% of the global CO2 emissions.1 Efforts to
alleviate the environmental impact of internal combustion
engines (ICEs) and current vehicle fleets focus on increasing
overall combustion efficiency. Engine downsizing2 or the
introduction of high-octane fuels3 helps increase fuel economy
and reduce related emissions. Another approach that can
reduce the environmental impact of ICEs is the use of
alternative fuels obtained from sustainable feedstock. In part
due to the diversity and higher complexity of spark-ignition
(SI) fuels, alternative drop-in gasoline synthesis is still under
development. The introduction of new raw materials such as
municipal solid waste (MSW) or industrial waste could
translate into changes in the chemistry of intermediate and
final streams and pose challenges to manufacturing a consistent
product. Gasoline blends are known to behave nonlinearly
concerning several key properties, including antiknocking
performance and volatility. For the most part, these properties
are estimated using linear models due to the complexity of
blends and the lack of more accurate tools. This uncertainty

regarding gasoline blending behavior is one of the aspects
preventing the increase of alternative feedstock in the
production chain of SI engine fuels. Therefore, in order to
be able to incorporate novel and/or renewable components
into commercial fuel blends, a deeper understanding of the
relation between composition and fuel properties is required.
Research Octane Number (RON) as well as Motor Octane

Number (MON) measure the antiknock quality of fuels using
a specially designed engine.4 The tediousness of the standard
test has led to an increased interest in alternative predictive
tools both in the fuel design (i.e., prior to blending) and fuel
analysis (i.e., tools utilizing data obtained post-blending) stages
of production, as presented in Figure 1. In the fuel design
stage, the simplest approach is to use linear tools. The first
studies that included nonlinear interactions were based on
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graphical methods.5,6 More recently, calculation methods
based on the use of blending octane numbers have been
proposed,7 as well as correlations that include deviation terms
to account for synergistic and antagonistic effects.8 Multivariate
statistical analysis based on near-infrared (NIR) spectral
features has been used to perform online RON prediction of
full range gasolines.9−11

The use of Machine Learning (ML) algorithms has also
been demonstrated in previous studies to predict gasoline
autoignition behavior both on the individual component and
the blend level. For individual components, quantitative
structure−property relationship models have been effective.
These models (often employing Artificial Neural Networks,
ANNs) use features extracted from the molecular structure,
such as the presence and position of functional groups, level of
oxygenates, etc., to predict properties.12,13 More recently, Li et
al. developed a new group contribution model based on ML
that is able to predict octane and cetane numbers for a wide
range of individual compounds and mixtures of known
composition.14 These models have enabled the creation of
extensive and accurate databases of fuel-relevant molecules and
their properties.15

For finished gasoline blends, studies have typically focused
on the fuel analysis stage, involving data from noninvasive
optical techniques. NIR spectra have been correlated with
RON using the Random Forest (RF) algorithm16 and the
performance of Support Vector Machine (SVM) algorithms
has been compared to Partial Least Squares (PLS) on Nuclear
Magnetic Resonance (NMR) data.17 ANNs have been
deployed on NMR spectral results18 and gas chromatog-
raphy.19,20 Composition-based models for the fuel design stage
are also available at various levels of complexity: especially
ethanol-containing gasoline (and surrogate) blend properties
have been accurately modeled using multivariate linear
regression by Anderson and Wallington21 and using blending
rules coupled with measurements on a new fuel surrogate
model by AlRamadan et al.22 Albahri23 predicted RON among
other gasoline properties using ANN. Input features included
distillation curve points, Reid vapor pressure (RVP), and
content of olefins, saturates, and aromatics. Pasadakis et al.24

tuned an ANN to predict gasoline RON based on refinery
stream blending ratios. Similar studies include additional

gasoline properties as input features such as distillation curves
and density.25

1.2. Gasoline composition simplification. A simplistic
representation of gasoline can be achieved using a single
molecule, isooctane. With both RON and MON equal to 100
and similar carbon to hydrogen ratio to real gasoline, several
studies have focused on isooctane oxidation kinetics.26

Isooctane is used in binary mixtures of primary reference
fuels (PRF) together with n-heptane. Using a linear-by-volume
approach, PRFs are used to predict the knocking resistance of
fuels in standard test procedures. Ternary blends of PRFs and
toluene give the possibility of accounting for the octane
sensitivity of the fuels (S), defined as the difference between
RON and MON.27 More complex surrogate fuels have also
been proposed in the literature and are widely used in
research.28−31 Fuels for Advanced Combustion Engine
(FACE) gasolines are formulated to emulate several gasoline
recipes.32 These surrogates include a wider range of molecules
and extend ternary blends with the addition of olefins and
naphthenes. Surrogate fuels are often used in research to help
handle complex gasoline composition and its computational
representation and study. Their exact formulation highly
depends on the phenomena of interest. However, as kinetic
modeling develops and computational capacity increases,
multipurpose surrogates able to match several target properties
become more relevant and applicable. This study focuses on
RON prediction using a simple but comprehensive chemistry
to represent gasoline fuels. Despite the complex chemistry of
fossil-based gasoline, hydrocarbons present in it can be
categorized into five different groups, namely, linear paraffins
(P), branched or isoparaffins (I), olefins (O), naphthenes (N),
and aromatics (A). In addition to that, the blending of
oxygenated species such as alcohols (OH) and ethers (E) is a
common practice to enhance fuel octane rating. Moreover, the
oxygen content in commercial fuels is expected to prevail with
the integration of larger shares of biobased feedstock. For these
reasons, and for the sake of data availability in the literature,
blends of these seven components were chosen as the subject
of this study.

1.3. Objectives of this study. The present study positions
itself in the fuel design space and compares the suitability of 8
ML algorithms to build predictive models that can be used to
define gasoline recipes for a given RON using a simplified
gasoline representation. Literature data on blends consisting of
up to seven common ingredients representing paraffins,
isoparaffins, olefins, naphtenes, aromatics, alcohols, and ethers
is used as an input. The models are also intended to
accommodate new approaches to fuel chemistry and improve
the estimation accuracy of existing tools while still relying on
simplified gasoline representations. In addition to the
predictive capability, these models are presented as a tool to
investigate the behavior of different chemical species in
multicomponent blends, as their moderate complexity enables
the interpretability of the results. Furthermore, a better
understanding of the underlying phenomena behind nonlinear
behaviors is expected to facilitate the refinery blending
operations with more complex input streams without requiring
the extensive implementation of spectroscopic analysis
throughout the production process. Models for RON
prediction are presented in this paper, but the same
methodology could be applied for any other properties
showing nonlinear behavior and based on any other data set
of interest.33

Figure 1. Summary of existing literature and the intended niche of
this paper, as discussed in the Introduction. This study provides useful
tools in the fuel design stage with an intermediate level of complexity.
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2. DATA AND METHODOLOGY

2.1. Definition of Compositions. Motivated by the
abundance of the molecular groups described in the
Introduction in commercial gasoline as well as by data
availability, this study proposes a palette of seven species to
represent PIONA+OH+E compounds, as shown in Table 1.

2.2. Data Set. The data set used in this study was collected
from existing literature and is presented in the Supporting
Information. During the data acquisition stage, points were
included in the set if they satisfied two main criteria: the RON
value had been measured using the standard experimental tests,
and the blend only includes the species listed in Table 1. As for
the number of components or the compositional ratios, no
restrictions were applied. The resulting data set consists of 243
samples with unique volume-based composition and RON
values in the range 0−118 corresponding to neat n-heptane
and toluene, respectively. Because of the limited size of the
data set and the need to collect it from several sources, data
cleaning was performed manually. Duplicates (i.e., data points
with identical composition) were kept as long as their RON
values were within the experimental error. All features had the
same scale and ranges, and therefore normalization was not
applied. A second data set was derived from the first one where
the composition of each sample is expressed on a molar basis
instead, as previous studies36−38 have found that using molar
concentrations improve the accuracy of linear octane blending
models, especially for gasoline−ethanol blends. However, the
performance difference of nonlinear models is not well-known.
2.3. Machine Learning Algorithms. ML methods can be

divided into two broad categories, supervised and unsupervised
learning.39 Supervised learning requires labeled data for the
training stage, that is, data that contains both input features
and desired outputs. Unsupervised learning infers natural
structures within unlabeled data instead. All algorithms applied
in this study fall into the first category, suitable for regression
tasks, which can also be considered traditional methods.
Traditional algorithms are often advised for small data sets in
contraposition to deep learning approaches.40 In this study, the
need for experimental data is the limiting factor that constrains
the size of the data sets. Under those premises, five popular
and well-defined types of supervised algorithms were selected
and compared.
Ordinary Least Squares (OLS) is a widely used regression

algorithm both for statistical analysis and machine learning.
The comparison of OLS with the simple weighted average of
the molecules’ neat RON aims to help in the detection of
prevailing synergistic or antagonistic behaviors of the
components among the majority of the samples.

Nearest Neighbors (NN) are simple nonparametric
methods based on the concept of similarity among objects
coexisting in close proximity in the feature space. Two versions
of the NN algorithm are tested in this study: in the k-Nearest
Neighbors (k-NN) approach, the number of neighbors set
through the hyperparameter (i.e., a parameter that is fixed a
priori) k are averaged, while in the radius-based approach (r-
NN) objects within a tuned radius r to the query point are
averaged.
Support Vector Machines are powerful algorithms suitable

for small complex sets. The models are built on support vectors
or data points that carry more critical information than others,
reducing the impact of outliers. Nonlinear regression models
using kernel functions (SVR and NuSVR) are tested against
the linear version of the algorithm (LinSVR).
Decision Trees (DT) are white-box algorithms that infer

simple decision rules from training data. Unlike most ML
algorithms, DT results can be visually interpreted and provide
information on the contribution of the different variables to the
predictions.
The Random Forest (RF) algorithm is an ensemble method

that constructs and averages multiple decision trees. This
method was developed to overcome some of the weaknesses of
simple DT, such as overfitting. RF is less sensitive to noisy data
and provides more stable results. Wrong predictions made by
individual trees are counteracted by other trees.

2.4. Modeling Approach. The eight selected algorithms
were implemented using the Scikit-learn library for the Python
programming language.41 Volume and mole-based composi-
tions are used as input features and RON is defined as the
target variable. Figure 2 shows an overview of the modeling

approach. The collected data set was randomly divided into
two groups for training and testing purposes. An 80/20 ratio
was used, with 80% of the data points used in the training
phase and the remaining 20% of the data reserved to test the
performance of the models. The test set serves the purpose of
external validation as well, as it was not shown to the
algorithms during the training phase. Figure 3 shows the
distribution of the collected data set according to RON values
and the data splitting for training and testing phases in the

Table 1. Proposed Palette of Species for Gasoline
Representation in This Study and Their Corresponding
RON Values7,34,35

group molecule RON

hydrocarbons linear paraffins n-heptane 0
isoparaffins isooctane 100
olefin 1-hexene 73.6
naphthene cyclopentane 100
aromatic toluene 118

oxygenated species alcohol ethanol 108
ether ethyl tert-butyl-ether

(ETBE)
117

Figure 2. Internal validation of the models is carried out using a 10-
fold cross-validation approach, while 20% of the data set was set aside
for external validation (testing).
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different ranges. Data was mainly concentrated in the range
between 80 and 110, which corresponds to the most common
RON values in refinery streams and commercial gasolines.
The relatively small size of the data set motivates the use of

k-fold cross-validation during the training to reduce overfitting
risk with k equal to 10. It also allows for hyperparameter tuning
for each algorithm and provides an estimation of the
generalization performances of the final estimators for
preliminary model comparison. Cross-validation uses dynamic
validation subsets to identify optimal algorithm settings in an
unbiased way. The training set is initially divided into k subsets
and the algorithm is trained k times as shown in Figure 2. Over
those k-folds, the best values for the hyperparameters are
identified by retaining one of the subsets for validation and
using the remaining k − 1 for training.
Grid search was the approach used for hyperparameter

tuning of the algorithms in the learning stage. The suitable
combination of hyperparameters for each algorithm was found
by an exhaustive search over a manually defined search
subspace, guided by cross-validation metrics and the
estimator’s score method. Table 2 presents the explored
hyperparameter space for each algorithm and the optimal
values for the two data sets in this study.
Only hyperparameters with the highest potential to affect

model performance according to literature have been
considered for tuning. Optimal hyperparameters were retained
and used in the training phase, and the trained models were
used to predict the RON of the test set.

3. RESULTS AND DISCUSSION
This study aims to evaluate the implementation of ML as a
predictive tool by assessing popular algorithms and identifying
the best candidates. The performance of the models both in
the training and testing phases was compared using two
different metrics. The coefficient of determination (R2) reflects
the proportion of the RON variance that is captured by the
models. The Mean Absolute Error (MAE) was carefully
examined since it can help identify potential algorithms with
the capacity to predict RON with a deviation within the error
range of the standard experimental testing procedure.
3.1. Training. In the training stage, cross-validation results

showed a low standard deviation for R2 for all models, which
indicates adequacy and consistency of the data set and suggests
a low risk of overfitting. Regression metrics from the training
stage are shown in Figure 4 and reflect the performance of the
validation subset over the 10 cross-validation folds. Training
results suggest nonlinear SVR algorithms as the best candidate
to predict RON. On both a molar and volumetric basis, SVR
and NuSVR models achieved an average R2 of 0.99 and a

Figure 3. Data distribution according to RON values and training/
test splitting.

Table 2. Hyperparameters Tuned Using Grid Search and
Optimal Combinations for the Two Data Sets in This Study

algorithm hyperparameter
best (volume-based

data set)
best (mole-based

data set)

OLS N/A N/A N/A
k-NN number of

neighbors
7 5

weights distance distance
metric Manhattan Euclidean

r-NN radius 1.9 1.9
weight distance distance
metric Manhattan Manhattan

LinSVR epsilon 2 2
C 104 104

SVR kernel function RBF RBF
epsilon 0.5 1
gamma 0.1 0.1
C 104 103

NuSVR kernel function RBF RBF
gamma 0.1 0.1
C 104 104

nu 0.5 0.3
DT maximum depth 17 15

minimum sample
split

2 3

splitter random random
criterion MSE MSE

RF maximum depth 12 13
minimum sample
split

2 2

criterion MSE MAE
number of trees 24 128

Figure 4. Comparison of the response of the training subset in the 10-
fold cross-validation.
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standard deviation of 0.006. Conversely, the r-NN algorithm
showed poor accuracy and MAE that exceeded 10 octane
numbers. Cross-validation results also showed that linear
models, OLS and LinSVR, reduce their predictive error when
trained with molar composition data by 57% and 76%,
respectively.
3.2. Testing. The models were tested on the 49 data points

included in the test set. The results from the testing phase were
in agreement with the cross-validation performance of the
models. R2 and MAE for the eight algorithms and two data sets
are reported in Table 3, while Figure 5 shows the error
distribution and outliers behavior.

As shown in Figure 5, using molar data improved the
accuracy of the estimators for most models (and no significant
impact was observed for the rest). The remarkable improve-
ment in the case of linear algorithms for the molar-based
approach can be explained by the fact that fuel interaction in
the engine cylinder during a RON test occurs in the gas
phase,36 where various chemical kinetic interactions between
fuel compounds can occur. An example could be a competition
between various chemical compounds for small radicals, which
would lead to different reaction pathways.42 Such interactions
affect the global reactivity of the combustible mixture and the
autoignition properties of the fuel. This, in turn, could lead to
the deviation from the RON additivity based estimations
toward synergistic or antagonistic blending effects. As the
reaction rates for chemical compounds are better explained by
molar concentrations rather than volumetric, models devel-
oped based on the molar rule turned out to have superior
performance. Nevertheless, the developed models apply to
hydrocarbons (linear paraffins, isoparaffins, olefins, naph-

thenes, aromatic compounds = PIONA) and oxygenated
species including ethanol and ETBE. The molar rule for novel
synthetic or biobased fuel compounds such as esters, ketones,
etc. could be used as well. However, that would require the
development of new models based on the experimental
database of RON measurements for gasoline blends that
include those new blendstocks. The current models could be
applied only to RON estimations for various molar
concentrations of compound classes that were taken into the
training of the model (PIONA + OH and E). Moreover, the
limited availability of data for certain components in the blends
used to build this model (ethers and naphtenes in particular
have only been present in 10 and 6 blends, respectively) may
lead to lower prediction accuracies in some cases.
Despite the simplicity of the OLS algorithm, its results are

comparable to more complex estimators like LinSVR. In both
cases, the largest deviations from the experimental results
occurred for high RON values close to 120 as shown in Figure
6. The reason for those errors is a low data availability in

Table 3. Performance of the Eight Algorithms Used in This
Study on the Test Set

volume-based data set mole-based data set

model R2 MAE R2 MAE

OLS 0.9255 3.9644 0.9884 1.7313
k-NN 0.9571 3.2107 0.9606 3.0234
r-NN 0.4891 12.1186 0.4766 12.3332
LinSVR 0.918 4.1832 0.988 1.7567
SVR 0.9962 0.9224 0.9903 1.412
NuSVR 0.9964 0.9072 0.9903 1.418
DT 0.8714 4.9806 0.9393 3.5622
RF 0.9701 2.636 0.9852 2.0741

Figure 5. Prediction error distribution for points in the test set.

Figure 6. Comparison of experimental and predicted RON values for
the eight algorithms in this study.
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literature for such high RON value fuels, as presented in Figure
3. In practice, high RON value refinery streams and
compounds serve as octane boosters that are blended with
gasoline to increase RON and therefore meet fuel standards. k-
NN models outperformed r-NN estimators and the difference
is extremely notable for low and high RON values. The
distribution of the data set and the mechanism used by r-NN
explain this difference. Predictions for query points located in
regions with low data density are computed using fewer
neighbors than in rich areas, where the data points are not
necessarily homogeneously distributed. The k-NN model
showed acceptable results but its predictive accuracy was far
from outstanding.
Figure 6 also suggests that the use of ensemble methods like

RF potentially improves the models compared to the use of
simple DTs, especially for low RON values. Furthermore, it
can be seen from Table 2 that the volume-based model was
trained using 24 trees while the mole-based included 128.
Despite those numbers of estimators being optimal for each
data set, this difference was further analyzed and increasing the
number of trees beyond 24 had almost no impact on the
results. Therefore, the difference in the performance can be
attributed to intrinsic characteristics on the data sets. An
advantage of both DT and RF algorithms is their white-box
nature. This allows for the interpretability of the results,
although a large number of trees in the RF might make the
analysis process more cumbersome.
Hyperparameter tuning of the NuSVR algorithm yielded an

equivalent model to the SVR algorithm; thus, similar results
were obtained. The accuracy of these two models was the
highest among all methods compared in the present study.
These results confirm the suitability of these algorithms for
small and complex data sets. By projecting the features into a
higher dimensional space through a radial-based kernel
function, the SVR algorithm is able to retain nonlinearities
within the training data. Figure 7 shows the effectiveness of the
kernel trick by comparing the predictions made by the LinSVR
and the SVR algorithms in a binary mixture of three
hydrocarbons (n-heptane, isooctane, and toluene from top to
bottom) and ethanol.
The same comparison for more complex blends included in

the test set is shown in Figure 8. The use of a nonlinear
approach reduced the inaccuracy of the prediction for the great
majority of the samples in the test set. R2 improved from 0.918
to 0.996 and the MAE dropped from 4.18 to 0.92. Prevailing
errors corresponded in most cases to samples with a high
content of ethanol, in part due to the absence of the pure
molecule in the training set. In light of these results, including
neat components manually in the training set could be a
possible strategy to improve the models when the objective is
to optimize the model performance for the component in
question (e.g., a preliminary trial with ethanol resulted in a
slight improvement of accuracy on ethanol-containing blends,
but no change in the overall performance of the model).
To ratify the robustness of SVM methods, a sensitivity

analysis of the models was carried out. The three algorithms
with the highest accuracy (i.e., SVR, k-NN, and RF) were fitted
using 16 alternative data sets derived from the original ones by
applying restrictions to the RON or to the number of
components present in the blends. To specify two examples:
(1) the data set was limited to data points that fall into the
RON range of 80−100; (2) the data set was limited to ternary
blends (i.e., only 3 out of the 7 components were present).

Unlike the other algorithms, under changing circumstances,
SVR models maintained their predictive accuracy, with the
MAE kept below 1.2 octane numbers in all cases. These results
highlight the robustness of the method and its suitability for
the studied application and other similar tasks. Ultimately,
achieving consistent predictions within the reproducibility
limit43 will rely on the availability of more data.

4. CONCLUSIONS
RON is used as a quality indicator for gasoline fuels; however,
its prediction in complex blends is not trivial. The increase of
oxygenated species like alcohol or ethers in gasoline blends
highlights the importance of new models able to capture
nonlinear interactions and provide more accurate estimations
for this property. This study investigated the suitability of eight

Figure 7. Comparison of RON predictions for linear and nonlinear
SVR models in binary mixtures of hydrocarbons and ethanol using
volume-based compositions.

Figure 8. Predictive performance of linear and nonlinear SVR models
to predict RON on the test set points, as compared to the
corresponding experimentally determined RON values obtained
from the literature. The horizontal axis represents individual points
in the test set.
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traditional ML algorithms in the prediction of RON using
simplified representations of gasoline and gasoline fractions. A
palette of seven species was defined to provide an accurate
representation of the fuels. Moreover, volume and mole-based
data sets were used to evaluate the response and applicability
of the estimators.
SVR proved to be the best algorithm for RON predictions,

confirming its capacity to handle small and complex data sets.
Especially when the model is trained and used with volumetric
concentrations, it shows a predictive accuracy comparable to
the traditional RON testing procedure in a Cooperative Fuel
Research (CFR) engine, although consistent prediction within
the reproducibility limit will most likely require more data.
Moreover, the resulting model captures the nonlinear
interactions between blending components and is able to
reflect both synergistic and antagonistic effects between
molecules. These findings show that modestly sized data sets
do not impede the development of accurate predictive tools
insofar consistent data is available. The comparison of volume
and mole-based models also showed an improvement in the
performance of linear algorithms when the molar composition
was used, reinforcing the idea of a possible linear-by-mole
blending rule.
The methodology proposed in this paper and the models

derived from it are expected to foster future gasoline
production and accelerate the transition toward alternative
and more sustainable fuels. The obtained results also suggest
that the developed approach could be applied to predict other
key gasoline properties with nonlinear behavior, such as
distillation curves and other volatility-related properties.
Nevertheless, the extension of the applicability of these models
is subjected to an increment in the number of species used for
the fuel’s representation.
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