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ABSTRACT

We describe the data processing pipeline of the Planck Low Frequency Instrument (LFI) data processing centre (DPC) to create and characterize
full-sky maps based on the �rst 15.5 months of operations at 30, 44, and 70 GHz. In particular, we discuss the various steps involved in reducing
the data, from telemetry packets through to the production of cleaned, calibrated timelines and calibrated frequency maps. Data are continuously
calibrated using the modulation induced on the mean temperature of the cosmic microwave background radiation by the proper motion of the
spacecraft. Sky signals other than the dipole are removed by an iterative procedure based on simultaneous �tting of calibration parameters and sky
maps. Noise properties are estimated from time-ordered data after the sky signal has been removed, using a generalized least squares map-making
algorithm. A destriping code (Madam) is employed to combine radiometric data and pointing information into sky maps, minimizing the variance
of correlated noise. Noise covariance matrices, required to compute statistical uncertainties on LFI and Planck products, are also produced. Main
beams are estimated down to the ��20 dB level using Jupiter transits, which are also used for the geometrical calibration of the focal plane.

Key words. cosmic background radiation � methods: data analysis � cosmology: observations � surveys

1. Introduction

This paper, one of a set associated with the 2013 release of
data from the Planck1 mission (Planck Collaboration I 2014),
describes the Low Frequency Instrument (LFI) data processing

� Corresponding author: A. Zacchei,
e-mail: zacchei@oats.inaf.it
1 Planck (http://www.esa.int/Planck) is a project of the
European Space Agency (ESA) with instruments provided by two sci-
enti�c consortia funded by ESA member states (in particular the lead
countries France and Italy), with contributions from NASA (USA) and

that supports the �rst Planck cosmological release based on
the nominal Planck survey (15.5 months of observation). This
paper represents an updated version of the LFI data process-
ing description (Zacchei et al. 2011) that was part of the �rst
wave of astrophysical results published in early 2011 (Planck
Collaboration VIII�XXVI 2011). This work describes the over-
all data �ow of the pipeline implemented at the LFI DPC, from
instrument scienti�c telemetry and housekeeping data to fre-
quency maps, as well as the test plan applied to validate the

telescope re�ectors provided by a collaboration between ESA and a sci-
enti�c consortium led and funded by Denmark.
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data products. Detailed descriptions of critical aspects of the
data analysis and products, including justi�cations for choices
of algorithms used in the pipeline, are given in three companion
papers: Planck Collaboration III (2014) discusses systematic ef-
fects and gives the overall error budget; Planck Collaboration IV
(2014) describes determination of main beams and uncertain-
ties from in-�ight planet-crossing measurements; and Planck
Collaboration V (2014) describes photometric calibration, in-
cluding methods and related uncertainties. The main results and
reference tables in these three areas are summarized in this pa-
per. Planck Collaboration (2013) provides detailed descriptions
of the products delivered.

2. In-flight behaviour and operations

The Planck LFI instrument is described in Bersanelli et al.
(2010) and Mennella et al. (2010). It comprises eleven radiome-
ter chain assemblies (RCAs), two at 30 GHz, three at 44 GHz,
and six at 70 GHz, each composed of two independent pseudo-
correlation radiometers sensitive to orthogonal linear polariza-
tions. Each radiometer has two independent square-law diodes
for detection, integration, and conversion from radio frequency
signals into DC voltages. The focal plane is cryogenically cooled
to 20 K, while the pseudo-correlation design uses internal, black-
body, reference loads cooled to 4.5 K. The radiometer timelines
are produced by taking di�erences between the signals from the
sky, Vsky, and from the reference loads, Vref . Radiometer balance
is optimized by introducing a gain modulation factor, typically
stable within 0.04% throughout the mission, which greatly re-
duces 1/ f noise and improves immunity to a wide class of sys-
tematic e�ects (Mennella et al. 2011). During the entire nominal
survey, the behaviour of all 22 LFI radiometers was stable, with
1/ f knee frequencies unchanging within 10% and white noise
levels within 0.5%.

2.1. Operations

During the period of observations, no changes have been applied
on the satellite (Planck Collaboration I 2014), with a single ex-
ception. Three months before the end of the nominal mission it
was necessary to switch from the nominal to the redundant sorp-
tion cooler. This operation, described below, was visible in the
LFI scienti�c data, but the e�ect on the temperature power spec-
trum was negligible (Sect. 2.2).

2.2. Switchover from nominal to redundant sorption cooler

The 20 K cooling on Planck is provided by the sorption cooler
system. This cooler uses six metal hydride compressor elements
to produce high-pressure hydrogen that expands through a Joule-
Thomson valve to provide 1 W of cooling at 20 K. Gas compres-
sion is achieved by heating a single compressor element to 440 K
and a pressure of 30 bar. After expansion through the Joule-
Thomson valve, the gas is recovered by three compressor ele-
ments at 270 K and 0.3 bar. To reduce power consumption, gas-
gap heat switches are used to isolate the compressor elements
from the radiator while the heating elements are powered. Two
sorption coolers were �own on Planck to meet mission lifetime
requirements. A switchover procedure was developed to change
between the operating cooler and the redundant cooler. In early
August of 2010, one of the gas-gap heat switches for a compres-
sor element failed on the active cooler. Although the sorption
cooler can operate with as few as four compressor elements, it

was decided to implement the switchover procedure and activate
the redundant cooler. On 11 August 2010 at 17:30 UTC, the
working cooler was commanded o� and the redundant cooler
was switched on. Adequate cryogenic cooling was restored in
about 1 hour; return to thermal stability took 48 h. After ther-
mal stability of the cooler was restored, anomalous temperature
�uctuations were observed on the LFI focal plane. These excess
�uctuations are thought to be due to sloshing of liquid hydrogen
remaining at the cold end of the cooler that had been switched
o�. It had been thought that essentially all of the hydrogen in
the system would be absorbed in the metal hydride beds after
the cooler was switched o�. It seems, however, that the normal
loss of storage capacity during operations left enough hydrogen
in the piping to form liquid at the cold end. While these �uctua-
tions produced a measurable e�ect in the LFI data, their propaga-
tion to the temperature power spectrum is more than two orders
of magnitude below the cosmic microwave background (CMB)
signal (Planck Collaboration III 2014). Furthermore, by the end
of the nominal mission in February 2011, these �uctuations re-
duced to a much lower level. More details of these issues will be
discussed in a future paper.

2.3. Instrument performance update

Table 1 gives a top-level summary of instrument performance
parameters measured in �ight during the nominal data period.
Optical properties have been successfully reconstructed using
Jupiter transits (Planck Collaboration IV 2014), and the main
parameters are in agreement with pre-launch and early estimates
(Mennella et al. 2011). The white noise sensitivity and parame-
ters describing the 1/ f noise component are in line with ground
measurements (Mennella et al. 2010), and agree with the values
in Mennella et al. (2011). Photometric calibration based on the
CMB dipole yields an overall statistical uncertainty of 0.25%
(Planck Collaboration V 2014). Variations due to slow instru-
mental changes are traced by the calibration pipeline, yielding
an overall uncertainty between 0.1% and 0.2%. The residual
systematic uncertainty varies between 21 and 6 µKCMB (Planck
Collaboration III 2014).

3. Data processing overview

The processing of LFI data is divided into levels shown schemat-
ically in Fig. 1. Processing starts at Level 1, which retrieves all
necessary information from packets and auxiliary data received
each day from the Mission Operation Centre, and transforms the
scienti�c packets and housekeeping data into a form manageable
by Level 2. Level 2 uses scienti�c and housekeeping informa-
tion to:

– build the LFI reduced instrument model (RIMO), which con-
tains the main characteristics of the instrument;

– remove analogue-to-digital converter (ADC) non-linearities
and 1 Hz spikes at diode level (see Sects. 4.2 and 4.3);

– compute and apply the gain modulation factor to minimize
1/ f noise (see Sect. 4.4);

– combine signals from the diodes (see Sect. 4.5);
– compute corresponding detector pointing for each sample,

based on auxiliary data and beam information (see Sect. 5);
– calibrate the scienti�c timelines to physical units (KCMB), �t-

ting the dipole convolved with the 4� beam representation
(see Sect. 7);

– remove the dipole convolved with the 4� beam representa-
tion from the scienti�c calibrated timeline;
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Table 1.LFI performance parameters.

Parameter 30 GHz 44 GHz 70 GHz

Center frequency [GHz] . . . . . . . . . . . . . . . . . . . . . 28.4 44.1 70.4
Scanning beam FWHMa [arcmin] . . . . . . . . . . . . . . 33.16 28.09 13.08
Scanning beam ellipticitya . . . . . . . . . . . . . . . . . . . 1.37 1.25 1.27
E�ective beam FWHMb [arcmin] . . . . . . . . . . . . . . 32.34 27.12 13.31
White noise level in mapc [ µKCMB] . . . . . . . . . . . . . 9.2 12.5 23.2
White noise level in timelinesd [ µKCMB s1/2] . . . . . . . 148.5 173.2 151.9
fknee

d [mHz] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114.5 45.7 20.2
1/ f sloped . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . �0.92 �0.90 �1.13
Overall calibration uncertaintye [%] . . . . . . . . . . . . . 0.82 0.55 0.62
Systematic e�ects uncertainty f [ µKCMB] . . . . . . . . . 21.02 5.61 7.87

Notes.(a) Determined by �tting Jupiter observations directly in the timelines. (b) Calculated from the main beam solid angle of the e�ective beam,
�e� = mean(�) (Sect. 6.2). These values are used in the source extraction pipeline (Planck Collaboration XXVIII 2014). (c) White noise per
pixel computed from half-ring di�erence maps. These values are within 1% of the white noise sensitivity computed directly on the timelines,
taking into account the actual integration time represented in the maps. (d) Values derived from �tting noise spectra (Sect. 8). (e) Sum of the
error on the estimation of the calibration constant (0.25%) and the square root of the squared sum of the following errors: beam uncertainty;
sidelobe convolution e�ect; and unknown systematics as measured from the power spectrum at 50 < � < 250 (see Planck Collaboration V 2014).
( f ) Peak-to-peak di�erence between 99% and 1% quantiles in the pixel value distributions from simulated maps (see Planck Collaboration III
2014).

– combine the calibrated TOIs into aggregate products such as
maps at each frequency (see Sect. 9).

Level 3 collects Level 2 outputs from both HFI (Planck
Collaboration VI 2014) and LFI and derives various prod-
ucts such as component-separated maps of astrophysical fore-
grounds, catalogues of various classes of sources, and the like-
lihood of various cosmological and astrophysical models given
the frequency maps.

4. Time ordered information (TOI) processing
The Level 1 pipeline receives telemetry data as a stream of pack-
ets that are handled automatically in several steps:

– uncompress the retrieved packets;
– de-quantize and de-mix the uncompressed packets to retrieve

the original signal in analogue-to-digital units (ADU);
– transform ADU data into volts using a conversion factor

stored in the packet header;
– cross-correlate time information to time stamp each sample

uniquely;
– store the resulting timelines in a database interface to the

Level 2 pipeline.

We made no change in Level 1 software during the mission.
Detailed information on how each of the steps listed above was
applied is provided in Zacchei et al. (2011). To avoid strong gra-
dients in the signal and signals that do not project correctly in
the maps, we established the procedure to �ag a single scienti�c
sample described in Sect. 4.1.

4.1. Input flags

For each sample we de�ne a 32-bit �ag mask to identify poten-
tial inconsistencies in the data and to enable the pipeline to skip
that sample or handle it di�erently. The TOI from all LFI detec-
tors are archived in the Level 1 database, and regularly checked
to identify and �ag events that can a�ect the scienti�c analy-
sis. These events include missing or anomalous data, and data

acquired during the manoeuvres regularly performed to repoint
the telescope according to the Planck scanning strategy. Table 2
summarizes the percentage of time associated with these events
for the nominal mission. The table also reports the total percent-
age of Level 1 TOIs usable in the scienti�c analysis. Most of the
missing data are from telemetry packets in which the arithmetic
compression performed by the Science Processing Unit (SPU)
is incorrect, causing a decompression error. They are rare, and
have negligible impact on the scienti�c analysis. For instance,
for the entire 70 GHz channel, the total amount of missing data
corresponds to 130 lost seconds in 15 months. The instrument
team performs a daily check of the data retrieved during the
daily telecommunication period with the satellite; the data cover
an entire operational day (OD). Part of this analysis consists of
identifying, for each detector, time windows where either the to-
tal power signal or the di�erentiated signal shows anomalous
�uctuations or jumps. Depending on the characteristics of the
anomaly identi�ed, a time window can be �agged as unusable
for science. Currently, the criteria de�ned to �ag time windows
as unusable include:

– gain changes in the data acquisition electronics that cause
saturation of the sky or reference load signals;

– abrupt changes in voltage output with slow recovery
(>1 min), caused by gain �uctuations in the back-end module
ampli�er, induced by electrical or thermal variations, which
generate discontinuities in the di�erentiated signal;

– short, abrupt changes in voltage output caused by �uctua-
tions in the low noise ampli�ers in the front-end module,
which produce asymmetries between the sky and reference
load signals and possibly �rst order e�ects in the di�erenti-
ated signal;

– permanent changes in the voltage output caused by a per-
manent change at the front-end module (ampli�er bias or
focal plane unit temperature) or back-end module (temper-
ature or HEMT gain variations) � in such cases, only a
small time window around the discontinuity is �agged as
unusable;
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Fig. 1. Schematic representation of the Level 2 and pointing pipelines of the LFI DPC.

Table 2.Percentage of LFI observation time lost due to missing or un-
usable data, and to manoeuvres.

Category 30 GHz 44 GHz 70 GHz

Missing [%] . . . . . . . . 0.00014 0.00023 0.00032
Anomalies [%] . . . . . . 0.82220 0.99763 0.82925
Manoeuvres [%] . . . . . 8.07022 8.07022 8.07022
Usable [%] . . . . . . . . . 91.10744 90.93191 91.10021

Notes.The remaining percentage is used in scienti�c analysis.

– �popcorn� noise on the total power signal of one or both de-
tectors due to variations in the back end diode or in the front
end low noise ampli�ers, causing short time windows (<1 m)
of unusable data.

In Table 2, the row labelled �Anomalies� reports the percentage
of observation time �agged as unusable for these reasons in the
scienti�c analysis. The almost 1.0% shown for the 44 GHz chan-
nel corresponds to a total time of 113 h. Finally, the times of ma-
noeuvres and stable pointing periods are recovered from the at-
titude history �les provided by the Planck �ight dynamics team.
Detector samples corresponding to manoeuvres are �agged so
they can be ignored in subsequent steps.

Tasks within the Level 2 pipelines both �ll gaps in the data
with arti�cial noise and �ag them properly. Other tasks locate
transits of planets and other moving objects within the solar sys-
tem, again �agging samples a�ected by such observations.

4.2. ADC linearity correction

The ADCs convert the analogue detector voltages to numbers,
which are then processed on-board by the radiometer electron-
ics box assembly. Since they are directly involved with the signal
power, their linearity is as important as that of the receivers and
detectors, with any departure appearing as a distortion in the sys-
tem power response curve. In di�erential measurements such as
those carried out by the Planck LFI instrument, small localized
distortions in this curve can have a large impact, since the cali-
bration factor depends on the gradient of the response curve at
the point at which the di�erential measurements are made. This
e�ect is described in detail in Planck Collaboration III (2014);
its impact on calibration is described in Planck Collaboration V
(2014).

The e�ect is observed in some LFI radiometer data, appear-
ing as gain variations seen at particular detector voltages. This is
shown for the most a�ected channel, RCA2501, in Fig. 2, where
the upper plot shows the measured voltages of the sky and ref-
erence loads and the lower plot shows the percentage variations
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Fig. 2. E�ect of ADC non-linearities on time-ordered data of one
44 GHz diode. The upper plot shows the recorded detector voltages for
sky (red) and reference (blue). Voltage ranges a�ected by ADC non-
linearities are marked by horizontal dotted lines. Time ranges a�ected
are marked by vertical dashed lines. The lower plot shows the per-
centage variation of the inverse of the gain factor from the dipole gain
(green) and the �white noise� estimates on the sky and reference volt-
ages (sky red, reference blue). The gain estimates have been smoothed
by a three-day moving mean, the noise by a one-day moving mean.

of gain and noise in the sky and reference voltages. The range
of the upper plot is matched to that of the lower plot, so for nor-
mal gain variations the same pattern should be seen for both.
That is clearly not the case. When the sky signal is near 0.186 V,
marked by horizontal dotted lines, both the inverse gain and the
sky �white noise� estimates show anomalies (the time interval
a�ected is indicated by vertical dashed lines). The same anoma-
lous behaviour of the reference white noise signal and inverse
gain is seen in two intervals when the reference signal is near
0.197 V and 0.202 V. Outside of these limited ranges, the varia-
tions in all plotted signals track one another, such as the feature
at day 192 in the sky voltage, or the drop at day 257 when the
transponder was turned on permanently.

The response curves can be reconstructed by tracking how
the noise amplitude varies with the apparent detector voltage in
the TOI. The radiometers are assumed to be stable and the in-
trinsic thermal noise can be taken to be constant in terms of tem-
perature, so any voltage variations are then assumed to be due to
both gain drift and ADC e�ects. The method for this correction
is set out in appendix A of Planck Collaboration III (2014).

4.3. Corrections for electronic spikes

Electronic spikes in the signal are caused by an interaction be-
tween the housekeeping electronics clock and the scienti�c data
line in the on-board data acquisition system. The spikes are syn-
chronous with the on-board time, with no changes in phase over
the entire acquisition period, allowing the construction of dedi-
cated templates that are then removed from the timelines. Spikes
are present in all frequencies, but are signi�cant only at 44 GHz
due to the high gain of these detectors. Consequently, electronic
spikes are removed only in this channel. This process and the
evaluation of the e�ect at map level are described in Planck
Collaboration III (2014).

Table 3.Weights used in combining diodes.

Diode

Radiometer M-00 M-01 S-10 S-11

LFI-18 . . . . . . . . 0.567 0.433 0.387 0.613
LFI-19 . . . . . . . . 0.502 0.498 0.551 0.449
LFI-20 . . . . . . . . 0.523 0.477 0.477 0.523
LFI-21 . . . . . . . . 0.500 0.500 0.564 0.436
LFI-22 . . . . . . . . 0.536 0.464 0.554 0.446
LFI-23 . . . . . . . . 0.508 0.492 0.362 0.638
LFI-24 . . . . . . . . 0.602 0.398 0.456 0.544
LFI-25 . . . . . . . . 0.482 0.518 0.370 0.630
LFI-26 . . . . . . . . 0.593 0.407 0.424 0.576
LFI-27 . . . . . . . . 0.520 0.480 0.485 0.515
LFI-28 . . . . . . . . 0.553 0.447 0.468 0.532

Notes. A perfect instrument would have weights of 0.500 for both
diodes.

4.4. Demodulation: gain modulation factor estimation
and application

Each diode switches at 4096 Hz (Mennella et al. 2010) between
the sky and the 4 K reference load. Voltages Vsky and Vload are
dominated by 1/ f noise, with knee frequencies of tens of hertz.
This noise is highly correlated between the two streams, a re-
sult of the pseudo-correlation design (Bersanelli et al. 2010),
and di�erencing the streams results in a dramatic reduction of
the 1/ f noise. To force the mean of the di�erence to zero, the
load signal is multiplied by the gain modulation factor (GMF
in Fig. 1) R, which can be computed in several ways (Mennella
et al. 2003). The simplest method, and the one implemented in
the processing pipeline, is to take the ratio of DC levels from sky
and load outputs obtained by averaging the two time streams,
i.e., R = �Vsky�/�Vload�. Then

�V(t) = Vsky(t) �
�Vsky�
�Vload�

Vload(t). (1)

R is computed from un�agged data for each pointing period and
then applied to create the di�erenced timelines. The R factor
has been stable over the mission so far, with overall variations
of 0.03�0.04%. A full discussion regarding the theory of this
value is reported in Mennella et al. (2011).

4.5. Combining diodes

The receiver architecture is symmetric, with two complemen-
tary detector diodes providing output for each receiver channel.
As described in Sei�ert et al. (2002) and Mennella et al. (2010),
imperfect matching of components limits the isolation between
the complementary diodes of the receivers to between �10
and �15 dB. This imperfect isolation leads to a small anticor-
related component in the white noise. We perform a weighted
average of the time-ordered data from the two diodes of each
receiver just before the di�erentiation. This avoids the compli-
cation of tracking the anticorrelated white noise throughout the
subsequent analysis. We treat the combined diode data as the raw
data, and calibration, noise estimation, mapmaking etc. are per-
formed on these combined data. We use inverse noise weights
determined from an initial estimate of the calibrated noise for
each detector. The weights, reported in Table 3, are kept �xed
for the entire mission.
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5. Pointing

Proper pointing reconstruction is critical and has a direct impact
in the determination of an accurate photometric calibration. The
pointing for each radiometer �Prad(t) at time t is given by
�Prad(t) = REcl,Body(t)RBody,rad�ez. (2)

The RBody,rad matrix encodes the orientation of the beam pattern
with respect to the body reference frame de�ned by the space-
craft structure. We adopt the convention that in the reference
frame of the beam, the optical axis is aligned with �ez. RBody,rad
is parameterized by a set of rotation angles in the RIMO derived
from �ight data and ground-based measurements. REcl,Body(t) is
derived by time interpolation of quaternions distributed in the
attitude history �les, it encodes the orientation of the spacecraft
body with respect to the reference frame. The spacecraft attitude
is determined from Planck star tracker data, and during periods
of stability between maneuvers is sampled at 8 Hz, much lower
than the LFI sampling frequency. Equation (2) incorporates a
large amount of information on the satellite and a long chain
of transformations between reference frames, each one being a
possible source of systematic error. Indeed, even a small aber-
ration compared to the beam size can introduce signi�cant pho-
tometric e�ects if the gradient of the temperature �eld is large
enough. The two most important sources of aberration identi�ed
and corrected are stellar aberration and the apparent change in
wobble angles likely produced by thermal deformations of the
star tracker support.

5.1. Stellar aberration
The star tracker system is the basis for the reconstructed as-
trometric attitude of the Planck spacecraft in the solar system
barycentric reference frame; however, the e�ective pointing di-
rection is a�ected by stellar aberration due to the orbital motion
of Planck and the �nite speed of light. In the non-relativistic
case, stellar aberration is given by

�P� = ( �P+ uPlanck/c)/
��� �P+ uPlanck/c

��� , (3)

where �P� is the aberrated pointing direction, uPlanck is the or-
bital velocity of Planck in the solar system barycentric frame,
and c is the speed of light. From this formula, the de�ection an-
gle �P = arccos( �P� • �P) can be derived. Planck moves at about
30 km s�1 in the ecliptic plane, and scan circles are nearly nor-
mal to it. Therefore �P � 20.6��, and the greatest de�ection oc-
curs near the ecliptic poles. If left uncorrected, this aberration
would distort the maps, producing a seasonal shift near the equa-
tor and a blurring near the ecliptic poles. Accurate simulations
show that the distortion radius is maximal at the ecliptic poles,
(lGal, bGal) = (96.�384, 29.�811) and (276.�384,�29.�811), and that
it decreases towards the ecliptic down to a minimum of about 0.�1
on the ecliptic. The boundary of the region in which the distor-
tion radius is at least half the polar value is roughly a ring centred
on the poles, with radius about 60�. There are some variations in
the radius and in the longitudinal shape of the boundary, both
smaller than a few degrees, due to the scanning strategy, and
also to the di�erent angular distances from the spin axis of the
various feedhorns.

5.2. Wobble angles
Wobble angles describe the unavoidable misalignment of the
body reference frame with respect to the reference frame de�ned
by the satellite principal inertial axis. The nominal spin axis for

Table 4.Approximate dates of the Jupiter observations.

Jupiter transit Date OD

Scan 1 (J1) . . . . . 21/10/2009�05/11/2009 161�176
Scan 2 (J2) . . . . . 27/06/2010�12/07/2010 410�425
Scan 3 (J3) . . . . . 03/12/2010�18/12/2010 569�584
Scan 4 (J4) . . . . . 30/07/2011�08/08/2011 808�817

Notes.The periods include the scan by the entire LFI �eld of view.

the satellite is nearly 0.�5 away from the principal moment of
inertia, and the e�ective scan circles are about half a degree
smaller than the nominal ones (Planck Collaboration 2011a).
Wobble angles and their variations in time, either real or appar-
ent, are measured by careful modelling of the observed Planck
attitude dynamics included in the attitude history �les. Planck
Collaboration (2011a) reported an apparent variation of the wob-
ble angles likely produced by thermoelastic deformations that
change the relative orientation of the star tracker with respect to
the body reference frame. The change was detected in scans of
Jupiter. Since this variation is rigidly transported by the rotations
of spacecraft body, its e�ect will be largely averaged out near the
poles and will be maximal near the ecliptic, the opposite of the
stellar aberration e�ect.

Of the three angles that describe the wobble, �1 has largely
negligible e�ects and �3 is badly determined, so the LFI pipeline
corrects only for variations in �2, whose e�ect is apparent
changes of the angular distance between the telescope and the
spin axis. Typical changes of this angle are equivalent to appar-
ent changes of scan circle radii of –0.�1, giving equivalent dis-
placements in pointing between consecutive surveys of 0.�2.

6. Main beams and the geometrical calibration
of the focal plane

The pro�les and locations of the beams are determined from the
four observations of Jupiter listed in Table 4, following the pro-
cedure described in Zacchei et al. (2011) and Mennella et al.
(2011). Details are given in Planck Collaboration IV (2014). The
origin of the focal plane is the optical line of sight de�ned in
Tauber et al. (2010). The LFI beam centres are given by four
numbers, �uv, �uv, �uv, and �pol (see Planck Collaboration 2013,
for the de�nitions of these angles). Only �uv and �uv, which are
the beam pointing in spherical coordinates referred to the line
of sight, can be determined with Jupiter observations. The po-
larization orientation of the beams, de�ned by �uv + �pol, is not
estimated from �ight data but is derived from main beam simu-
lations based on ground measurements.

For each beam, the pointing is determined by the location of
the maximum of an elliptical Gaussian �t to that beam. This was
done for each beam in each single scan. Results are reported,
with errors, in Planck Collaboration IV (2014).

In addition, the beams are stacked in pairs (J1J2 and J3J4)
and all together (J1J2J3J4) in order to improve the signal-to-
noise ratio of the measurements. Before the stacking, each beam
is arti�cially repointed along the direction given by the arith-
metic average of the centre of each beam to be stacked. Then
a �t is performed again on the stacked beams and the result-
ing parameters recorded. For single scans it has been found that
there is an agreement within 2�� in the pointing direction between
J1 and J2. The same agreement occurs between J3 and J4. In
contrast, a 	15�� systematic deviation of the beam centre was

A2, page 6 of 25



Planck Collaboration: Planck 2013 results. II.

Table 5.Focal plane geometry.

Radiometer �uva �uv
a �uvb �uv

b �uv
c �pol

c

LFI-18S . . . . . . . . . . . 3.334 �131.803 3.335 �131.752 22.2 0.0
LFI-18M . . . . . . . . . . . 3.333 �131.812 3.335 �131.759 22.2 90.2
LFI-19S . . . . . . . . . . . 3.208 �150.472 3.209 �150.408 22.4 0.0
LFI-19M . . . . . . . . . . . 3.208 �150.467 3.209 �150.402 22.4 90.0
LFI-20S . . . . . . . . . . . 3.183 �168.189 3.183 �168.121 22.4 0.0
LFI-20M . . . . . . . . . . . 3.183 �168.178 3.183 �168.109 22.4 89.9
LFI-21S . . . . . . . . . . . 3.184 169.265 3.182 169.324 �22.4 0.0
LFI-21M . . . . . . . . . . . 3.184 169.274 3.183 169.336 �22.4 90.1
LFI-22S . . . . . . . . . . . 3.172 151.352 3.170 151.405 �22.4 0.1
LFI-22M . . . . . . . . . . . 3.172 151.345 3.170 151.398 �22.4 90.1
LFI-23S . . . . . . . . . . . 3.280 132.255 3.277 132.287 �22.1 0.0
LFI-23M . . . . . . . . . . . 3.280 132.234 3.277 132.274 �22.1 89.7
LFI-24S . . . . . . . . . . . 4.070 �179.506 4.069 �179.449 0.0 0.0
LFI-24M . . . . . . . . . . . 4.070 �179.538 4.071 �179.488 0.0 90.0
LFI-25S . . . . . . . . . . . 4.984 61.105 4.981 61.084 �113.2 0.0
LFI-25M . . . . . . . . . . . 4.985 61.065 4.981 61.051 �113.2 89.5
LFI-26S . . . . . . . . . . . 5.037 �61.662 5.040 �61.669 113.2 0.0
LFI-26M . . . . . . . . . . . 5.037 �61.649 5.040 �61.676 113.2 90.5
LFI-27S . . . . . . . . . . . 4.343 153.958 4.343 154.033 �22.3 0.0
LFI-27M . . . . . . . . . . . 4.345 153.981 4.341 154.010 �22.3 89.7
LFI-28S . . . . . . . . . . . 4.374 �153.413 4.376 �153.369 22.3 0.0
LFI-28M . . . . . . . . . . . 4.374 �153.419 4.376 �153.371 22.3 90.3

Notes.(a) Beam pointing reconstructed using the �rst two Jupiter transits (J1 and J2). (b) Beam pointing reconstructed using the last two Jupiter
transits (J3 and J4). (c) Polarization orientation of the beam measured during ground test.

Fig. 3. Main beam pointing directions measured with the �rst four
Jupiter crossings. Single scans are yellow, light red, green, and light
blue. First and second stacked scans are red, third and fourth stacked
scans are blue, and four stacked scans are grey. The coloured boxes
refer to the measured uncertainties magni�ed by a factor of 100. The
di�erences in pointing were normalized to the J1 measurements, and
were magni�ed by the same factor of 100. The U and V axis are de-
�ned as U = sin(�) cos (�) and V = sin (�) sin (�), where � and � are the
angle respect the LOS (line of sight) de�ned in Tauber et al. (2010).

detected when comparing J1J2 to J3J4. Figure 3 shows the re-
constructed beam positions and errors in the line-of-sight frame
magni�ed by a factor of 100. The shift is evident for the 70 GHz

beams, as well as in all the J1J2 and J3J4 stacked beam cen-
tres. The change in the location has been found mainly in the
scan direction (i.e., v-coordinate). To account for this pointing
shift, we apply two pointing solutions for LFI. The �rst focal
plane calibration is valid from OD91 to OD540 and is based
on the J1J2 beam pointing determination. The second calibra-
tion is valid from OD541 to OD563 and is based on the J3J4
beam pointing calibration. The reconstructed angles are reported
in Table 5.

6.1. Scanning beams

Scanning beams are de�ned as the beams measured in �ight on
planets. The scanning beam derives from the optical beam cou-
pled with the radiometer response, and smeared by the satellite
motion. With four Jupiter transit measurements we were able to
reconstruct the beam shape down to �20 dB from the peak at
30 and 44 GHz, and down to �25 dB at 70 GHz. From the beam
shape we estimated the main beam parameters using a bivariate
Gaussian �t on the four stacked beams (J1J2J3J4). The �tting
procedure, described in Zacchei et al. (2011), was slightly mod-
i�ed to correct for o�sets in the data and to avoid noise contam-
ination. We refer to the companion paper on LFI beams (Planck
Collaboration IV 2014) for details on procedures and results.
Table 6 gives the average values of the FWHM and ellipticity,
with errors.

6.2. Effective beams

The e�ective beam at a given pixel in a map of the sky is the
average of all scanning beams that observed that pixel during
the observing period of the map given the Planck scan strategy.
We compute the e�ective beam at each LFI frequency scanning
beam and scan history in real space using the FEBeCoP (Mitra
et al. 2011) method. Details of the application of FEBeCoP to
Planck data will be discussed in a future paper. E�ective beams
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Table 6.LFI beam FWHM and ellipticity measured in �ight from four
Jupiter passes.

FWHMa

Beam [arcmin] Ellipticityc

70 GHz mean . . . . . . 13.08 1.27
LFI-18 . . . . . . . 13.44 – 0.03 1.26 – 0.01
LFI-19 . . . . . . . 13.11 – 0.04 1.27 – 0.01
LFI-20 . . . . . . . 12.84 – 0.04 1.28 – 0.01
LFI-21 . . . . . . . 12.81 – 0.03 1.29 – 0.01
LFI-22 . . . . . . . 12.95 – 0.03 1.28 – 0.01
LFI-23 . . . . . . . 13.33 – 0.04 1.26 – 0.01

44 GHz mean . . . . . . 28.09 1.25
LFI-24 . . . . . . . . 23.17 – 0.07 1.37 – 0.01
LFI-25 . . . . . . . . 30.60 – 0.10 1.19 – 0.01
LFI-26 . . . . . . . . 30.49 – 0.12 1.20 – 0.01

30 GHz mean . . . . . . 33.16 1.37
LFI-27 . . . . . . . . 33.09 – 0.11 1.38 – 0.01
LFI-28 . . . . . . . . 33.23 – 0.11 1.37 – 0.01

Notes. Uncertainties are the standard deviation of the mean of the
1	 statistical uncertainties of the �t. A small di�erence is expected be-
tween the M and S beams, caused by optics and receiver non-idealities.
(a) The square root of the product of the major axis and minor axis
FWHMs of the individual horn beams, averaged between M and S ra-
diometers. (b) Ratio of the major and minor axes of the �tted elliptical
Gaussian.

were used to calculate the e�ective beam window function as
reported in Planck Collaboration IV (2014) and in the source
detection pipeline necessary to generate the PCCS catalogue
(Planck Collaboration XXVIII 2014). Table 7 lists the mean and
rms variation across the sky of the main parameters computed
with FEBeCoP. Note that the FWHM and ellipticity in Table 7
di�er slightly from the values reported in Table 6. This results
from the di�erent way in which the Gaussian �t was applied.
The scanning beam �t was determined by �tting the pro�le of
Jupiter on timelines and limiting the �t to the data with signal-
to-noise ratio greater than 3, while the �t of the e�ective beam
was computed on GRASP maps projected in several positions of
the sky (Planck Collaboration IV 2014). The latter are less af-
fected by the noise.

7. Photometric calibration

Conversion of time-ordered streams of voltages into time-
ordered streams of thermodynamic temperatures is modelled by

V = G ×
�
Tsky + Tnoise

�
, (4)

where V is the voltage measured by the ADC, Tsky is obtained
by convolving the sky temperature with the beam response of
the instrument at a given time, and Tnoise is the noise tempera-
ture of the radiometer. In general, we are interested in K = G�1,
as the purpose of the calibration is to convert V back into a tem-
perature. As described in Planck Collaboration V (2014), two
di�erent algorithms are used for calibrating the LFI radiometers
in this data release:

1. For the 44 and 70 GHz radiometers, we use a technique
called optimal search of gain, which is similar to the one
used by WMAP (Hinshaw et al. 2009). It is based on �tting

the radiometric signal to the expected dipolar anisotropy in-
duced by the motion of the spacecraft with respect to the
CMB rest frame.

2. For the 30 GHz radiometers, we use a technique that com-
bines the knowledge of the dipolar anisotropy (as above),
then additionally takes into account the observed �uctuations
in the measurement of the signal of the 4 K reference loads.

The overall accuracy in the calibration is reported in Table 1.
The reasons why we used two di�erent algorithms are discussed
in Planck Collaboration V (2014). We describe the algorithms in
the following sections.

7.1. Iterative calibration

The main features of the iterative calibration algorithm used
for 44 and 70 GHz are the following:

1. We combine the speed of the spacecraft with respect to
the Sun, uPlanck, and the speed of the Sun with respect to the
CMB, uSun. The angle between the velocity vector and the
axis of the relevant beam is �. The dipole is then evaluated
considering the relativistic correction

�T = TCMB

�
1


(1 � � cos �)
� 1

�
, (5)

where TCMB = 2.7255 K. We produce discrete time ordered
data (TOD) of the expected overall dipole signal for each
sample in a pointing period.

2. Using pointing information, we project both Vi and �Ti on a
HEALPix map (Nside = 256). Multiple hits on the same pixels
are averaged. The result is a pair of maps, Vmap

k and �T map
k ,

with k being the pixel index2.
3. We use weighted least squares to estimate K = G�1 in Eq. (4)

from the correlation between the signal in volts, Vsky
k , and

�T sky
k :

Vmap
k = Kdip �T map

k + �, (6)

where K and � are the parameters used in the �t. Each sam-
ple k is weighted according to the number of hits per pixel.
In computing the �t, we use a frequency-dependent mask to
avoid those pixels where a strong non-Gaussian signal other
than the dipole is expected, i.e., point sources and the Galaxy.

4. The main source of uncertainties in the �t using the dipole is
the cosmological CMB signal itself. To improve the result,
we calibrate the data using Ki and �i, remove the dipole con-
volved with the beam, and make a map, which represents an
estimation of the cosmological signal. To reduce the e�ect of
noise, we combine data streams from both radiometers of the
same horn. Then we remove the estimated cosmological sig-
nal from the data, make a map using a simpli�ed destriping
algorithm, and use the results to re�ne the values of Ki and
�i. We iterate the procedure until convergence. The result of
this process is a set of gains, Kiter

i , and o�sets, �iter
i .

5. An adaptive low-pass �lter based on wavelets is applied to
the vectors Kiter

i and �iter
i to reduce high-frequency noise, par-

ticularly near the regions where the spacecraft is unfavorably
aligned with the dipole.

2 Most of the pixels in the maps are not set, as during one pointing
period the beam paints a thin circle in the sky. We assume hereafter that
the index k runs only through the pixels which have been hit at least
once.
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Table 7.Mean and rms variation across the sky of FWHM, ellipticity, orientation, and solid angle of the FEBeCop e�ective beams computed with
the GRASP beam �tted scanning beams.

Frequency FWHM [arcmin] e � [deg] � [arcmin2] FWHMe�

70 . . . . . . . . . . . 13.252 – 0.033 1.223 – 0.026 0.587 – 55.066 200.742 – 1.027 13.31
44 . . . . . . . . . . . 27.005 – 0.552 1.034 – 0.033 0.059 – 53.767 832.946 – 31.774 27.12
30 . . . . . . . . . . . 32.239 – 0.013 1.320 – 0.031 �0.304 – 55.349 1189.513 – 0.842 32.24

Notes.FWHMe� is the e�ective FWHM estimated from the main beam solid angle of the e�ective beam, �e� = mean(�).

Table 8.Multiplicative colour corrections cc(
) for individual LFI Radiometer Chain Assemblies and for the band average maps.

Spectral index 


Horn �2.0 �1.5 �1.0 �0.5 0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0

70 GHz mean. . . 0.938 0.951 0.963 0.973 0.982 0.988 0.994 0.997 0.999 0.999 0.998 0.995 0.991

LFI-18 . . . . . 0.948 0.961 0.972 0.981 0.988 0.994 0.997 0.998 0.997 0.995 0.990 0.983 0.975
LFI-19 . . . . . 0.856 0.878 0.899 0.919 0.939 0.957 0.975 0.991 1.006 1.020 1.032 1.043 1.053
LFI-20 . . . . . 0.889 0.908 0.925 0.941 0.956 0.970 0.983 0.994 1.003 1.011 1.018 1.023 1.027
LFI-21 . . . . . 0.917 0.933 0.947 0.960 0.971 0.981 0.989 0.996 1.001 1.004 1.006 1.006 1.004
LFI-22 . . . . . 1.024 1.026 1.027 1.026 1.023 1.018 1.011 1.003 0.993 0.982 0.969 0.955 0.940
LFI-23 . . . . . 0.985 0.991 0.996 0.999 1.001 1.002 1.002 1.000 0.997 0.993 0.988 0.982 0.975

44 GHz mean. . . 0.968 0.975 0.981 0.986 0.990 0.994 0.997 0.999 1.000 1.000 0.999 0.998 0.995

LFI-24 . . . . . 0.978 0.984 0.988 0.993 0.996 0.998 0.999 1.000 0.999 0.998 0.996 0.993 0.989
LFI-25 . . . . . 0.967 0.974 0.980 0.985 0.990 0.994 0.996 0.999 1.000 1.000 1.000 0.999 0.997
LFI-26 . . . . . 0.957 0.966 0.973 0.980 0.985 0.990 0.995 0.998 1.000 1.001 1.002 1.002 1.000

30 GHz mean. . . 0.947 0.959 0.969 0.977 0.985 0.991 0.995 0.998 1.000 1.000 0.998 0.994 0.989

LFI-27 . . . . . 0.948 0.959 0.969 0.978 0.985 0.991 0.995 0.998 1.000 1.000 0.998 0.995 0.991
LFI-28 . . . . . 0.946 0.958 0.968 0.977 0.985 0.991 0.996 0.998 1.000 0.999 0.997 0.993 0.988

7.2. Calibration using 4K reference load signal

To calibrate the 30 GHz radiometers, we used a di�erent cali-
bration scheme based on the signal measuring the temperature
of the 4 K reference loads. This calibration has the advantage of
being less dependent on optical systematics such as far sidelobes
(Planck Collaboration III 2014), at the expense of being more
sensitive to systematics in the radiometers such as ADC non-
linearities (Planck Collaboration V 2014). The algorithm can be
summarized as follows:
1. For each pointing period i, a set of gains Kiter

i is estimated
using the iterative procedure described in Sect. 7.1.

2. The values of Kiter
i are used to estimate the value of the con-

stant K0 in the equation

Kiter
i = K0 ×

�
����	 2 �

V ref
i

V ref
0



����� , (7)

where V ref
i is the average value of the 4 K reference load sig-

nal (in volts) over the ith pointing period, and V ref
0 = �V ref

i �
is a voltage representative of the value of V ref

i over the whole
mission. The constant K0 is estimated using a weighted, one-
parameter, linear least squares �t, where the weights are
chosen to be proportional to the expected amplitude of the
dipole-like signal in the sky, �T dip

i , at the ith pointing.
3. Using the value of K0 estimated in the previous point, we

extract a new set of gains K4,K
i with the equation

K4 K
i 
 K0 ×

�
����	 2 �

V ref
i

V ref
0



����� • (8)

The procedure can be modelled by the following GNU R3 code:

data<-data.frame(gain = iterative.dipole.gains,
vref = 2 - signal.4K/mean(signal.4K),
dipole = dipole.amplitude.KCMB)

fit<-lm(gain ~ vref + 0, data, weights = dipole)
gains.4K <- fit$coefficients[1] * data$dvref

where iterative.dipole.gains, signal.4K, and
dipole.amplitude.KCMB are three vectors containing the
iterative gains Kiter

i before the smoothing �lter, the 4 K reference
load signal V ref

i averaged over each pointing period, and the
values of �Ti (Eq. (5)), respectively.

Unlike the procedure in Sect. 7.1, in this case there is no need
to smooth the stream of gains, as they share the stability of the
voltages V ref

i .

7.3. Colour correction

Table 8 gives colour corrections calculated following the method
given in Planck Collaboration V (2014). Values for intermedi-
ate spectral indices can be derived by interpolation. The data
release includes the UcCC IDL package used by both LFI and
HFI (Planck Collaboration IX 2014) that calculates colour cor-
rections and unit conversions using the band-averaged bandpass
stored in the reduced instrument model (RIMO) �le, which is
also included in the data release.

3 http://www.r-project.org/
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