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A B S T R A C T   

The term resilience describes the ability to survive and quickly recover from extreme and unexpected disrup
tions. A high energy system resilience is of utmost importance to modern societies that are highly dependent on 
continued access to energy services. This review covers the terminology of energy system resilience and the 
assessment of a broad landscape of threats mapped with the proposed framework. A more detailed discussion on 
two specific threats are given: extreme weather, which is the cause for most of the energy supply disruptions, and 
cyberattacks, which still are a minor, but rapidly increasing concern. The framework integrates various per
spectives on energy system threats by showcasing interactions between the parts of the energy system and its 
environment. Weather-related threats are discussed distinguishing relevant meteorological parameters and 
different durations of disruptions, increasingly related to the impacts of the climate change. Extremes in space 
weather caused by solar activity are very rare, but are nonetheless considered due to their potentially cata
strophic impacts on a global scale. Digitalization of energy systems, e.g. through smart grids important to 
renewable electricity utilization, may as such improve resilience from traditional weather and technical failure 
threats, but it also introduces new vulnerabilities to cyberattacks. Major differences between the internet and 
smart grids limit the applicability of existing cybersecurity solutions to the energy sector. Other structural energy 
system changes will likely bring new threats, which call for updating the threat landscape for expected system 
development scenarios.   

1. Introduction 

Modern societies rely on access to large amounts of energy meaning 
that reliable functioning of energy systems is of vital importance for 
their existence. At the same time, as the reliance on energy and energy- 
based services continues to grow, both energy systems and their envi
ronment are changing rapidly. Technology progress and environmental 
degradation along with other developments are introducing new risks 
that may be difficult or even impossible to identify and quantify before 
disruptions unfold in practice [1]. Some developments, such as climate 
change, may be undesirable irrespective of their effects on energy sys
tems [2] while others such as electrification [3] and digitalization [4], 
may provide greater benefits to the society than the costs of the asso
ciated risks. Regardless of their origin, many emerging risks noticeably 
increase uncertainties and potential damages [5–9]. As a result, tradi
tional risk management approaches may no longer be sufficient to cope 
with these [10]. The concept of resilience, which refers to the ability of 
the system to survive strong and unexpected disruptions and to recover 

quickly afterward, appears to be a crucial addition for developing ap
proaches to deal with the kind of risks to which energy systems are 
increasingly exposed [11–13]. 

A large part of the literature on energy system resilience and over
lapping energy security focus on threats of a specific type (e.g. weather 
[14–22], technical failures [19,23,24], cyberattacks [25–29], and 
geopolitics [29–31]), or, for a specific energy sector (e.g. electricity 
[16–20,25–29], oil, and gas [31–34]). Several studies have attempted to 
provide a more integrated view on energy security and energy resilience 
by discussing and defining related terminology [35,36], concepts [1,37, 
38], and different perspectives on the issues [39,40]. However, energy 
system resilience is strongly linked to the types of threats and energy 
systems in question, which limits a generalization of the concept and 
may thus require better specification or categorization of cases consid
ered. On the other hand, attempts to provide a comprehensive overview 
of energy security by listing multiple dimensions and indicators [41,42] 
have been criticized on practical and methodological grounds [38,39, 
43]. No such attempts of classification were found for energy system 
resilience. 
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Contents lists available at ScienceDirect 

Renewable and Sustainable Energy Reviews 

journal homepage: www.elsevier.com/locate/rser 

https://doi.org/10.1016/j.rser.2021.111476 
Received 7 October 2019; Received in revised form 10 June 2021; Accepted 6 July 2021   

mailto:justinas.jasiunas@aalto.fi
mailto:peter.lund@aalto.fi
www.sciencedirect.com/science/journal/13640321
https://www.elsevier.com/locate/rser
https://doi.org/10.1016/j.rser.2021.111476
https://doi.org/10.1016/j.rser.2021.111476
https://doi.org/10.1016/j.rser.2021.111476
http://crossmark.crossref.org/dialog/?doi=10.1016/j.rser.2021.111476&domain=pdf
http://creativecommons.org/licenses/by/4.0/


Renewable and Sustainable Energy Reviews 150 (2021) 111476

2

This work aims to improve the basis of complex considerations 
needed for resilience improvement measures. The specific objectives are 
to: (1) clarify the meaning of energy system resilience, (2) map out a 
broad landscape of threats to energy systems from a resilience 
perspective, (3) map out a more detailed landscape of threats and 
countermeasures for a specific type of threats with high relevance. In 
response to each objective, this paper presents a state-of-the-art review 
of energy system resilience aspects shown in Fig. 1. Clarification of the 
resilience concept in the energy system context covers terminology and 
means for assessment. Introducing the terminology is a necessary 
starting point given the absence of consensus on definitions for the key 
terms. The section on means of assessment further elaborates in more 
concreate, yet still system and threat independent, terms that are usually 
meant by energy system resilience. The broad landscape of threats is 
mapped out using a simple and grounded framework that integrates the 
most relevant perspectives and observed trends in the literature. The 
landscape covers all layers, sectors, and supply chains of the energy 
system as well as different threat characteristics. This is followed by a 
more detailed discussion of threats from weather (the cause for most of 
the energy supply disruptions) and cyberattacks (minor, but rapidly 
increasing concern). Weather threats are mapped out and discussed in 
the more specific landscape that distinguishes different meteorological 
parameters and durations of disruption. Defense measures against short- 
term extreme weather events are discussed distinguishing phases of 
disruption as an example of a resilience specific approach. Cyberattack 
threats, which so far have a few large historical examples and subse
quently structured literature investigations, are discussed in terms of 
increasing digitalization of energy systems, growing interest and capa
bilities of adversaries, and countermeasures available for energy system 

operators. 
Scope-wise the work aims for all types of threats reviewed to cover 

national and regional energy systems with all sectors and parts of the 
supply chain, even though there is more attention on the electricity 
sector systems due to more abundant literature. However, even when 
reviewed papers explicitly focus on electricity systems many observa
tions seem to apply to other (not necessarily all) energy sectors. Addi
tionally, the expected electrification as an important decarbonization 
strategy can significantly increase the electricity share in the overall 
energy demand. Thus, in this paper the more general term of energy 
systems including all sectors is used for all statements that are not 
unique to power systems. Policy and research methodology aspects of 
energy security are outside the scope of this work. 

2. Terminology 

Discussion of energy system resilience starts with clarifying the ter
minology used since there is no broad consensus regarding the definition 
of the term [1,11,17,40,44–46]. This is complicated by the fact that 
energy security as well as other interlinked terms are also defined 
differently by different sources [35–38,47–50]. 

2.1. Energy system resilience 

Resilience is a broad concept of “bouncing back” (literal translation 
of the Latin word “resiliere” [51]) that allows application in many fields, 
but is difficult to precisely define [52]. The vague definition is found to 
be the most common critique of the resilience concept [52]. This could 
be addressed by specifying the definition and the associated theory for 
the research field or even the research question. All energy system 
resilience definitions in the reviewed literature include some specifica
tion of the system and disruption aspects, but the sets of these aspects 
vary significantly. The most widely accepted and used definition of 
energy system resilience is given by the International Energy Agency 
(IEA) and includes an exceptionally long set of specifications: “The ca
pacity of the energy system and its components to cope with a hazardous 
event or trend, to respond in ways that maintain its essential functions, 
identity and structure as well as its capacity for adaptation, learning and 
transformation. It encompasses the following concepts: robustness, 
resourcefulness, recovery” [46]. In comparison, Roege et al. refer to en
ergy system resilience simply as “The ability of a system to recover from 
adversity” [13]. Arghandeh et al. [11] illustrate the distinction between 
strength and flexibility associated with resilience by describing a major 
storm in which a strong oak breaks, whereas a flexible reed bends and 
survives. 

Table 1 provides a summary of the aspects mentioned in various 
energy system resilience definitions loosely grouped into system aspects 
to be secured, system abilities to do so, system abilities to counter 
disruption, and disruption aspects. System aspects to be secured in 
definitions range from “system” itself to specific performance charac
teristics. Given a sufficiently strong disruption some damage is un
avoidable which calls for prioritized system degradation followed by 
quick recovery or alternative transformation. Typically, in energy sys
tems and engineering systems more broadly only a single stable state is 

Nomenclature 

IEA International Energy Agency 
VRE Variable Renewable Energy 
CI Critical Infrastructure 
NG Natural Gas 
EWE Extreme Weather Events 
SG Smart Grid 
IAM Integrate Assessment Model 
EU European Union 
US United States  

Fig. 1. Structure of the paper. The numbers refer to the corresponding sections 
of the paper. 

Table 1 
Summary of aspects and system abilities mentioned in various energy system 
resilence definitions [11,17,35,40,44,46,51].  

System aspects components, system, structure, (critical) functions, abilities, 
performance, state 

System focused 
abilities 

maintain, degrade gracefully, survive; recover quickly, 
transform 

Disruption focused 
abilities 

anticipate, absorb, withstand, adapt to, learn from 

Disruption aspects internal or external, momentary or continuous, 
unpredictable, unexpected, high impact, low probability  
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considered to which system needs to return after a disruption, but 
multiple stable states are possible [52]. For example, instead of 
rebuilding damaged equipment, it can be replaced with superior tech
nology and architecture in more suitable locations. In extreme disrup
tions (some energy system resilience definitions explicitly specify 
disruptions as extreme and high impact [1,17]) key system ability can 
come down to survival of critical functions and recovery capacity. Some 
system abilities to counter disruption (i.e. absorb and withstand) can be 
viewed as synonyms for system abilities to secure itself. However, some 
definitions go beyond that and include pre-disruption anticipation [17] 
and post-disruption learning [46] or even adaptation [13]. Some defi
nitions also provide a classification of disruptions themselves, though 
this can be expended considerably as it will be shown in the latter sec
tion on the threat landscape. Given a large number of possible aspects 
not covered in reviewed definitions it may be more practical to have 
simple general definition of energy system resilience and specify it for 
each use case. 

2.2. Energy security 

The concept of energy security overlaps with energy system resil
ience. Often information on energy system resilience is actually present 
under the energy security label. The IEA defines energy security as 
“uninterrupted availability of energy sources at an affordable price” [53], 
but there are many other definitions as well [35,37] with commonalities 
[36] and major differences. Moreover, the energy security definition has 
changed over the years [35,54] with broadening and diverging in
terpretations later accompanied by generalization and integration 
efforts. 

Initially, before the oil crises in the 1970s, the meaning of energy 
security was self-evident as it was predominantly used to describe the 
supply security of oil in the developed countries [35,54]. Gradually, the 
definition was broadened up to include other types of fuels, countries, 
market actors, and perspectives. At the start of the 21st century, envi
ronmental and social issues began to be regarded as part of energy se
curity issues [35]. The key questions of “security for whom?“, “for what 
values?“, and “from what threats?” became much more difficult to 
answer [38] which lead to many groups creating their own definitions. 

Complexity, narrow focus, and intentional inflation seem often to be 
the reason for diverging definitions [50]. Given the complexity of the 
energy security concept in terms of its contextual and multidimensional 
nature [36,37,41,50], it is not surprising that narrower definitions are 
often used, which could explain to some extent the differences in the 
definitions [37]. The complexity of the energy security concept in terms 
of its blurred and slippery nature makes it difficult to distinguish clearly 
what is or isn’t part of energy security [36,37,55,56]. 

Cherp and Jewell [39] have tried to simplify the discussion by 
integrating robustness, sovereignty, and resilience perspectives into 
energy security. Gracceva and Zeniewski [57] describe energy security 
in terms of five systemic properties addressing threats at different time 
horizons. Kruyt et al. [49] described energy security in four dimensions: 
availability, affordability, accessibility, and acceptability. While this 
description became quite popular, it was criticized for failing to provide 
solutions or even raise the key questions [38]. Other studies have 
identified a large number of dimensions and related parameters [41,42], 
though such approaches may pose methodological risks [43]. 

2.3. Overlap between energy security and resilience 

The overlap between energy system resilience and energy security 
concepts is evident though identifying the commonalities and differ
ences exactly is difficult given the blurriness of both concepts. Within 
the context of broader energy security definitions, resilience is often 
considered as one of the energy security aspects [35,38,39,47,57]. 

In reference [1] both concepts were directly compared stating that 
the differences are subtitle, mainly in the severity of impact and means 

of evaluation – security against “credible” contingencies measurable at a 
single state, resilience against high impact and rare unexpected events 
measurable only considering all phases of disruption. This is consistent 
with the observation that resilience literature tends to focus on extreme, 
unexpected, or unknown threats regardless of the occurrence likelihood 
[1,10,51]. Also, by comparing multiple definitions it is easy to observe 
that resilience explicitly refers to a possible response to threats 
(endurance and recovery), while the security concept does not. 

In this paper, the distinctions between the security and resilience 
terms are considered not critical and these could be used interchange
ably unless there is an explicit reference to resilience specific concepts, 
primarily surviving and rebounding from a disruption event. 

2.4. Related concepts 

Other commonly used concepts in literature on energy system 
resilience include reliability, robustness, risk, stability, survivability, 
flexibility, agility, fault tolerance, and vulnerability. Many of these also 
suffer from differing definitions and are often used interchangeably. 
Reliability and robustness were found to be the most commonly 
mentioned concepts directly compared to resilience in multiple sources. 

Reliability is compared with resilience in [1,10,11,17,50,51] with 
main distinguishing themes being time dependence, severity, and like
lihood of threats addressed. All sources distinguish reliability as a static 
concept with time-averaged metrics from resilience, which addresses 
dynamics during a disruption event. Many of these papers describe the 
focus of reliability as operation within desired system state boundaries 
under high probability threats, while the resilience focus is described in 
terms of less likely threats that knock the system outside the desired 
system state [10,17,50,51]. 

Robustness is compared with resilience in [11,39,57]. Arghandeh 
et al. [11] relate robustness with the strength of the system to perform 
under designed conditions. However, strength without flexibility, which 
is concerned by resilience, can lead to fragility and severe system fail
ures once outside the designed conditions. Cherp and Jewell [39] 
described robustness and resilience as two perspectives of energy se
curity. The robustness perspective was linked to technical failures of 
energy systems under engineering and natural science disciplines, 
whereas the resilience was linked to energy market liberalization under 
economics and complex system analysis disciplines. Gracceva and Zen
iewski [57] further specified robustness as a system property to deal 
with threats on time scales longer than the investment cycle and flexi
bility as a system property dealing with threats on short to medium 
(hours to months) time scales. 

Definitions on stability, vulnerability, and risk have been discussed 
in [11]. Definitions for fault-tolerance, survivability, and agility are 
briefly introduced in [51]. 

3. Means for assessment 

Given the large number and abstract nature of energy system resil
ience definitions, it is not obvious what indicators, let alone models, 
should be used for a qualitative or quantitative assessment. Resilience 
assessment is further complicated by being a system characteristic. 
Resilience as a characteristic of the system is often influenced more by 
the system structure, relationships and interactions between different 
components rather than by the performance of the individual compo
nents of the system [50]. Resilience also depends a lot on the type of 
disruption so much so that increasing the resilience of the system against 
one type of threat can reduce the resilience to other types of threat [11, 
44,58]. Thus, it may be better to consider a set of threat specific re
siliencies instead of just general resilience. On the other hand, many 
generic characteristics which make the system resilient against a wide 
range of threats are known from various fields, where the resilience 
concept is used [40]. These characteristics include: redundancy, func
tional diversity (often more important than redundancy), adequate 
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adaptability (as appose to optimality), firebreaks (the capacity to island 
subsystems within networks to stop the spread of attacks or failures), 
and disorder [40]. The latter part of this section presents generic (i.e. 
threat and system independent) indicators, models, and methods for 
energy system resilience assessment found in the literature. Many 
resilience indicators are based on resilience curve, which is presented 
first. 

3.1. Resilience curve 

System resilience is often described by its performance changing in 
time from a disruption event over several phases in so-called resilience 
curve [1,10,12,17,18,20,51,59–62]. A schematic representation of such 
performance dynamics is summarized in Fig. 2. Basically, the system 
performance is reduced after the disruption event hits the system and is 
restored afterward. The real system performance dynamics in such a 
case can be very complicated and is therefore approximated by several 
distinct phases. In the disturbed state not only the system performance is 
decreased, but also its resilience, i.e. the system becomes more vulner
able to other attacks. Mathaios et al. address this by distinguishing 
power systems operational resilience (indicated by share of power load 
served) from infrastructure resilience (indicated by share of powerlines 
online) [20]. However, alternative indicators may be more suitable or 
additionally needed depending on system and threat, especially if 
non-physical infrastructure aspects are relevant. As another example, 
Erker et al. proposes a set of quantifiable indicators in combination with 
abstract values like community believes and attitudes [44]. Thus, the 
selection of indicators for system performance or system resilience may 
be a complex issue, similar to issues of selecting resilience [63] and 
security [36,57,64] indicators. During extreme disruption events when 
damage is unavoidable the main objective becomes minimizing that 
damage. Controlled and prioritized performance degradation can aid in 
this regard [1,59,61] and could be viewed as a strategic “retreat” in 
system functionality. Such “retreating” relies on system modularity, 
ability to operate without whole segments of the system where impacts 
of system damage are isolated [12,40]. Here modularity should not be 
viewed narrowly only within specific physical infrastructure (i.e. 
decentralization of power production supply side) as an ability to 

operate when surrounding systems (e.g. digital control platforms [65]) 
fail may be as important. Right after the end of disruption, the imme
diate objective is to restore the system as quickly as possible. This in
volves replacing, fixing, and rebuilding damaged system components. 
Replacement requires spare components to be available, but allows 
quick restoration, especially if these components are not just stocked up 
in warehouses but are already deployed presenting a reserve capacity. 

3.2. Indicators 

Many resilience indicators appear to be a proxy of the resilience 
curve, namely height, width, area, or some combination of these three 
for a certain phase or system performance level [20,51,61,66,67]. Some 
of these proxies for a specific type of system and threat are linked to the 
specific characteristics of system components. For example, in absence 
of cascading failures, the magnitude of a power system’s performance 
drop during a windstorm is largely determined by the fragility of the 
powerline poles as a function of the wind strength [20,68,69]. Such links 
enable assessments that do not require complex system models. Linking 
of the dynamic system characteristic proxy with the system component 
technical characteristics appears to be similarly used for flexibility, 
another increasingly important energy system characteristic. Instead of 
resilience curve, system flexibility information is largely contained in 
the residual demand curve. For example, high and tilt in the daily re
sidual demand increases and decreases for the systems with a large share 
of solar power and provide information on the ramp up and down ca
pacity and its rate requirements [70]. This suggests that experiences in 
attempts to quantify flexibility seem particularly relevant for resilience 
quantification. Despite the convenience of proxy-based indicators, there 
is an inevitable loss of information that resilience or residual demand 
curves contain. Given the possibility to measure dynamics for residual 
demand or resilience curves retaining this information would enable a 
more comprehensive and possibly more insightful representation of the 
system resilience. Thus, more mathematically sophisticated approaches 
with consideration of trade-offs between ease of use and retaining in
formation seem a promising avenue for energy system resilience quan
tification improvement that was not found in the literature. 

Resilience indicators that do not refer to parameters of a resilience 

Fig. 2. Resilience curve showing the system performance in time during the disruption event.  
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curve nonetheless correspond to a certain phase of disruptions. A large 
number of such metrics corresponding to the four disruption phases has 
been generated by Roege et al. for physical, information, cognitive, and 
social aspects of energy systems [13]. Connection with the disruption 
phases is also maintained in most of the indicators that include addi
tional dimensions, most notably space and uncertainty. The spatial 
location of the disruption indicators is used for defining system perfor
mance with the help of network concepts like closeness centrality or 
simple heuristics like a sum of demand among accessible nodes [51]. 
Uncertainty dimensions can be accounted for by stochastically modeling 
at least one of the variables with an otherwise deterministic formula. 
However, some formulations define system resilience as a probability of 
something, e.g. probability that disruption will not reduce system per
formance more than a specified amount and will not reduce it for a 
longer period than specified [51]. Apart from the link to a disruption 
phase, these indicators are very similar to energy security indicators for 
which the literature is more abundant. Common practices for security 
indicators such as aggregation into complex indexes and knowledge of 
associated methodological issues [71] may apply to resilience 
indicators. 

3.3. Models and methods 

Presented indicators for existing systems can be obtained using his
torical data and for future systems using a multitude of methods from 
various fields. Several papers present extensive lists of assessment 
methods grouped in different ways. Hosseini et al. present an extensive 
list of previously mentioned indicators, quantitative frameworks and 
qualitative models for assessing engineering system resilience [51]. 
Qualitative conceptual frameworks provide lists of categories, steps, and 
aspects for resilience evaluation. They resemble similar points covered 
in energy system resilience definitions, though in higher detail. Quan
titative models include system structure-based models using optimiza
tion, simulation, and fuzzy logic approaches. Wang et al. review 30 
models for power and natural gas networks from a resilience perspective 
[72]. These models are grouped into optimal operation, topological 
network, agent-based, probabilistic, and other modeling approaches. 
Among these categories, the optimal operation models are most widely 
used, but rarely simulate disruptions. Topological network models 
represent real network topology with simplified power flow represen
tation that sometimes leads to overly optimistic results (e.g. there is no 
possibility of cascading failures). Agent based models provide a possi
bility to model interconnected systems, which is becoming increasingly 
relevant. Probabilistic models are used to capture uncertain character
istics of system failure. Among probabilistic models the Monte Carlo 
method is common. Månsson et al. present strengths and weaknesses 
with examples of methodologies for energy security evaluation from 
fields of economics, engineering, system studies, and natural sciences 
[50]. Månsson et al. stated that despite the abundance of methods 
important gaps remain, especially for assessing future threats. To 
address these gaps, more work is needed to better represent the evolu
tion of threats and their effect on system development, and comparison 
of different energy carrier’s supply chains. 

Among models for physical energy systems subject to disruptions 
statistical and simulation methods can be distinguished [16,73]. Sta
tistical methods rely on damage assessments of historical disruption data 
quality. They can be very accurate in aggregate for types of disruptions 
that are frequent and already have a long historic record [74]. However 
they are difficult to extend for disruptions without historic precedent 
and they do not explain the mechanisms of damage. Knowledge of the 
damage mechanisms can be improved through simulation models, 
which replicate the disruption and system response. Representation of 
the failure and restoration processes is a necessary requirement in bot
tom up type models to capture the resilience as an emerging system 
quality [75]. Such simulations can be done by modeling the failure (and 
later restoration) for individual system components using fragility 

curves (see Fig. 3) that show the failure probability based on the in
tensity of an environmental parameter (e.g. wind gust speed). Fragility 
curves were originally developed for modeling building failures during 
earthquakes, but are increasingly used for power grid component fail
ures during windstorms [68,69,76,77]. A fragility curve for each type of 
component can be constructed using historical failure data, simulation, 
physical characterization, or expert knowledge. Multiple fragility curves 
are needed to accurately represent the impact of different environmental 
parameters. While power lines have distinctly only two states (working, 
not working) other components may have partially damaged states. 

Considering the large number of assessment approaches presented 
above, one should note that the ultimate measure of resilience models 
and indicators is their usefulness in guiding planning for resilience [51]. 
Likewise, the ultimate measure of energy systems is their impact on 
everyday life [51]. 

4. Threat landscape 

Energy systems are exposed to numerous threat types, mitigation of 
which requires different and sometimes contradictory measures. System 
changes that improve resilience against one threat may be completely 
ineffective or even decrease resilience to another threat. This indicates 
that the development and operation of energy systems which ensures 
their resilience depend on knowledge about a broad landscape of 
threats. However, even a rough overview is hard to make comprehen
sively, especially for different energy sectors, non-physical aspects, and 
threats with characteristics without historic precedent. Fig. 4 presents 
an attempt to provide a simple and grounded framework for mapping 
the landscape of major threats to energy systems integrating various 
perspectives, categorizations and characterizations of energy system 
threats discussed in the literature. This framework is based on the basic 
concepts of the system, its environment, and interaction between parts 
of the two. Threats to energy systems (an extensive list of possible 
threats by threat source can be found in [5]) originate either from inside 
the system or from the surrounding environment, while the environment 
itself can also be disrupted by the energy system. The energy system is 
presented as a set of overlapping, but distinct layers including all sectors 
and parts of the supply chain. 

Comprehensive mapping of the current threat landscape requires 
detailed consideration of all framework aspects for the existing system. 
For future threats, comprehensive mapping requires additional consid
eration of framework aspects for the system and its environment in their 
assumed evolution scenarios. Current expectations about the energy 
transition should be treated with caution, acknowledging uncertainties, 
especially in case of major failures. Even if energy systems evolved as 
expected, extrapolating the evolution of current threats may be insuf
ficient as changes in scale can lead to changes in the nature of threats. 
Generally, new energy sources, technologies, and sector practices 
replace rather than eliminate energy system vulnerabilities [56,79]. 

The following discussion in this section presents major examples of 

Fig. 3. Fragility curve of an energy system component.  
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threats found in the literature focused on broader coverage of energy 
systems. This undoubtedly leaves out threats discussed in literature 
focused on specific energy system parts and aspects. However, 
comprehensive coverage of the landscape (all relevant technologies, 
sectors, layers, threat aspects) and its evolution (e.g. due to major 
technological and structural sector changes) is outside the scope of this 
review. 

4.1. Environment and its interaction with energy system 

Performance of energy system shapes and is shaped by its environ
ment. Energy system impacts on its environment is a direct concern to 
resilience of systems composing that environment. The same impacts 
affect energy systems only indirectly and thus it is not clear if these 
impacts should be considered as energy system resilience concerns. 
While certain indirect impacts can be among the major threats to an 
energy system (e.g. climate change) or major justifications for funding 
measures to enhance energy security (e.g. high cost of lost load [80], air 
quality impacts to health [81]) some distinction should be made to avoid 
confusion and excessive securitization. After all, the issue does not have 
to be part of the energy system resilience concerns to be important and 
worth proper resources for mitigation. 

The natural layer of environment presents major threats to energy 
systems in form of extreme weather, space weather, and geological 
seismicity events [5,16,82]. Extreme weather events are responsible for 
most of the disruptions in the energy supply, while rare extreme space 
weather events represent potentially the most catastrophic damage. 

The human layer of environment refers to human systems of any type 
as long as they are outside the energy systems. Probably the clearest 
distinction within this layer can be made between national and subna
tional actors. National actor threats to the energy sector are of geopo
litical nature. They represented the core theme of traditional energy 
security until social and environmental concerns started to gain prom
inence in the 2000s [35,38]. On a subnational level, a large number of 
actors can represent a threat to energy system resilience. Separatist 

movements, organized crime and terrorist organizations can physically 
sabotage energy infrastructures, kidnap personnel and use other means 
to disrupt normal operation of energy systems [5,83]. On the lower end, 
individuals can engage in energy and equipment theft [5] or oppose 
various energy system development projects either by driving up their 
costs or prohibiting them completely (“not in my back yard” phenom
ena) [35,41,84–87]. More recently, digitalization has enabled cyber
attacks which could be made by almost any actor though sophisticated 
attacks would require considerable resources [4]. Growing possibilities 
for causing a lot of damage by disrupting energy systems and the po
tential growth of adversaries to do so is indicated by a growing, but still 
a small number of malicious disruptions [5]. 

4.2. Energy system 

The framework distinguishes five energy system layers that affect 
each other with failure in one exposing others to additional damage. 
Three layers are discussed in this subsection with the remaining physical 
and digital layers covered in higher detail later in the paper. The 
physical layer that refers to the physical infrastructure of all energy 
sectors and parts of a supply chain is discussed in Subsection 4.3. Cyber 
threats for the digital layer that refers to hardware and software infra
structure for monitoring, communication, automation, and remote 
control are discussed in Section 6. 

4.2.1. Institutional layer 
The institutional layer refers to public institutions governing the 

energy system by setting and enforcing policies and regulations. These 
institutions essentially set the rules for the development and operation 
of other layers and thus play a key role in determining the resilience of 
the whole system [83,88,89]. However, this is far from a trivial task in 
complex energy systems. 

Properly functioning institutions aim to govern complex systems 
timely, efficiently, and consistently in face of high uncertainty. Time 
constraints set by climate change mitigation efforts are relevant not only 

Fig. 4. Framework for mapping landscape of threats to energy systems. (Icons are from flaticon.com).  
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for the decarbonizing the energy sector, but also for diversifying econ
omies of petrostates and ensuring the competitiveness of any country in 
the future economy, where new energy sources are expected to play a 
significant part [90]. Additional requirements are set by technological 
developments that enable new modes of operation (e.g. storage and 
demand response) and vulnerabilities (e.g. to cyberattacks). Even 
currently well performing institutions may fail in changing conditions 
due to so-called institutional inertia, i.e. inability to change established 
expertise, processes, and incentive structures. In extreme mismanage
ment cases, countries may become poorer after the discovery of valuable 
resources experiencing the so-called resource curse. Policy in
consistencies and discontinuities are particularly detrimental for capital 
intensive markets like nuclear and renewable [91] energy, lengthy 
technology research and development [92]. However, the success of 
long-term policies depends on the knowledge about future de
velopments, uncertainties of which can only be partially addressed. 

While various energy system analysis techniques can significantly 
improve the understanding of future developments, there are limits to 
analytical learning. For example, scenario analysis is feasible only for 
few scenarios while the presence of only a few unknown variables can 
lead to thousands of plausible scenarios [93]. Proper consideration of 
such limitations is arguably as important as studying the observations 
themselves. Many energy system models use simplifications that 
severely limit the applicability of their results to real systems [94]. 
However, such studies, especially in presence of incentives for result 
hype and politicization, can be taken as a basis for major policy con
siderations [95]. In other words, there is a risk of energy system studies 
(used outside their scope of applicability) providing a false sense of 
confidence that could endanger not only advocated changes to energy 
systems but also current system functionality. In fact, the existing se
curity of energy systems is not given and may need additional mainte
nance measures just to maintain current performance. This includes not 
only physical infrastructure, but also fewer tangible aspects like quali
fied workforce, governing institutions, and public support. 

4.2.2. Market layer 
The market layer refers to diverse public and private actors that 

control the operation and development of energy systems. Examples of 
major risks in this layer include under-investment or over-investment, 
time or sector-wise inconsistent development, overoptimization, and 
outright market manipulation. Under-investment into new capacity is 
particularly problematic in face of fast demand growth or decom
missioning of old capacity. While the capacity adequacy traditionally 
has concerned developing countries lacking capital, now it may also 
concern developed countries aiming to close fossil fuel and nuclear 
power plants quickly without providing sufficient incentives for in
vestment in alternative technologies [96]. The capital intensiveness of 
renewable and nuclear energy technologies requires patient investors 
which are complicated by the so-called tragedy of the horizon, i.e. 
short-term focus in the financial analysis [97]. The opposite problem of 
over-investment can strand capital intensive assets [90] and raises costs 
to final consumers. Cost increases can be further exacerbated by 
inconsistent development in time, i.e. business boom and bust cycles. 
Furthermore, inconsistent development among system sectors (e.g. 
renewable energy capacity outgrowing the capacity of the grid [3]) may 
even create security concerns. Aims to optimize the system can also be 
pushed too far. Efficiency improvement as the major argument for 
pushing power sector privatization and deregulation could be ques
tioned in major disruptions such as exceptionally cold weather creating 
system-wide power shortages for few days in Texas 2021 [98]. During 
these few days spot market prices rose so much that producers still able 
to generate electricity collected $44.6 billion, worth their 3-year annual 
income [99]. Overall economic damage for the state from this extreme 
weather event range up to $130 billion [100]. Another example of 
disruption costs exceeding the yearly system costs include manipulation 
of the newly liberalized power market in California in 2000–2001 that 

resulted in the state spending an additional $42 billion (in comparison 
the total energy costs in the Californian wholesale power market were 
$7.4 billion) [101]. Looking forward some of the market risks posed by 
the energy transition to renewable technologies concern intellectual 
property and manufacturing capacity, potentially with even higher 
market concentration than in the current energy industry [90]. 

4.2.3. Human layer 
The human layer refers to the energy sector employees and cus

tomers. Employee-related risks include unintentional and intentional 
damage to systems accessible by an employee, and workforce shortages. 
Unintentional damage can be direct (operation mistakes) or indirect (e. 
g. mismanagement of security credentials). Intentional damage refers to 
insider risk that is extremely dangerous in the case of nuclear power 
[102]. Workforce shortages not only increase costs and decrease the 
innovativeness of energy companies, but also have the potential to shut 
down services altogether. In case of e.g. epidemic, famine or military 
conflict significant share of the specialized workforce could be lost 
without the possibility to replace it quickly. Consumer-related risks 
include energy theft, consumer manipulation, and social acceptance. 
Consumer manipulation has not yet been a significant concern, but 
could become such with growing smart grid capabilities [103]. Social 
acceptance must be maintained for long periods if major developments 
such as energy transition are to be achieved. However, the acceptance of 
such developments depends on many factors, including scale and 
duration (e.g. size and duration of subsidies needed), and major failures. 
Major failures of new technologies can quickly turn the public opinion 
even if the failure occurs in a different country as was the case with 
nuclear power. Social acceptance research in the energy field mostly 
focuses on “not in my back yard” phenomena (even though it is a con
tested concept) in technology and research field-specific ways [104]. 
Recently this research started to shift from political to psychological 
aspects and from one technology (mostly wind) to broader systems 
[104]. 

4.2.4. Energy system as critical infrastructure 
A supplementary approach for mapping threats to the energy system 

by analyzing its parts could be studying it as critical infrastructure (CI) 
and common threats posed to it. As with the previously discussed terms, 
there is no universally accepted definition of critical infrastructure. In 
general, more developed countries tend to have a longer list of infra
structure systems labeled as critical [105]. However, energy and espe
cially electrical energy systems are almost always considered critical. 
Furthermore, most if not all CIs are reliant on an uninterrupted power 
supply. 

High interdependency that produces complex behavior is charac
teristic of CIs. Processes that seem linear are likely to be complex when a 
broader context with coupling to other infrastructures and environment 
is considered. Infrastructures can be interconnected physically, digitally, 
geographically (one facility is close enough to another to cause damage 
in case of failure), logically (e.g. power market link to the physical 
power supply). Modeling such complexities is not trivial as simple 
hooking of different models technically constrained (linking is not al
ways possible due to model specific assumptions or data inconsistencies) 
and emergence behavior is rarely captured. As a result, infrastructure 
failures in modern societies rarely result in isolated incidents. Even a 
single failure in the power system may affect large areas, including areas 
over multiple countries. The continued growth of interconnectedness 
between systems forming systems of systems without a single owner or 
operator, that improves efficiency and convenience at expense of 
increasing vulnerabilities and cascading failure risks [106,107]. 

4.3. Physical layer 

The physical layer refers to the physical infrastructure of all energy 
sectors and parts of the supply chain. The commonly used division along 
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supply chains is between supply and demand sides [108]. 

4.3.1. Supply side: primary energy 
Supply security of oil was the initial focus in energy security viewed 

through the geopolitical sovereignty perspective [39]. The main oil se
curity concerns involved import dependency (share of imports and op
tions to choose a supplier), reliability of oil supplying countries, and 
security of transit routes [39,50,80]. The security of transit routes pri
marily involves the security of key chokepoints in main marine routes 
[50,90]. The main measures to increase oil security concentrate on 
increasing the upstream oil resource and extraction system control, 
diversification (more suppliers or more fuels other than oil), and 
emergency stock capacity [39]. Security issues of natural gas (NG), 
which emerged later, are similar but with a more regionalized market 
(which is now converging due to the spread of transportation in the 
liquefied form [109]) and higher importance of transportation by 
pipelines. Coal and uranium are more readily available and their supply 
is usually not considered a security concern. 

Expected growth of variable renewable energy (VRE) would shift 
system vulnerabilities from stocks to flows [56,90], however, continued 
use of NG or uptake of sustainably produced chemical fuels such as 
hydrogen would retain many existing energy security considerations. 
From a resilience point of view, it is far from obvious if the electrification 
of energy supply is even desirable if chemical fuels could be produced 
sustainably and economically on a large scale. Other energy services are 
already dependent on uninterrupted power supply (e.g. pumping of NG, 
liquid fuels, hot water in district heating systems), but further electri
fication could remove important delays between a power outage and 
effects in other sectors and may reduce options for emergency opera
tions. The geographical distribution of renewables is wider, but still 
unevenly spread. This suggests reduced rather than eliminated de
pendency on imports as many renewable studies tend to assume [56]. 
Also, the increasing competitiveness of renewables is not set in stone - 
there are limits to economies of scale and there is the possibility of 
technological breakthroughs not only in renewable but also in fossil fuel 
technologies. While the fossil fuel industry is old and matured, recent 
growth in shale gas is a concrete example of additional possibilities. 
Development of an economic way to extract shale gas outside of North 
America or more abundant carbon hydrates [110] may decrease the 
fossil fuel cost and reduce the support for renewables in countries where 
import dependency is a major driver for transition. 

4.3.2. Supply side: energy conversion technologies 
Traditionally, the major concern related to energy conversion tech

nologies has been their security against extreme weather events and 
technical failures. Such threats have often been treated through a 
technical robustness perspective [39] and addressed with infrastructure 
hardening and capacity reserves. Specific security concerns with nuclear 
power have been an important factor for decreasing public acceptance 
and increasing the costs of this technology [111]. While technical as
sessments may indicate a low probability for nuclear accidents, nuclear 
power is subject to unexpected natural, institutional and other risks, 
most famously illustrated by the accident in Fukushima, Japan [112, 
113]. 

Currently, power systems show increasing vulnerability to weather 
variability [3,96], market variability (origin of resilience perspective in 
energy security studies [39]), and disruptions in other systems [6]. 
Energy systems with increasing shares of VRE such as wind and solar 
power are subject to larger and longer-term weather variations [114], 
which will require major changes in physical infrastructures and market 
mechanisms introducing new risks. Further cross-sectorial integration 
increases risks of cascading failures over multiple sectors [6] that can be 
partially mitigated by the addition of firebreaks. The development of 
energy storage addresses these issues and was shown to improve energy 
security, though the level of improvement depends a lot on storage 
technology [85]. 

Further growth of renewables would undoubtedly increase the de
mand for certain materials while implications to the energy system seem 
more nuanced. Rare or critical materials needed for renewable tech
nologies may be concentrated in fewer countries than fossil fuels are 
today, though material supply risks could be mitigated with increased 
availability and quality of substitutes as well as increased recycling [56]. 
Furthermore, R. Hoggett compared solar and nuclear supply chains 
concluding that smaller-scale technologies have shorter and more secure 
supply chains [115]. However, a frequent portrayal of renewable tech
nologies as small scale with low vulnerability to single-point failure risks 
could be scrutinized. Renewables are also subject to economies of scale 
which suggest that a significant share of renewable power production 
capacity will be in sites with an as large or even larger capacity than 
many existing fossil fuel plants [56,116]. Similarly, another frequently 
mentioned benefit from increasing the share of renewable energy, 
increasing diversification occurs only when renewables are not domi
nant sources in the system. 

4.3.3. Supply side: transmission and distribution 
Electricity transmission and distribution networks are growing in 

size connecting countries and regions driven by economic and geopo
litical reasons. This raises risks of cascading failures in larger systems [6] 
and geopolitical concerns of dependency on neighbors. Emerging de
pendencies in the power sector seem to have similar characteristics to 
NG pipeline networks. However, given the mutual balancing needs and 
local (though more expensive) production options for an electricity 
importing country, the exporter-importer relationship is expected to be 
more symmetrical [117]. Examples of developments that may have 
major geopolitical impacts include the Chinese global energy networks 
the “Belt and Road Initiative”-project and the “Global Energy Inter
connection”-project. The potential implications of the future Chinese 
infrastructure developments have even been compared to the US pro
tection of sea lanes in the past [90]. The capacity of electricity systems 
would also need to grow several times if electrification is applied as the 
main means for economy-wide decarbonatization. 

Electrifying other energy sectors allows utilizing large amounts of 
wind and solar technologies which have advanced significantly in recent 
years at the cost of losing unique and in some aspects superior qualities 
other energy vectors provide to the system [118]. For example, the NG 
network can transport a higher amount of energy (a typical NG pipeline 
can have up to 40-times higher transfer capacity than a typical elec
tricity transmission line) over long distances without losses and store 
energy amounts to cover months of regional demand [119]. In both the 
EU and US more energy is transferred via the NG network than the 
electricity grid [119]. Additional arguments for maintaining the NG 
infrastructure include the role of NG for balancing VRE supply [120]; 
possibility to convert it for transporting sustainable gases such as 
hydrogen; use of least carbon-intensive fossil fuel in hard to electrify 
sectors. On the other hand, NG is still a fossil fuel that must eventually be 
phased out or combined with carbon capture and storage technologies if 
climate objectives are to be achieved. Thus, prior arguments could also 
be viewed as fossil fuel industry excuses to continue using it. Further
more, embracing NG as a transitional technology contains a risk of 
creating mid-transition lock-ins. While the net value of phasing out of 
coal and oil may be less ambiguous, some important system qualities 
may be also lost. 

4.3.4. Demand side 
Demand side measures have a high potential of making the overall 

energy system more efficient, flexible, and resilient at relatively low 
costs. However, tapping into this potential requires dealing with 
increased complexity and less well-established structure even in the 
physical layer [108]. Furthermore, the rise of prosumers (consumers 
which also produce some energy) and energy storage [4] is blurring the 
line between supply and demand. 

One major demand-side threat to energy system resilience within the 
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physical layer is the decreased diversity of final energy forms. For 
example, electrification of the heating and transportation sectors makes 
electricity disruptions much more costly. However, this issue has not 
been addressed in the literature. 

4.3.5. Energy storage 
Energy storage allows to balance both inherent and disruption- 

induced supply-demand disbalances. Thus storage both inherent to the 
system and specifically in-built storage capacity typically have a positive 
effect on the resilience. Of course, new facilities come with a cost 
without necessarily providing additional functions to the system and 
may also introduce new points of failure. Energy can be stored at various 
points of the energy system on the supply and demand sides and thus 
should be considered as another aspect throughout the whole supply 
chain with a focus on dominant energy vectors in the system. 

Currently, the dominant coal and oil can be stored in their original 
form while NG requires facilities where it can be compressed or liqui
fied. The need for oil reserves was most notably exposed by the oil- 
embargo from the major oil-exporting countries in 1973–1974. This 
caused a significant shock to developed countries, which later led to 
building national reserves and forming the International Energy Agency 
to coordinate this [121], which remains one of the core responsibilities 
of the organization [53]. Given the more regional nature of NG, its 
supply has not experienced disruptions on the scale the oil supply has. 
However, there were major regional NG disruptions such as 19-day-long 
shut down of NG gas supply from Russia to Ukraine in the winter of 2009 
that also transports a significant portion of NG to other countries in 
Europe [122]. The more recent example of NG supply disruption in
cludes NG shortage for 31 GW power production capacity due to 
freezing in Texas 2021 [98]. While large-scale NG storage requires 
capital-intensive infrastructure and suitable geology, the European 
Union countries have 86 billion m3 storage capacity [123], which cor
responds to around one fifth of the annual demand [124]. The operation 
of pipelines and storage facilities for both oil and gas depends on un
interrupted power supply. This also applies to automobile fuel stations. 
On the other hand, on-demand electricity production depends on fossil 
fuel stocks as electricity storage is negligible compared to the fuel stock. 
97% of the electrical capacity that does exist is in the form of pumped 
hydro [85]. The remaining 3% are composed of compressed air, thermal 
and electrochemical storage types. However, electrochemical storage, i. 
e. batteries, may have higher relevance for security by providing 
emergency supply to communication infrastructure [125]. 

The expected higher role of VRE in the future would significantly 
reduce the inherent storage provided by fossil fuels, part of which would 
need to be replaced somehow. Part of the new storage capacity needed 
could be gained from the inherent heat storage capacity of buildings and 
electrified transport through sector coupling. Regarding additional 
storage requirements, both power and energy capacities [85] should be 
considered. However, the current focus is only on the former, e.g. IEA 
projects batteries to be the fastest growing source of flexibility in power 
terms for the next 20 years [126]. Batteries could be used in many ways 
to improve system resilience, e.g. distributed near or at households 
would lower the vulnerability to grid failures. However, batteries due to 
high costs of the storage medium are unlikely to become economical for 
long-term storage, which would be needed in VRE dominated systems 
[120]. Retaining fossil fuel use just enough to cover seasonal shortages 
would greatly simplify the challenge, but it would not be consistent with 
the climate mitigation goals in a long term. Pumped hydro and com
pressed air storages are also unlikely to be used as seasonal storage – 
while the storage medium (water or air) is cheap, it has low energy 
density and requires large-scale infrastructure. This leaves chemical 
fuels such as hydrogen as an option, which is typically considered for 
long-term electrical storage [123,127,128]. Both the possibilities of 
using some fossil or sustainable chemical fuels would suggest that some 
of the existing storage issues would remain far into the future. 

4.4. Threat characteristics 

Given the number of possible threats to the energy systems, there is a 
need to determine which of these are of the highest relevance and how to 
prepare for them. One way to proceed could include filtering potential 
threats using various characteristics. Winzer et al. [37] proposed a 
framework to prioritize threats to energy systems according to the 
severity of the criteria shown in Table 2. Most of these characteristics are 
self-explanatory – faster, bigger, longer, or more widely spread disrup
tion will affect the system more severely. The duration of disruption is 
rarely specified though it could be assumed to range from a few seconds 
to several days, considering the type of disruptions typically concerned. 
There are, however, disruptions with much longer duration (e.g. 
droughts, trade embargos, technological breakthroughs [5,57]). The 
frequency of disruption becomes relevant when the system does not 
have enough time to recover its level of resilience [44]. Multiple con
tingencies in a short period are unlikely, but they are possible [129]. 
Frequent disruption events are much more likely when there are link
ages between these events. For example, a malicious attack could be 
specifically timed after a natural disruption event that has damaged the 
system. The last characteristic in Table 2, the sureness, distinguishes 
disruption events according to information available about them. The 
less is known about the event the more relevant resilience concepts 
become. 

5. Weather-driven threat 

While literature tends to focus on the impacts of energy systems on 
the environment [14,21,130], energy systems themselves are among the 
most vulnerable systems to environmental changes [131,132] and 
weather extremes. Fig. 5 maps out the landscape of weather-related 
direct threats to energy systems accounting for weather parameters, 
the typical duration of the disruption, and the type of the impact. This 
landscape representation is limited in the following ways:  

• The typical duration of the threat is indicative only;  
• Climate change includes only threats from changes in typical 

weather excluding extremes, even though the changes in frequency 
and intensity of certain extreme weather events could be the major 
impact of climate change [73,133];  

• Indirect impacts on energy systems through other systems such as 
oceans and cryosphere (e.g. sea-level rise impact), biosphere (e.g. 
biomass use for food versus energy) are excluded;  

• Only broad weather-related threats are discussed. 

5.1. Extreme weather events 

Most of the energy system disruptions are caused by extreme weather 
events (EWEs) [5,16]. EWEs refer to an occurrence of weather with 
specific meteorological parameters close to the upper or lower bounds of 
historical data for a certain period [58], i.e. they are rare. EWEs fore
most affect the physical layer of the energy system (Fig. 2) in a specific 
geographical area. Most of the weather-related disruptions in power 
systems are due to storms [5,16,18]. Heat waves, droughts, and floods 

Table 2 
Threat characteristics and their possible types [37].  

Characteristics Types 

Speed Constant/Slow changes/Fast changes 
Size Impeding change/Small change/Phase change 
Sustention Transitory/Sustained/Permanent 
Spread Local/National/Global 
Singularity Unique/Seldom/Frequent 
Sureness Deterministic/Stochastic/Heuristic/Unknown  
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may also cause damages to energy systems. From the resilience analysis 
point of view, these can be viewed in the same way as storms. The risk of 
mechanical damage of equipment under thermal stress exceeding the 
design temperature range of equipment may need different analysis, but 
it is not considered here. For longer-term weather extremes, resilience 
improving measures are slightly different and are discussed separately 
together with climate change issues in Section 5.2. 

From a resilience perspective, the defense measures for any type of 
threat should be viewed by distinguishing the different phases of 
disruption, i.e. following the resilience curve (Fig. 2). Given the large 
number of historic cases, EWEs are arguably the most suitable disruption 
type for showcasing established defense measures throughout the 
disruption phases. 

Phase 0 – calm before the storm. Weather cannot be reliably 
forecasted for more than a few days. Therefore all major preparations 
against disruptions need to be made based on historical data and esti
mates of specific EWE occurrence likelihood. Probabilistic methods for 
such estimates need to account for more extreme events than previously 
observed [78]. 

The most straightforward type of methods to improve resilience 
against EWE is the hardening of the physical infrastructure. Hardening 
refers to retrofitting and reinforcing physical equipment to make it less 
susceptible to hazards, primarily for wind, flying debris, and flooding. It 
includes equipment revitalization and reinforcement, undergrounding 
or elevation, relocation, the addition of duplicative components and 
water insolation, vegetation management (especially relevant to elec
tricity transmission and distribution grids) [16,17,62,134–136]. Many 
of the hardening techniques are very expensive limiting their economic 
viability to special cases for the most important, exposed, and 
yet-to-be-built system components [134,135]. Measures which are not 
cost-effective from the utility point of view may still be very economic 
when societal costs are considered [135]. However, even when a hard
ening measure is economic its impact on resilience against different 
threat types needs to be evaluated. For example, undergrounding of 
power lines make them impregnable to wind and surface debris, but is 
more expensive and lengthy if the line is broken by other causes such as 
earthquakes [136]. 

Other methods to increase resilience include changing system to
pology (e.g. decentralized and interconnected systems are significantly 
less vulnerable to single-point failures), stocking of functioning repair 
equipment and spare parts, obtaining mobile units for temporary oper
ation, employing a sufficient number of repair crews, developing 
emergency strategies, and training personnel [1,16]. 

Phase 1 – early forecast. Once the forecast becomes available about 

an approaching EWE, newly obtained information can be used to change 
energy system operation to a safer mode. For example, the UK power 
grid operates in normal conditions with the N-2 requirement level 
(system has to be able to withstand the failure of the two largest com
ponents), and in bad weather conditions, the N-3 requirement level is 
applied [62]. 

Phase 2 – absorbing the hit. System performance and capabilities 
maintained at this stage are largely dependent on the preparation level 
of physical infrastructure and operating personnel. Another major factor 
at this stage is situational awareness, which can be significantly 
enhanced with digital grid capabilities [16]. Since most EWEs are over 
in a matter of hours, days at most, the shutdown of a large part of the 
system during this time to secure the equipment is an option. 

Phases 3–4 – power restoration. The extent energy services can be 
restored and the speed of this restoration depends critically on the type 
of damage and prior preparation including the presence of redundant 
elements in the system, remote control and automation capabilities, 
training of operating personnel. 

Phases 5–6 – infrastructure restoration. The pace of infrastructure 
recovery depends a lot on the availability of spare parts, repair crews, 
and remote monitoring capabilities, damage, and clog in the surround
ing environment (e.g. damaged bridges and trees on the road). Survived 
segments in more decentralized and interconnected systems can not only 
contribute to the overall system restoration but also may have an option 
to operate in island mode [16]. 

Phases 6–7 – adaptation. It is a common practice to rebuild 
damaged system components or to replace them with the same type and 
size components in the same place. This may not be optimal, especially 
in the case of large-scale damage in energy systems or systems 
consuming that energy [137]. If the restored level of system operation is 
satisfactory, actions are no longer so urgent and some alternatives can be 
considered. 

5.2. Climate change 

Climate change represents changes in typical and extreme weather 
conditions (precipitation, solar radiation, wind speed), which affect the 
performance of both renewable [21] and fossil-based energy systems. 

5.2.1. The basis for climate impact knowledge 
Climate change impacts on the energy sector and their implications 

to society have mainly been studied using integrated assessment models 
(IAMs). IAMs include several stages to model the future climate and 
direct effects to energy systems in which the climate and possibly 

Fig. 5. The landscape of direct weather-related threats to energy systems. Damage to the environment refers to damage to natural systems whose replacement by 
human-made systems will require large amounts of energy. 
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societal effects based on previously computed energy system change 
[132]. IAMs are limited by many simplifications and abstractions [138], 
climate data availability and quality [139], limited empirical validation 
[132], cascading errors and uncertainties adding up with each model 
stage [131], lack of representation for changing demand and available 
equipment, and geographical coverage (especially for large developing 
countries) [132]. Also, IAMs use high geographical, time, and technol
ogy aggregation in part due to data limitations, but also due to the need 
to obtain climate change trends with confidence [139]. The data limi
tations have noticeably been reduced in recent years [138]. Other areas 
of IAMs, where additional research is needed, include the integration of 
different disciplines on climate impact modeling, effects on the supply 
side, and impacts of stochastic EWEs [132]. 

5.2.2. Temperature 
On the supply side, the temperature affects the efficiency of thermal 

and solar power plants [73,138–140], cooling requirements [6], 
biomass output (length of the growing season, water availability, crop 
diseases) [140,141]. Low temperatures can lead to icing of equipment 
(e.g. 9–45% of the wind power downtimes in Finland may be due to 
icing [15]), or icing of sea cover with major implications to offshore 
operations. On the other hand, higher temperatures in permafrost areas 
can cause foundation stability issues for all large objects. 

In electricity transmission and distribution lines, a higher tempera
ture reduces the power transfer capacity and the efficiency as well as the 
earthing efficiency [73,140]. 

Some demand, most notably space heating and cooling, is highly 
dependent on temperature changes [132,139]. There is a consensus on 
an increasing cooling demand with increasing temperatures, but such a 
consensus for the change in heating demand has not been obtained [138, 
140–142]. The resulting demand changes impact not only the total en
ergy consumption but also the consumption seasonality and the 
preferred fuels (e.g. cooling is predominately powered by electricity 
while heating mostly utilizes other energy sources). 

5.2.3. Precipitation 
Precipitated water is used in upstream fuel treatment, power pro

duction in hydropower plants, cooling in thermal power plants, cleaning 
of solar panels, etc. In 2016 hydropower was the largest renewable en
ergy resource in the electricity sector accounting for 16.6% of global 
power production [143]. This production is subject to high annual 
variability. Dry years are a significant energy security concern to 
countries with high shares of hydropower [129]. Thermal power pro
duction relies heavily on water for cooling (e.g. 43% of the water de
mand in the European Union is used for cooling in power production) 
[6]. This creates a risk of losing a large portion of production in case 
access to water is limited. For example, during the heat waves in the year 
2009, one third of French nuclear power plants were shut down [6]. Due 
to the cooling water demand, power plants are often built near water 
sources, which puts them at risk of flooding [141]. 

The use of carbon capture and storage is also expected to increase the 
water demand [132]. Water is also needed for the cleaning of solar 
panels (an important constraint in dessert areas) [144]. Cloudiness af
fects the solar radiation and thus also the solar power output [139]. 
Water availability affects biomass growth and its quality. In contrast, 
wind power does not require water [145]. Most of the electrical energy 
storage capacity (>99%) is based on pumped hydro storage [123,128, 
146], which depends on water availability in open reservoirs. 

Significant amounts of energy are used for water transportation, 
treatment, and increasingly for desalination in the end-use side of en
ergy systems. The need for water may increase if natural water is 
replaced by transported water (e.g. south-north water transfer project in 
China [147]). 

Another important resilience aspect in water-energy system inter
action is the transboundary nature of large river basins (e.g. 40 out of 
110 river basins in the European Union are located in at least two 

countries [6]). Geopolitical implications of associated relationships are 
likely to intensify in case of water scarcity. 

5.2.4. Wind 
While extreme winds are among the largest hazards to power grids 

[5], typical wind speed characteristics almost exclusively concern wind 
power production. Possible wind speed changes due to climate change 
are already a major concern as they can affect the overall economics, 
suitability of specific sites, plant design, and operation strategy [15]. 
These changes could become a concern for power system stability given 
the expected growth of wind power, but this has not yet received much 
attention [21]. The number of studies on the effects of climate change on 
wind resources is ample, but they are subject to high uncertainties and a 
lack of agreement between results from different models [145]. The 
difficulties in these studies include the unclear extent to which local 
conditions need to be accounted for shaping the wind resource [21], 
lower accuracy of models in predicting wind climate compared to other 
meteorological variables [22]. Most existing studies report a change in 
annual wind power output variation to be less than 15% depending on 
the location [21,22,145,148]. 

5.2.5. Solar geoengineering 
While greenhouse gasses (mainly CO2) increase the global temper

ature by reflecting the earth’s outgoing infrared radiation, other gases 
and particles could do the opposite, i.e. reflect incoming solar radiation 
thus reducing the temperature. Such human-controlled global climate 
referred to as solar geoengineering could be done at relatively low costs. 
Due to the global mixing of the atmosphere, solar geoengineering cannot 
be limited to a particular location. Also, the pre-industrial temperature 
level is unlikely to be reached, nor would ocean acidification be stopped. 
Specifics on the physical implications of solar geoengineering are poorly 
understood. In addition to this, solar geoengineering presents major 
geopolitical risks including weaponization and misuse of geo
engineering, and disagreements between countries in the desired 
climate [149,150]. 

5.3. Space weather 

Space weather refers to conditions in our solar system created by 
energetic particles and subsequent magnetic fields released from the sun 
[151]. Space weather is generally calm, but occasionally extreme events 
occur [152] when high amounts of particles are released during solar 
flares. Fluxes of these particles can overpower the earth’s magnetic field 
and cause a geomagnetic storm in the earth’s atmosphere. Such a 
magnetic field can induce currents in power lines and physically damage 
electrical equipment. 

The most powerful geomagnetic storm recorded known as the Car
rington event happened in 1859 causing a 2-day failure of telegraph 
systems over Europe, North America, and some parts of Asia and 
Australia [9,153–155]. A much weaker solar storm was experienced in 
Quebec, Canada in 1889 causing a 9-h blackout [151,155–157]. 

A Carrington-type of event would be catastrophic for present power 
systems. Long transmission lines allow the induction of large static 
currents, which can damage connected infrastructure, especially trans
formers [151,153,158]. Generators may also be damaged if not 
disconnected in time [159]. Similarly, geomagnetic storms can induce 
currents in other networks such as digital communication, railways, oil 
and gas pipelines [159]. Unlike the other natural disasters, the effects of 
the major geomagnetic storm would be global and affect developed 
countries more than developing ones. As a result, spare parts, access to 
human and other resources from neighboring regions could be limited. 
Also, power restoration may become difficult and lengthy if major sys
tem components are damaged requiring their replacement [9,153,160]. 
Power shortage for even a few days could paralyze critical services like 
water supply, food refrigeration and distribution, health care (after the 
fuel in backup generators run out) [9,153,155,161], and longer-term 
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shortages could even affect food production [162]. 
Terrestrial weather storms occur much more frequently than 

geomagnetic storms. It is estimated that major Carrington-type of 
geomagnetic storms could occur around once in 150 years, whereas a 
Quebec-type of the storm could occur once in less than 40 years [155]. 

Efforts to minimize the impact of a geomagnetic storm include a 
better understanding of the physical phenomenon itself, observations on 
the solar activity, preparedness to shut down and disconnect equipment 
before the storm, and improving power grids’ physical resilience. The 
physical phenomenon of a solar flare causing geomagnetic storms is 
complicated and the current understanding is not yet adequate to make 
reliable forecasts [154,160]. Building capabilities for solar activity 
tracking and subsequent storm forecasting is often considered one of the 
key areas to increase resilience against geomagnetic storms [153,155, 
163,164]. The typical travel time for charged solar particles from the sun 
to the earth is around 3–4 days, but travel times shorter than even an 
hour are theoretically possible [152,153]. A Carrington-type geomag
netic storm reaches earth in under 18 h [155,160,165]. Physical infra
structure could be made less vulnerable by power line undergrounding, 
enabling transformer tripping, adding grounding points, capacitors to 
block additional direct currents, redundant and backup transformers 
[164]. Described measures to improve resilience are, however, still 
subject to many unknowns concerning the effects form geomagnetic 
storms on the power grids [163]. 

6. Cyber threats 

Increasing digital capabilities to energy systems make them more 
efficient and secure against traditional threats such as extreme weather 
events and technical failures. At the same time, digitalization exposes 
the energy sector to cyberattacks through an increasing attack surface 
[8,166–168]. While cyberattacks remain responsible only for a small 
fraction of energy supply disruptions, the potential damage is significant 
and increasing quickly. 

Potential consequences of cyberattacks include data theft, power 
theft, denial of power supply, disruption of normal energy system 
operation, and even destruction of equipment [27,29,166]. The most 
commonly used grouping of cyberattacks and corresponding defense 
objectives concern with energy system component availability, integ
rity, and confidentiality [29,169–172]. Attacks on availability aim to 
delay, block, or corrupt communication; attacks on integrity to modify 
or disrupt data exchange [173]; attacks on confidentiality to acquire 
unauthorized information. Availability and integrity are critical for the 
reliable operation of energy systems. Compromised confidentiality 
would not be critical in this respect, but its importance increases with an 
increasing number of smart customers and amount of sensitive data 
[29]. 

The landscape of cybersecurity could be described as a kind of arms 
race taking place in the digital layer of energy systems between system 
operators and their adversaries. This continuous race has an inherent 
asymmetry as the defenders have to protect the system against every 
attack, while the attackers can attempt disruptions continuously mostly 
without consequences [7]. 

Comprehensive assessment of the attack surface and subsequent se
curity landscape involves identifying the target (equipment or software) 
and its functionality, possible attacks and their implications [166]. Ex
amples of such analysis performed for advanced metering infrastructure 
[166] and wind power plant farms [174] indicate common cyber secu
rity issues for quite distinct system components. 

Digitalization of energy systems is especially intensive in so-called 
smart grids (SGs), which handle large amounts of data on power sup
ply and demand for the optimal and effective operation of power sys
tems. Abundant SG literature often overlooks security concerns focusing 
more on technical implementation and corresponding benefits [7,174]. 
Among reviewed sources, the most extensive discussion on SG cyber
security issues was found to be the guidelines composed by the National 

Institute of Standards and Technology [175]. 

6.1. Digital layer of energy systems 

6.1.1. Network differences: smart grids versus internet 
Digital networks in energy infrastructure differ from established in

formation and communication technology networks such as the 
internet, which severely limits the applicability of existing cybersecurity 
solutions. Differences with obvious cybersecurity implications include 
[7,26,29,176] the following:  

• longevity of component lifecycles is much longer than in consumer 
electronics, which requires installing hardware compatible with 
future software updates and integrating hardware already in the 
field;  

• remoteness of many components makes remote control and updates 
an economic necessity while at the same time limiting feasible digital 
and physical security options;  

• speed requirements are much stricter than in traditional data 
transfer networks; sometimes critical operations in SGs require de
lays to be shorter than a few milliseconds [29];  

• always on requirement – while almost all data systems could be 
temporarily stopped and rebooted in case of infection, such pro
cedures in power systems would be complicated and expensive;  

• privacy and security goals may be conflicting. 

Differences with less obvious, but nonetheless important cyberse
curity implications include [7,26,29,176] the following:  

• size of the system as SGs can have 2 to 3 orders of magnitude larger 
number of connected intelligent devices than the internet, making 
network monitoring and managing extremely difficult [26];  

• monocultures of hardware and software are subject to identical 
vulnerabilities [7];  

• heterogeneity in protocols due to lack of standardization is an 
opposite problem, complicating energy system management and 
potentially opening security gaps;  

• machine to machine as a dominant communication type is 
vulnerable to data spoofing. 

The differences mentioned above have implications for the rollout of 
security solutions. The software industry has a history of releasing 
insecure products and patching them later [177,178]. In the energy 
sector, this could result in “billion-dollar bugs” [179,180], which could 
not be easily fixed as testing would be required before patches could be 
applied to critical infrastructure [177]. Thus, software development in 
more security-sensitive sectors such as banking may provide more 
applicable lessons. However, some widely used SG components were 
initially designed without much security considerations. For example, 
the SCADA systems used to monitor and remotely control components of 
critical energy infrastructure were initially designed to be closed sys
tems, but are now interlinked with other systems [181]. 

6.1.2. Digitalization of consumers 
Traditionally, energy consumers have been very passive actors in 

energy systems. However, the situation is changing with the rising 
number of consumers connected to SGs, increasing amount of data 
flows, and control capabilities. Along with these developments, the 
number of risks is increasing as well. First, privacy concerns over larger 
amounts and more sensitive data increase. Personally identifiable in
formation from SGs (e.g. consumption patterns indicating the use of 
appliances and presence of people at home) on its own or combined with 
consumer data from the internet [7] can enable people with excessively 
invasive or malicious intentions [172,182]. Second, smart devices could 
be hacked to manipulate consumer behavior causing problems both to 
consumers and the overall network (e.g. increasing peak consumption, 
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lower voltage profiles) [182]. Hacked devices could also be used as an 
entry point for hacking into other devices at home [183]. Third, the 
proliferation of power system control capabilities takes place at least in 
part at expense of traditional system operators. Smart consumers, which 
still are likely to have more limited understanding and technical means, 
can be manipulated or have their systems hacked [65,103], but tradi
tional operators would have a much harder time correcting the situation. 
Finally, major incidents in SGs could shift public opinion against this 
technology in a similar way as with nuclear power in the past [178]. This 
would not only limit the SG technology and market development but 
also reduce the number of acceptable technological options for 
advancing energy system transition objectives. 

Digital platforms are developed to monitor and manage energy flows 
between consumption loads, production and storage units as well as to 
crowdfund renewable energy investments. These platforms can unlock 
otherwise economically inaccessible capital and flexibility resources 
aiding VRE growth while increasing energy system resilience. The same 
platforms can also “disrupt” existing market safeguards by modifying 
skills and resources that previously were part of the public sphere [65]. 

Digital platforms in the energy sector have a non-negligible influence 
on the ethical discourse of the energy transition, especially in the context 
of the politicization of energy consumption. This influence may not be 
optimal given the current dissonance between rhetoric and reality of 
digital platforms as shown in Table 3. Rising barriers for new entrants 
could also lead to market monopolization. Only a small number of 
platforms could become dominant over large areas in case they develop 
similarly to social platforms [65]. Even if such a platform aggregates 
highly decentralized physical assets, its hacking could have more 
damaging impacts than hacking of major components in a highly 
centralized system. Likewise, simple misinformation spread over social 
networks could have significant damages in SGs [103]. 

6.2. Cyberattack security environment 

6.2.1. Adversaries 
Adversaries to energy system cybersecurity can be distinguished by 

their capabilities, objectives, and relationship to the targeted energy 
system. By capabilities, adversaries range from amateur hackers, against 
which most companies can protect themselves, to state actors against 
which government support may be necessary [4] (see Fig. 6). All these 
actors seek an economic, market, or political benefits. Adversaries can 
be divided into inside misbehaving and outside malicious actors [29]. 
The former group includes consumers interested in stealing energy 
[168] and companies interested in gaining competitive advantage 
through unlawful means [7,26]. The latter group is more dangerous and 
includes individual criminals, criminal and terrorist organizations, and 
state actors. State actors interested in influencing the decisions of other 
countries are particularly dangerous due to the vast resources at their 

disposal and their particular interest in energy systems as critical 
infrastructure. Cyberattack capabilities of such state actors are 
increasing quickly [182]. 

6.2.2. Attacks and means of attack 
New types of cyberattacks have recently been witnessed. These 

include advanced persistent threats, botnets, zero-days, and distributed 
denial of service [25,167,184]. Even though new stealthy and multi
stage attacks are extremely hard to defend [7], many companies may 
need to address more basic security concerns first [180]. For example, 
initial access to energy infrastructure in some of the major cyberattacks 
was obtained through emails [7]. 

While a large number of companies have experienced cyberattacks, 
the number of successful large-scale cyberattacks remains, however, 
limited [177,185]. Examples of large-scale damage include the 
destruction of electrical power restoration equipment and cutting off the 
power supply for over two hundred thousand consumers in Ukraine 
[166,186] and destruction of uranium enrichment centrifuges in Iran by 
changing their spinning speeds [4,7]. 

Pure cyberattacks can be combined and enhanced by attacks on 
human and physical layers of the energy system [170,171]. The cyber
attack surface can be widened up by compromising employees with 
access to secured systems through bribery or threats. Cyberattacks could 
also be made in combination with physical attacks on energy infra
structure. While combined attacks could have a high impact [28], the 
damage caused even in pure cyberattacks is difficult to predict [182]. 

Malicious software (malware) for SGs differs greatly by intended 
functions, capabilities present, methods used for its spread (active 
worms and passive viruses), and operation after infection. Examples of 
methods employed to avoid detection include encryption, generation of 
distinct instances, and self-disinfection. The key trends in the recent 
development of malware for SGs include increasing complexity and 
modularity, operation becoming slower, but stealthier, a shift from 
disruption towards espionage and data theft, increasing capabilities of 
physical destruction, broadening of capabilities and access vectors, and 
attacks becoming more targeted. Possible future malware types 
(pandemic, endemic, contagion) have been identified and their char
acteristics and key countermeasures have been investigated based on 
analogies with biological diseases [7]. 

6.3. Defense measures 

Cybersecurity defense measures involve people, software, physical 
infrastructure, and underlining energy system architecture. The key 
measures are shown in Table 4 and explained in more detail later in this 
subsection. 

Network protocol design methods allow to detect and block denial of 
service attacks based on signal characteristics (strength and trans
mission failures for detection, transfer frequency, and source address for 

Table 3 
The dissonance between the rhetoric of how digital platforms are representing 
themselves and reality [65].  

Aspect Rhetoric Reality 

Digital 
platform’s 
role 

facilitation mediation 

Traditional 
system’s role 

no longer needed used without paying for leads to higher 
cost for other consumers, higher grid 
strain, utility death spiral 

Energy 
cooperatives 

frontrunners of 
energy democracy 

potential users of public good for 
communal benefits 

Digital 
platform’s 
impact 

accessibility, 
openness, and 
equality 

infrastructural layer of political 
divisions 

transparency and 
choice 

transparency and choice, plus new 
opacities, dependencies, and 
uncertainties  

Fig. 6. Energy system actors and adversaries by their capabilities. Adapted 
from IEA [4]. 
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blocking). Network measures can help ensure availability, but are 
ineffective for securing integrity and confidentiality of energy system 
operations [29]. 

Physical hardware security measures are not available for each of the 
system components leaving higher requirements for other types of 
measures. 

Cryptographic measures aid all aspects of the energy system (avail
ability, integrity, and confidentiality). Different types of cryptography 
are available differing in their symmetry of decryption key and transfer 
time. A major dilemma for choosing a certain cryptography type for a 
specific SGs application is the balance between the security level pro
vided and computational resources required [29]. In case of future ad
vancements in quantum computing, existing cryptography methods may 
become ineffective and new ones may need to be developed [182]. 

Security by design refers to the practice of considering security as
pects already in the network design stage and not as additions for an 
already developed network [182]. 

Implicit deny measures allow to minimize the attack surface leaving 
necessary functionality only. It should be applied to all aspects of the 
system, including user management, firewall rules, installing hardware 
without (or at least with disabled) unnecessary functionality [26,174, 
177]. 

Decentralization of critical digital energy system capabilities re
quires counteracting malware propagation methods without using 
attacked network [7]. 

Fall-back strategies in the SG context consistent with the resilience 
concept could mean a system’s ability to remain operational while 
“going dumb”. For example, cyberattacks like the one in Ukraine could 
be more damaging if successfully executed in more modern grids [187]. 

Both establishing and utilizing these measures require cyber situa
tional awareness which includes knowledge of the current network sit
uation, situation evolution during an attack, quality of collected 
information, the impact of attacks on critical equipment, attacker 
behavior, and possible future steps [7]. Implementation of sufficient 
cybersecurity measures in the energy sector relying only on internal 
quality assurance and certification may be insufficient. Regulation, 
similar to one in the health sector, may be needed [179]. An important 
question is which portion of the digital value chain should be under 
government control. Other potentially needed roles of the government 
in the energy system cybersecurity space include certain intelligence 
information sharing [182] and the establishment of a cyber incidence 
response ecosystem [177]. 

7. Conclusions 

Energy systems are exposed to numerous threats, the potential im
pacts of which range from inconsequential (energy systems can absorb 
them without change in performance) to society threatening (restora
tion taking years) ones. The concept of resilience provides a valuable 

perspective for developing countermeasures to address many of these 
threats. It allows to deal with moderate disruptions in a more economic 
manner and is essential in overcoming extreme and less known threats. 
The current growth in uncertainties and potential societal costs of en
ergy system disruptions is placing resilience among the major consid
erations for the design and operation of energy systems. 

Designing a resilient energy system can build upon abundant expe
riences from the resilience concept used in multiple fields as well as from 
the knowledge about threats from different energy security and reli
ability studies. A resilient system is generally characterized by high 
redundancy, functional diversity, adaptability, and modularity. Argu
ably, the most distinct aspect of a resilient system is its ability to bend 
rather than break, i.e. controlling unavoidable damage in a way that 
allows reducing the extent and/or duration of the damage. The ability to 
recover from disruptions is in fact present in almost all energy system 
resilience definitions that despite the common themes vary noticeably. 
The extent and duration of a damage are measured by most of the 
resilience indicators that take a proxy of the resilience curve, i.e. the 
system performance change during the disruption. Resilience as system 
an ability obviously depends on the system, but the threat type and the 
characteristic dependence are equally important. Given that the miti
gation of one threat can increase the vulnerability against other threats, 
calls for at least rough understanding of the broad threat landscape. 

This work presented a broad overview of the threat landscape and a 
more detailed review of the weather and cyber threats. The landscape 
was mapped using a framework that distinguishes: (1) interactions be
tween parts of the energy system and its environment; (2) energy system 
layers, sectors, and supply chains; (3) threat characteristics. The phys
ical layer in the literature has the most established structure and could 
be the basis for grounding the other layers. The other layers are 
important not only in terms of their relationship to the physical system, 
but can disrupt the energy system by themselves (e.g. market manipu
lation or a cyber-attack stopping the energy supply without physical 
damage). Weather threats traditionally were a major concern to energy 
systems in terms of short-term extremes (namely storms), which in some 
locations can increase in intensity and frequency due to the climate 
change. However, climate change is also relevant in terms of typical 
weather changes as it can strand capital-intensive infrastructure in no 
longer optimal conditions. This presents significant risks as energy sys
tems, both fossil fuel and renewable energy dominated, are among the 
most vulnerable infrastructure systems to the natural environment. 
Extreme space weather events, though rare, have the potential to cause 
major blackouts and physical damage to power system components on a 
global scale. The relevance of cyber threats is increasing rapidly due to 
increasing: (1) attack surface, (2) malware capabilities, (3) number and 
resourcefulness of adversaries. Despite these developments, surprisingly 
little attention to cybersecurity has been given. Existing cybersecurity 
solutions, primarily from the internet industry, can be employed only to 
a limited extent due to the major differences between the networks. The 
attach surface is increasing primarily due to digitalization that not only 
helps to improve the system efficiency but also the resilience against 
traditional weather and technical failure threats. This is one of the best 
examples of resilience trade-offs that require serious consideration of 
different threat types, including traditionally insignificant threat types. 

Structural changes expected in the energy transition can reduce 
many of the currently relevant vulnerabilities to energy systems, but can 
also exacerbate other vulnerabilities. Some of the most relevant threats 
to future systems may be entirely irrelevant for current systems. This 
indicates a need for broad remapping of threats to expected future sys
tem in the development scenarios. Future resilience evaluations should 
be treated with caution as a false sense of security is itself a major 
vulnerability. Also, it should not be forgotten that changes in scale could 
lead to changes in the nature of threats. The increasing interconnec
tedness of systems in particular increases the complexity hiding security 
gaps and the increasing magnitude of worst-case costs that could 
instantly wipe out any savings from system coupling. In the long run, 

Table 4 
Key cybersecurity defense measures [7,29,174,182].  

People Software Hardware System 

cyber-hygiene Use: Software 
determined: 

security by 
design 

access restrictions - timely updates - sizing for 
updates 

implicit deny 

password policy - strict firewall - air gaps segmentation 
user education - antimalware Physical 

security: 
decentralization 

security personnel 
expertise 

- backups - strong doors 
and locks 

fall-back 
strategies 

cross-department 
communication 

Design: - cameras   

- network 
protocols 

- security 
personnel   

- cryptography    
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systems that are safe to fail may outperform systems designed with 
consideration of a larger number of threats and for higher reliability 
standards. 

Considering future work several themes appear highly promising:  

• resilience quantification that represents the resilience curve more 
comprehensively than arbitrary proxy while retaining ease of use 
would be very useful for studying the resilience of energy systems 
undergoing structural changes;  

• mapping landscape of defense measures over different threat types 
distinguishing disruption phases (as it was done for the extreme 
weather events in this paper) and time until the disruption (prepa
ratory versus reactive actions) may complement the resilience 
perspective;  

• applicability of defense theories against diverse and unexpected 
threats from other fields like military to energy systems;  

• resilience tradeoffs for electrification and sector coupling;  
• robustness of energy system development scenario preferences in 

case of major disruption. 
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